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Respiration and brain neural 
dynamics associated with interval 
timing during odor fear learning 
in rats
Maryne Dupin1*, Samuel Garcia1, Belkacem Messaoudi1, Valérie Doyère2,3 & 
Anne‑Marie Mouly1*

In fear conditioning, where a conditioned stimulus predicts the arrival of an aversive stimulus, the 
animal encodes the time interval between the two stimuli. Here we monitored respiration to visualize 
anticipatory behavioral responses in an odor fear conditioning in rats, while recording theta (5–15 Hz) 
and gamma (40–80 Hz) brain oscillatory activities in the medial prefrontal cortex (mPFC), basolateral 
amygdala (BLA), dorsomedial striatum (DMS) and olfactory piriform cortex (PIR). We investigated the 
temporal patterns of respiration frequency and of theta and gamma activity power during the odor‑
shock interval, comparing two interval durations. We found that akin to respiration patterns, theta 
temporal curves were modulated by the duration of the odor‑shock interval in the four recording sites, 
and respected scalar property in mPFC and DMS. In contrast, gamma temporal curves were modulated 
by the interval duration only in the mPFC, and in a manner that did not respect scalar property. This 
suggests a preferential role for theta rhythm in interval timing. In addition, our data bring the novel 
idea that the respiratory rhythm might take part in the setting of theta activity dynamics related to 
timing.

Interval timing refers to the ability to time intervals ranging from seconds to minutes and guides fundamental 
animal behaviors like the anticipation of rewarding or aversive events. The tasks classically used in the literature 
to assess interval timing in animals, necessitate numerous training sessions and involve a motor response from 
the  animal1. Yet some studies show that in associative learning, animals learn to time the arrival of reinforce-
ment from the outset of  conditioning2–7 and such temporal encoding has been suggested to be a fundamental 
component of associative  learning8. However, the neurobiological basis of interval timing in Pavlovian associative 
learning remain poorly understood, due in part to the paucity of studies designed for its  investigation9.

In a previous study using odor fear conditioning in rats, we showed that, when using an appropriate index, 
namely the respiratory rate, interval timing can be inferred from the animal’s behavior after a few training  trials7. 
More specifically, the animal’s respiratory rate was monitored in this paradigm where an initially neutral odor 
signals the arrival of an aversive mild foot-shock at a fixed time interval. We showed that after a few odor-shock 
pairings, the respiratory frequency curve presented a temporal pattern that was linked to the duration of the 
interval to be timed, in a manner that respected scalar property, a hallmark of interval timing, i.e. the error 
magnitude in estimating a duration was proportional to the duration to be  timed10.

Based on these findings, in the present study we investigated the neural network dynamics occurring during 
the odor-shock interval in odor fear conditioning in rats. Although the neural mechanisms underlying timing 
remain largely unknown, several studies in the literature reported dynamically changing patterns of activity that 
contain information about elapsed time since a given stimulus. This property has been found in multiple brain 
areas including the dorsal striatum and the prefrontal  cortex11,12. More specifically, electrophysiological record-
ing of neurons in the medial prefrontal cortex (mPFC) and the dorsomedial striatum (DMS) in rats engaged 
in interval timing, have shown that ramping activity, a monotonic change in neuronal firing rate across time, 
is observed throughout frontostriatal ensembles. Importantly, DMS ramping neurons were shown to synchro-
nize with mPFC 4-Hz activity and inactivation of the mPFC impaired interval timing and attenuated ramping 
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activity in the  DMS13. In addition, optogenetic stimulation of mPFC axon terminals modulated time-related 
ramping activity of medium spiny neurons in the striatum and improved interval-timing  behavior14, suggesting 
that the mPFC exerts top-down control of temporal processing in the DMS. On the other hand, recent studies 
using aversive conditioning suggest that the amygdala also plays a role in interval  timing7,9,15,16 and regulates 
physiological correlates of plasticity in the striatum, thanks to direct amygdala projections to the  striatum16. In 
addition, evidence of time encoding has been found in different sensory cortices like the primary visual  cortex17,18 
and the olfactory piriform  cortex19. Therefore, in the present study, rats were implanted with chronic electrodes 
in four brain areas: the mPFC, DMS, basolateral amygdala (BLA) and piriform cortex (PIR). The animals were 
trained in an odor fear conditioning paradigm while their respiration was measured, together with brain oscilla-
tory activities in the targeted network. We focused on variations in the theta (5–15 Hz) and gamma (40–80 Hz) 
bands that have been shown to reflect temporal  processing16,20–22.

Our prediction was that, if a brain area is involved in timing the odor-shock interval, temporal curves of 
oscillatory activity power during that interval should (1) build up after a few odor-shock pairings in parallel to 
respiratory frequency temporal curves, and (2) be modulated by the duration of the interval in a manner that 
respects scalar property.

Results
Respiratory frequency is a good index of interval timing providing the level of stress is not too 
high. In a previous  study7 we showed that respiration is a good index of interval timing in non-implanted 
animals. We assessed if this was still true for implanted animals, in which the level of stress could be higher and 
might constrain the range of the respiratory response.

The time course of respiratory frequency during the odor-shock interval in Group 20 s was compared between 
the Conditioning session where a 20 s interval was used (see protocol in Fig. 1), and the Shift session for which 
the interval was shifted to 30 s (Fig. 2A). The ANOVA revealed no significant effect of Interval, but a significant 
effect of Time  (F17,340 = 11.43, p < 0.0001) and a significant Interval × Time interaction  (F17,340 = 3.029, p < 0.0001). 

Figure 1.  (A) Training protocol. Group 20 s: the animals were trained with 10 Odor-Shock pairings using a 
20 s Odor-Shock interval (Conditioning session). 48 h later, they were tested for their retention of the learning 
(Retention test) with 5 presentations of the learned odor. Two weeks later they were trained with 10 Odor-
Shock pairings using a 30 s Odor-Shock interval (Shift session). Group 30 s: The animals were trained with 10 
Odor-Shock pairings using a 30 s Odor-Shock interval (Conditioning session). (B) Data recording and analysis. 
Training sessions: in the two groups, during the odor-shock interval, local field potentials (LFP), respiration, 
ultrasonic vocalizations and freezing behavior were recorded, synchronized and analyzed as described in the 
“Methods”.
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As depicted on Fig. 2A, shifting from a 20 s interval to a 30 s interval resulted in an increase of the mean latency 
to the peak respiratory frequency on the temporal curve (5 s for 20 s interval vs 8 s for 30 s interval).

However, we noticed a strong inter-individual variability among animals concerning the shift of the temporal 
curve when the interval duration was changed to 30 s, with animals presenting clearly shifted temporal curves 
for 30 s intervals, and animals exhibiting similar curves for both intervals. Because we previously showed that 
the shift in respiration temporal pattern was a good indicator of interval duration  encoding7, we reasoned that 
animals that did not exhibit this shift should be analyzed separately from those presenting a shift. To do so, we 
measured for each animal the time at which the respiratory frequency peaked for the 20 s- and 30 s-interval 
temporal curves and calculated the difference between the two obtained values. When this value was ≥ 2 s, the 
animal was classified as a Good Timer, the remaining animals were classified as Bad Timers. This led to two 
subgroups: subgroup Good Timers (n = 12, mean latency difference = 6.08 ± 0.96 s) and subgroup Bad Timers 
(n = 9, mean latency difference = − 2.22 ± 1.00 s). The temporal curves obtained in these two subgroups are 
presented in Fig. 2B. In the Good Timers subgroup (Fig. 2B, left), the ANOVA confirmed a significant effect of 
Time  (F17,187 = 16.31, p < 0.0001) and a significant Interval × Time interaction  (F17,187 = 3.09, p < 0.0001), with no 
significant effect of Interval. A significant interaction between interval duration and elapsed time indicates that 
the time course of the respiratory frequency changes is affected by the duration of the odor-shock interval. In the 
Bad Timers subgroup (Fig. 2B, right), the ANOVA revealed a significant effect of Time  (F17,136 = 3.59, p < 0.0001) 
but no significant effect of Interval and no significant Interval × Time interaction. Interestingly, the difference 
between Good Timers and Bad Timers is mainly due to the temporal patterns exhibited during the Shift session. 

Figure 2.  (A) Respiratory frequency time course in Group 20 s. The time course of respiratory frequency is 
represented with a 1-s bin precision, from 5 s before odor onset (green vertical line) to shock arrival which 
occurred either at 20 s (Conditioning session, in blue) or at 30 s (Shift session 2, in orange). (B) Good Timers 
versus Bad Timers subgroups. In Good Timers subgroup, the temporal patterns of respiratory frequency were 
modulated by the duration of the odor-shock interval, whereas in Bad Timers subgroup, they were not. Open 
circles on each curve signal the values that are significantly different from the baseline (p ≤ 0.05).
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Indeed the temporal patterns displayed by both subgroups during the Conditioning session (20 s interval) were 
similar (Group × Time interaction:  F17,323 = 0.94, p = 0.53), while those displayed during the Shift session (30 s 
interval) differed significantly (Group × Time interaction:  F27,513 = 3.07, p < 0.001).

The temporal patterns observed in Good Timers subgroup suggest that the Odor-Shock interval was timed 
according to the scalar  rule10. In order to assess scalar timing quantitatively, the time axis for the 30-s data was 
multiplicatively rescaled so that the 18 time-bins during the interval for both groups represented the same 
proportions of elapsed time from odor onset to shock presentation. The scalar timing rule predicts superior 
superposition of the functions in relative time, compared to no rescaling. Supplementary Fig. S1 shows raw and 
rescaled mean curves for both 20- and 30-s conditions, for Good Timers and Bad Timers subgroups. Superposi-
tion was indexed by eta-squared (η2), a measure of the proportion of variance accounted for by the mean of the 
two  functions23. When superposition is perfect, η2 is at its maximum value of 1. For Good Timers, η2 was greater 
under the multiplicative transform (η2 = 0.93, Supplementary Fig. S1A, right) than under no rescaling (η2 = 0.88, 
Supplementary Fig. S1A, left). In contrast, for Bad Timers subgroup, η2 was greater under no rescaling (η2 = 0.73, 
Supplementary Fig. S1B, left) than under the multiplicative transform (η2 = 0.50, Supplementary Fig. S1B, right).

We next evaluated to what extent the timing abilities assessed through respiration could be related to dif-
ferent levels of fear exhibited by the animals. To do so, we compared the mean amount of freezing exhibited by 
the animals in the Good Timers and Bad Timers subgroups during the Odor-Shock interval in the Condition-
ing and Shift sessions (Fig. 3A, Left). The ANOVA revealed no significant effect of Subgroup, Training session, 
and Training session × Subgroup interaction. We then compared the number of USV emitted by the animals in 
the two subgroups during the Odor-Shock interval for the two training sessions (Fig. 3A, right). The ANOVA 
revealed a significant effect of Subgroup  (F1,16 = 8.59, p = 0.010) and Training session  (F1,16 = 7.91, p = 0.013), and 
no significant Training session × Subgroup interaction. Further pairwise comparisons showed that Bad Timers 
animals emitted more USV than Good Timers during both training sessions (p = 0.012 for the 20 s interval ses-
sion; p = 0.015 for the 30 s interval session).

Finally, we assessed whether the two subgroups presented different levels of learned fear during the 48 h reten-
tion test (Fig. 3B). In each subgroup, we compared the amounts of freezing observed before odor introduction 
and during odor. The ANOVA revealed a significant effect of Period (Pre-Odor vs Odor;  F1,18 = 35.56, p < 0.0001) 
but no significant effect for Subgroup, nor for Period × Subgroup interaction. In both subgroups, the amount of 
freezing was significantly higher (p < 0.005) in presence of the learned odor than before its delivery suggesting 
similar levels of fear memory in Bad Timers and Good Timers animals.

Together, these data show that the temporal pattern observed in respiration rate in the Good Timers subgroup 
reflects the learning of Odor-Shock interval duration, and confirm our previous finding that rats can learn the 
expected time of shock delivery in an odor fear conditioning task within 10 conditioning  trials7. The ability to 
express temporal behavior related to interval duration, at least when looking at the respiratory rate, seems to 
depend on the animal’s fear response: the higher the USV amount, the lower the possibility for respiration to 
exhibit different temporal patterns related to interval duration. Finally, this difference in timing abilities seems 
to have no impact on the strength of the fear memory as assessed through odor-elicited freezing 48 h later.

In the next analyses, we assessed whether the differences observed in timing expression in Bad Timers and 
Good Timers, based on their temporal pattern of respiratory frequency, were associated with similar differences 
in oscillatory activity temporal patterns.

Changes in oscillatory activity in the theta (5–15 Hz) band. We assessed whether, akin to respira-
tory frequency, the temporal patterns of theta activity power were modulated by the duration of the Odor-Shock 
interval.

As explained in the “Methods”, after elimination of artifacted electrophysiological signals, the number of 
animals per recording site were the following: BLA, n = 17; CPF, n = 20; PIR, n = 20; DMS, n = 19 for Group 20 s; 
BLA, n = 6; CPF, n = 8; PIR, n = 8; DMS, n = 9 for Group 30 s.

The temporal patterns of theta activity power during the Odor-Shock interval in Group 20 s were compared 
between the Conditioning session where a 20 s interval was used, and the Shift session for which the interval 
was shifted to 30 s. Figure 4 presents the temporal curves obtained in each of the four recording sites for the 
Good Timers (left side) and Bad Timers (right side) subgroups. The ANOVA carried out in the Good Tim-
ers subgroup revealed no significant effect of Interval, but for all four structures a significant effect of Time 
(mPFC:  F17,187 = 6.56, p < 0.0001; BLA:  F17,119 = 6.77, p < 0.0001; PIR:  F17,187 = 4.15, p < 0.0001; DMS:  F17,187 = 6.24, 
p < 0.0001), and a significant IntervalxTime interaction (mPFC:  F17,187 = 2.66, p < 0.0001; BLA:  F17,119 = 5.14, 
p < 0.0001; PIR:  F17,187 = 3.47, p < 0.0001; DMS:  F17,187 = 4.26, p < 0.0001). In contrast, in the Bad Timers subgroup 
(Fig. 4, right panels), theta activity power showed almost no change during the interval compared to baseline 
in the four recording sites (no significant effect of Time or Interval), and only the mPFC showed a significant 
Interval × Time interaction  (F17,119 = 1.72, p = 0.047).

These data suggest that in Good Timers, the time course of theta activity power was modulated by the dura-
tion of the interval to be timed. In order to assess scalar timing quantitatively, the time axis for the 30-s data was 
multiplicatively rescaled and the η2 was calculated for each recording site (Supplementary Fig. S2). In mPFC and 
DMS, η2 was greater under the multiplicative transform (Supplementary Fig. S2, right) than under no rescaling 
(Supplementary Fig. S2, left), while the reverse was observed for BLA and PIR.

These data show that in Good Timers animals, akin to what is observed for respiration frequency, the time 
course of theta activity power was related to the learned duration of Odor-Shock interval in the four recording 
sites, and in a manner that respected scalar property in the mPFC and the DMS.
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Changes in oscillatory activity in the gamma (40–80 Hz) band. Similar comparisons were made for 
the temporal pattern of gamma activity during the Odor-Shock interval. Figure 5 presents the temporal curves 
obtained in the four recording sites in the Good Timers (Left side) and Bad Timers (right side) subgroups. The 
ANOVA carried out in the Good Timers subgroup revealed no significant effect of Interval, but a significant effect 
of Time in mPFC  (F17,187 = 4.73, p < 0.0001), PIR  (F17,187 = 2.57, p = 0.002) and DMS  (F17,187 = 3.65, p < 0.0001), and 
a significant Interval × Time interaction only in mPFC  (F17,187 = 2.51, p = 0.001). In the Bad Timers subgroup, 
the ANOVA revealed a significant effect of Time in mPFC  (F17,119 = 2.24, p = 0.006), PIR  (F17,119 = 1.95, p = 0.02) 
and DMS  (F17,102 = 2.22, p = 0.007), but no significant effect of Interval nor Interval × Time interaction in the four 
recording sites.

Therefore, in both Good Timers and Bad Timers, gamma power increased significantly during the interval 
compared to baseline in the mPFC, DMS and PIR, but not in the BLA. When looking at the temporal patterns, 
the only structure in which the time course of gamma activity power was affected by the duration of the inter-
val (i.e. showing an Interval × Time interaction) was the mPFC in the Good Timers subgroup. To assess scalar 
timing, the time axis for the 30-s data was multiplicatively rescaled and the η2 was calculated (Supplementary 
Fig. S3). η2 was greater under no rescaling (Supplementary Fig. S3, left) than under the multiplicative transform 
(Supplementary Fig. S3, right), suggesting gamma activity temporal pattern in mPFC does not solely reflect the 
learning of Odor-Shock interval duration.

Figure 3.  (A) Freezing and ultrasonic vocalizations (USV) during the two training sessions, in Good 
Timers and Bad Timers subgroups. Freezing amount and number of USVs were measured during the 20 s 
(Conditioning session, in blue) and 30 s (Shift session, in orange) odor-shock intervals throughout the training 
session. £Significant between group difference (p ≤ 0.05). (B) Freezing amount during the Retention test. Good 
Timers and Bad Timers subgroups showed similar levels of freezing during the Retention test. *Significant 
within group difference with pre-odor period (p < 0.005).



6

Vol:.(1234567890)

Scientific Reports |        (2020) 10:17643  | https://doi.org/10.1038/s41598-020-74741-2

www.nature.com/scientificreports/

Figure 4.  Theta (5–15 Hz) band mean power variations during the odor-shock interval in the Good Timers 
(left side) and Bad Timers (right side) subgroups in the four recording sites. mPFC medial prefrontal cortex, 
BLA basolateral amygdala, PIR olfactory piriform cortex, DMS dorso-medial striatum. For each graph, theta 
power was expressed as percent change from the baseline (BL), and represented from odor onset (green vertical 
line) to shock arrival which occurs either at 20 s (Conditioning session, in blue) or at 30 s (Shift session, in 
orange). The red asterisk in the upper left corner of a graph signals a significant time × interval duration 
interaction. Open circles on each curve signal the values that are significantly different from the baseline 
(p ≤ 0.05).
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Figure 5.  Gamma (40–80 Hz) band mean power variations during the odor-shock interval in the Good Timers 
(left side) and Bad Timers (right side) subgroups in the four recording sites. mPFC medial prefrontal cortex, 
BLA basolateral amygdala, PIR olfactory piriform cortex, DMS dorso-medial striatum. For each graph, theta 
power was expressed as percent change from the baseline (BL), from the odor onset (green vertical line) to 
shock arrival which occurs either at 20 s (Conditioning session, in blue) or at 30 s (Shift session, in orange). The 
red asterisk in the upper left corner of a graph signals a significant time × interval duration interaction. Open 
circles on each curve signal the values that are significantly different from the baseline (p ≤ 0.05).
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Correlation between respiration temporal curves and theta/gamma power temporal 
curves. Together the data presented so far suggest that in Good Timers, there might be a correlation between 
the time course of respiration frequency curve and that of theta activity power curves. To assess this quantita-
tively, we performed two kinds of correlation analysis. First, we measured for each animal the time of the peak 
respiratory frequency and the time of the peak theta activity power during the Conditioning session and calcu-
lated the correlation index between these values (Fig. 6A). This analysis showed significant positive correlation 
for BLA  (R8 = 0.85, p < 0.01), PIR  (R12 = 0.63, p < 0.02) and DMS  (R12 = 0.61, p = 0.02), and a tendency for mPFC 
 (R12 = 0.50). We performed the same analysis for gamma activity and found no significant correlation with respi-
ration (mPFC:  R12 = 0.26, ns; BLA:  R8 = 0.21, ns; PIR:  R12 = 0.24, ns; DMS:  R12 = − 0.09, ns) (Fig. 6B).

For the second correlation analysis, we calculated the difference between the times of the peak respiratory 
frequency during the Conditioning (20 s interval) and Shift (30 s interval) sessions: Peak 30 s–Peak 20 s (Shift 
R, Fig. 7A). Similarly, for each recording site, we calculated the difference between the times of the peak theta 
activity power during the Conditioning and Shift sessions: Peak 30 s–Peak 20 s (Shift T, Fig. 7B, upper part). 
Then we calculated the correlation between Shift R and Shift T (Fig. 7B, lower part). The data show a significant 
positive correlation between the two values for the mPFC  (R12 = 0.62, p < 0.02), but not for the other sites (BLA: 
 R8 = 0.43, ns; PIR:  R12 = − 0.49, ns; DMS:  R12 = 0.32, ns). The same analysis was carried out for gamma activity in 
mPFC and showed no significant correlation (Shift G, Fig. 7C, R12 = 0.39, ns).

In summary, in the four recorded structures, the time course of theta activity power correlates with the time 
course of respiratory frequency. In addition, in mPFC, the shift in theta activity power temporal curves observed 
when the interval duration was changed, was positively correlated with the shift in respiratory frequency temporal 
curve. These correlations were not observed when considering gamma activity power.

Interval timing in independent groups. In the experiments carried out so far, the same animals received 
two successive training sessions, a Conditioning session with a 20 s odor-shock interval, and a Shift session with 
a 30 s interval. This allowed us to compare the temporal curves within the same rats, thus discounting inter-
individual variability. However, the data obtained during the Shift session might have been partly confounded 
by the previously experienced Conditioning session. To assess this point, a small group of animals was trained 
in a single session using a 30 s odor-shock interval (Group 30 s). We compared the temporal curves obtained 
in Good Timers during the Conditioning session of Group 20 s to those of the single session of Group 30 s. The 
only difference between the two groups was the duration of the odor-shock interval with an equivalent level of 
training.

Figure 8A (left part) presents the temporal curves obtained for respiratory frequency in the two groups. The 
ANOVA revealed no significant effect of Group, but a significant effect of Time  (F17,238 = 5.39, p < 0.001) and a 
significant Time × Group interaction  (F17,238 = 2.01, p = 0.012). When the time axis for the 30 s data was multi-
plicatively rescaled to assess scalar timing (Fig. 8A, right part), the η2 index increased from 0.56 (no rescaling) 
to 0.62 (multiplicative transform).

Figure 8B, upper left part, presents the temporal curves obtained for theta activity power in mPFC in the two 
groups. The ANOVA carried out in the four recording sites revealed no effect of Group, but a significant effect 
of Time in mPFC  (F17,238 = 2.44, p = 0.002), and a significant Time × Group interaction in mPFC  (F17,238 = 2.32, 
p = 0.003), BLA  (F17,153 = 2.18, p = 0.007) and DMS  (F17,238 = 2.11, p = 0.01) (Supplementary Fig. S4, left part). 
When the time axis for the 30-s data was multiplicatively rescaled to assess scalar timing, η2 was greater under 
the multiplicative transform than under no rescaling in mPFC, BLA and DMS (Fig. 8B upper right part, and 
Supplementary Fig. S4 right part).

Figure 8B, lower left part, presents the temporal curves obtained for gamma activity power in mPFC in the 
two groups. The ANOVA carried out in the four recording sites (Supplementary Fig. S5, left part) revealed no 
effect of Group, but a significant effect of Time in mPFC  (F17,238 = 4.21, p < 0.0001), PIR  (F17,221 = 2.12, p = 0.007) 
and DMS  (F17,238 = 3.45, p < 0.0001), and a significant Time × Group interaction in mPFC  (F17,221 = 3.30, p < 0.0001) 
and DMS  (F17,238 = 2.45, p = 0.001). When the time axis for the 30 s data was multiplicatively rescaled to assess 
scalar timing, η2 was greater under the multiplicative transform than under no rescaling in mPFC and DMS 
(Fig. 8B, lower right part, and Supplementary Fig. S5 right part).

In summary, for the respiration and theta temporal curves, parallel training with either 20 s or 30 s odor-
shock interval duration in different animals brought globally the same kind of data as when animals were trained 
successively to the two intervals. Concerning gamma activity, parallel training revealed a modulation of activity 
power temporal curves by the interval’s duration in mPFC and DMS in a manner that respected scalar property.

Discussion
The present study is the first to correlate brain neural dynamics associated with behavioral expression of interval 
timing at early stages of Pavlovian aversive conditioning. This was made possible thanks to the use of a sensitive 
behavioral index, respiration, which allowed getting a readout of the animal’s interval timing ability without 
training the animal in a long and complex operant behavioral task. Here we show that in a successive training 
paradigm where the initially learned odor-shock interval duration is shifted to a new one, animals exhibiting 
good timing performances as assessed through respiration rate, also show temporal patterns of theta activity 
power modulated by the interval duration in the four recording sites, and those measured in mPFC and DMS 
followed the scalar property. In addition, the temporal patterns of theta activity in the mPFC faithfully followed 
the temporal patterns of respiration. In contrast, temporal patterns of gamma activity power modulated by the 
interval duration were observed only in mPFC, and they failed to respect scalar property (see a summary of the 
data on Table 1, upper part).
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Figure 6.  (A) Correlation between the time of the peak respiratory frequency and the time of the peak theta 
activity power in the four recording sites during the Conditioning session. mPFC medial prefrontal cortex, BLA 
basolateral amygdala, PIR olfactory piriform cortex, DMS dorso-medial striatum. *Significant correlation index, 
p ≤ 0.05. (B) Correlation between the time of the peak respiratory frequency and the time of the peak gamma 
activity power in the four recording sites during the Conditioning session.
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Figure 7.  Correlation between the shift in respiration temporal curves and theta/gamma power temporal curves. (A) The time of the 
peak respiratory frequency during the Conditioning session (20 s interval) and the Shift session (30 s intervals) was measured and the 
difference between the two values was used as the Shift R index. (B) Upper graph: For each recording site, the time of the peak theta 
activity power during the Conditioning session (20 s interval) and the Shift session (30 s intervals) was measured and the difference 
between the two values was used as the Shift T index. The graph illustrates data from the mPFC: medial prefrontal cortex. Lower 
graph: the correlation between Shift R and Shift T indices was calculated. *Significant correlation index, p ≤ 0.05. (C) Upper graph: For 
each recording site (example of the mPFC), the time of the peak gamma activity power during the Conditioning session (20 s interval) 
and the Shift session (30 s intervals) was measured and the difference between the two values was used as the Shift G index. Lower 
graph: the correlation between Shift R and Shift G indices was calculated.
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Figure 8.  Behavioral and electrophysiological comparison in parallel training condition. (A) Respiratory frequency curves. Left 
side, raw data: the temporal pattern of respiratory frequency is represented with a 1-s bin precision, from 5 s before odor onset (green 
vertical line) to shock arrival which occurs either at 20 s (Group 20 s, in blue) or at 30 s (Group 30 s, in orange). Right side, rescaled 
curves: the time axis for the 30-s data (in orange) was multiplicatively rescaled. Superposition between the two curves was indexed by 
eta-square (η2) indicated in the bottom right of each graph, the highest values being highlighted in red. (B) Local field potential (LFP) 
signal power in the mPFC (medial prefrontal cortex), in the theta (5–15 Hz) and gamma (40–80 Hz) bands. Left side, raw data: theta 
and gamma power was expressed as percent change from the baseline (BL), and represented from odor onset (green vertical line) to 
shock arrival which occurs either at 20 s (Group 20 s, in blue) or at 30 s (Group 30 s, in orange). Right side, rescaled curves. The red 
asterisk in the upper left corner of a graph signals a significant time × interval duration interaction. Open circles on each curve signal 
the values that are significantly different from the baseline (p < 0.05). Superposition between the two curves was indexed by eta-square 
(η2) indicated in the bottom right of each graph, the highest values being highlighted in red.
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The present work highlights that respiratory rhythm can be used as a reliable index of interval timing provid-
ing that the level of stress of the animal is not too high. Indeed, we could distinguish two subgroups of animals 
based on their individual temporal pattern of respiratory frequency during the odor-shock interval, and its 
modification following the shift to a new interval duration. Good Timers presented temporal patterns that were 
modulated by the duration of the interval in a way that respected scalar property. In contrast, Bad Timers showed 
changes in respiratory frequency during the interval, but these changes were not modulated by the duration of 
the interval.

At the behavioral level, all the animals except two (out of 30) produced USVs albeit at different rates. This is in 
contrast to what is usually observed in non-implanted animals, where the ratio of vocalizing animals is generally 
around 50% for the same foot-shock  parameters7,24,25. The reason for this high rate of USV vocalizing animals in 
the present study might be related to their housing condition, as animals implanted with electrodes were housed 
individually. It has been shown that single housing increases anxiety and biological markers of stress as compared 
to social  housing26,27 and the amount of USV emission is enhanced when the level of anxiety is  increased25.

Interestingly, Bad Timers showed more USV emissions than Good Timers during the two training sessions. 
Bad Timers were initially selected based on their respiration curves that were not affected by the change in 
interval duration, and it happened that they were also those presenting the highest rates of USV. The question 
then arises as to why rats emitting more USV exhibit poor timing abilities as assessed through respiration. A 
first explanation is that a drawback of choosing respiration rate as an index of timing is that any factor (other 
than timed anticipation) affecting respiration will indirectly affect its temporal pattern. USV emission strongly 
decreases respiratory frequency and constraints it’s range of  variations24,28,29 thus possibly blurring the temporal 
pattern of the respiration curve. A second explanation might be related to the fact that the higher amounts of 
USV in Bad Timers are a marker of higher levels of anxiety. Indeed, It is well known from the existing literature 
on 22 kHz USV in rats, that there is a great inter-individual variability concerning the emission of USV in an 
aversive context, with some animals producing no USV at all, while other animals vocalize almost continuously 
during the entire recording  session25. Importantly, such inter-individual variability has been related to differ-
ences in anxiety levels. Indeed, more anxious rats (as assessed through the elevated plus maze) were shown to 
be more likely to vocalize than less anxious  animals30. Thus Bad Timers in our study, might be more anxious 
animals. A few studies have assessed the impact of fear on temporal behavior in animals. Among them, studies 
using a peak interval  procedure31–33 or a temporal bisection  task34,35 showed that the presentation of foot-shocks 
or of a cue with a negative valence through its association with foot-shock, produces a drastic disruption of the 
temporal behavior. Higher levels of stress in our Bad Timers subgroup might have induced the same effect on 
their timing performances.

It might be argued that the absence of interval-related temporal patterns in respiratory frequency in Bad 
Timers rats does not mean that these animals were not capable to time intervals, but rather that this ability 
could not be assessed through respiratory rhythm. Using another index like, for example, heart rate, might 
have allowed detecting interval timing in these  rats36. However, as neural activity power in Bad Timers, akin to 
their respiration rate, was not modulated by interval duration, we feel confident that our classification based on 
respiratory patterns does indeed reflect the animal’s timing ability. Nevertheless, it remains possible that other 
neural correlates of interval timing might have existed even in animals expressing no temporal behavioral pat-
tern, as described by Tallot et al.37.

Some authors have proposed that temporal relations between stimuli are automatically encoded and are the 
foundation of associative  learning8. Based on this assumption, it might be expected that animals with poor tim-
ing abilities should present lower learning performances than animals with good timing abilities. In the present 
study Bad Timers and Good Timers showed similar levels of learned odor fear during the 48 h retention test. 
However, analyzing more in depth the fear memory strength, by investigating for example if the memory is more 

Table 1.  Summary of the data obtained for theta and gamma activity power in Good Timers animals in the 
two experimental paradigms (Successive training and parallel training) and in the four recording sites, for the 
criteria relevant to interval timing, ie significant Interval × Time interaction and respect of scalar property. 
mPFC medial prefrontal cortex, BLA basolateral amygdala, PIR olfactory piriform cortex, DMS dorso-medial 
striatum.

Theta Gamma

Interval × Time Scalar property Interval × Time Scalar property

Successive training

mPFC × × ×

BLA ×

PIR ×

DMS × ×

Parallel training

mPFC × × × ×

BLA × ×

PIR

DMS × × × ×
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resistant to extinction or persists longer in Good Timers than in Bad Timers, might reveal learning deficits in 
Bad Timers that were not detected here.

Importantly, the subdivision of the animals in Good Timers and Bad Timers subgroups based on their 
respiration temporal patterns, also revealed differences between the two subgroups in the temporal patterns of 
LFP signal power within the theta band, a result which would potentially not have been detected if data from 
all animals had been pooled. Specifically, in the Good Timers subgroup, the temporal patterns of theta activity 
power were modulated by the duration of the odor-shock interval in the four recording sites, and respected 
scalar property in mPFC and DMS. In contrast, in the Bad Timers subgroup, theta activity power did not change 
compared to baseline during the odor-shock interval. Concerning activity in the gamma band, although signal 
power increased in Good Timers and Bad Timers during the interval, only temporal patterns in the mPFC in 
the Good Timers subgroup were modulated by the duration of the odor-shock interval, but without following 
scalar property. These data suggest that the learning of interval duration in our paradigm might be supported 
preferentially by theta oscillatory activity in a network including mainly the mPFC and DMS. Indeed, a dominant 
model in the field of interval timing is the Striatal Beat Frequency  model11,38 in which the frontostriatal pathway 
plays a central role. This model posits that at the start of a significant event, like the arrival of a stimulus signal-
ing the onset of an interval to time, cortical oscillators are synchronized. These cortical neurons project onto the 
medium spiny neurons of the striatum that detects their coincident activations and compares them to previously 
stored patterns. In the present study, theta oscillations might facilitate the synchronization of cortical neurons in 
mPFC at key moments of the interval to time and enhance the transfer of information along the frontostriatal 
pathway through increased coherence between mPFC and DMS activities, as recently observed by Tallot et al.37.

Our observations are also partly in line with the data reported by Dallérac et al.16. In that study, interval tim-
ing ability was assessed using a conditioned suppression paradigm, in which a learned aversive cue suppresses 
ongoing operant behavior consisting in lever pressing for food. Aversive conditioning consisted of a tone paired 
with a mild electric footshock delivered 30 s after tone onset. After several weeks of training, rats showed a bell-
shaped curve of lever-pressing suppression, the maximum conditioned suppression being at a time close to the 
shock arrival. Furthermore, shifting the tone-shock interval from 30 to 10 s yielded a rapid shift in the peak of 
suppression. The authors examined oscillatory activity power in DMS and BLA and reported that the power of 
both theta and gamma oscillations increased during the tone with a maximum that shifted as a result of a change 
in tone-shock interval duration. Moreover, a significant increase in coherence between these structures was 
found in the low theta band. This led the authors to propose that learning of the association per se is modulated 
by the amygdalo-striatal projection through gamma oscillations while the timing component of the association 
would be driven by theta oscillations.

In the present study, most of the animals were trained successively to the two interval durations. Such a 
paradigm allows comparing changes within animals, thus discounting between animals’ differences, particularly 
concerning LFP signal power that can be very different between animals due to differences in recording electrode 
tip position. However, the data obtained during the Shift session might have been partly confounded by the 
Conditioning session. Indeed, during the Shift session, the animals not only had to learn the new duration but 
also to forget the previous one. We therefore also compared animals in parallel groups, using a single training 
session with either 20 s or 30 s odor-shock interval duration. The data were similar to those obtained with suc-
cessive training for respiration temporal patterns, allowing us to assume that these patterns are mostly linked to 
interval timing per se and not to training levels. Concerning oscillatory activity data, although both parallel and 
successive training led to temporal patterns modulated by interval duration, these patterns were slightly different 
between the two conditions particularly concerning gamma activity (see a summary of the data on Table 1, lower 
part). More specifically, in animals trained in parallel sessions, temporal patterns of gamma activity power follow 
scalar property in mPFC and DMS while they do not in animals trained in successive sessions. This suggests that 
gamma activity in these structures keeps a trace of the previously learned interval duration, which could have 
blurred the 30 s temporal pattern in our successive paradigm, thus preventing the scalar property to be observed.

In a recent study, Tallot et al.37 using a discriminative fear conditioning paradigm where animals had to dis-
criminate between a CS+ (associated with a footshock) and a CS− (never associated with a footshock), showed 
that early in training, dynamics of neuronal oscillations in an amygdalo–prefronto–striatal network are modified 
during the CS+ in a manner related to the CS− US time interval. Interestingly these changes occurred while the 
behavioral response assessed via freezing was similar for CS+ and CS−, indicating high level of fear generaliza-
tion, thus precluding any causal relationship between time-related modulations in LFPs, and freezing behavior. 
In the present study, the monitoring of respiration in addition to freezing allowed us to correlate changes in 
respiratory rate with changes in oscillatory activity power. We found that the temporal patterns of respiratory 
frequency and theta activity power present striking similarities. Indeed, the time of the respiratory frequency 
peak (which occurs around 4 Hz) was positively correlated with that of the theta activity power peak. In addi-
tion, when the duration of the interval was changed, there was a positive correlation between the shift in the 
respiratory frequency peak time and that of the theta activity power in mPFC. This suggests a potential role for 
respiratory rhythm in the emergence of theta temporal patterns in the mPFC.

Indeed, several recent studies in the literature have shown that the respiratory rhythm in addition to its 
impact on olfactory regions (for a review, see Ref.39), also entrains oscillations in widespread brain regions 
including those involved in the fear network like the mPFC and amygdala (for a review, see Refs.40,41). This sug-
gests that the breathing rhythm, akin to slow oscillatory rhythms, could help coordinate neural activity across 
distant brain  regions40,42, and potentially modulate cognitive processes. In the present study, it was not possible 
to analyze the temporal pattern of activity in the 3–5 Hz delta band due to edge effects surrounding the shock 
artefact. However, others have found that a 4 Hz oscillation develops in the mPFC during freezing behavior and 
that this oscillation was driven by  respiration43–45. In line with these studies, we recently showed that respiratory 
frequency and delta activity frequency were highly correlated during  freezing29. It could be hypothesized that 
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the respiration-triggered 4 Hz oscillation, when it occurs, is particularly well suited to modulate the amplitude 
of theta and higher frequency oscillations. Importantly we previously reported that the emission of USV, that 
drastically lowers the respiratory rate down to 0.5–1.5 Hz, disrupted the correlation between respiration and 
delta rhythm and was associated with a decrease in theta activity  power29. This could explain why in Bad Timers 
animals, which present higher USV rates, theta activity power did not increase during the odor-shock interval.

In conclusion, the present work describes for the first time to our knowledge, some of the brain neural 
dynamics associated with behavioral expression of interval timing at early stages of Pavlovian aversive condi-
tioning. Our study highlights the potential preferential role of theta rhythm in the learning of interval durations, 
particularly in mPFC and DMS. In addition, our data suggest the novel idea that the respiratory rhythm might 
take an active part in the setting of timing-related theta activity dynamics, at least in the mPFC. Whether this 
role is restricted to the use of an olfactory conditioned stimulus that is sampled through active sniffing or can 
be observed for another sensory modality, will deserve further investigation. Finally, we were able to show that 
temporal patterns of theta activity develop concomitantly to temporal patterns of respiration, in a single training 
session, thus bringing support to the proposal that learning the association between two stimuli co-occurs with 
the learning of their temporal relationships.

Methods
Animals. Data were obtained from thirty male Long Evans rats (250–270 g at their arrival, Janvier Labs, 
France). They were housed individually at 23 °C and maintained under a 12 h light–dark cycle (lights on from 
8:00  a.m. to 8:00  p.m.). Food and water were available ad  libitum. All the procedures have been performed 
in accordance with the European Union guidelines and regulations (Directive 2010/63/EU of the European 
Parliament and of the Council of the European Union regarding the protection of animals used for scientific 
purposes), they have been approved by the French Ethical Committee N° 055 and the project is referenced by 
the French Ministry of Research as APAFIS #10606-2017071309472369v2. Some of the behavioral and electro-
physiological data collected on these animals have been used for another  paper29.

Surgery. Animals were anesthetized with Equithesin, a mixture of chloral hydrate (127  mg/kg, i.p.) and 
sodium pentobarbital (30 mg/kg, i.p.), and placed in a stereotaxic frame (Narishige, Japan) in a flat skull posi-
tion. The level of anesthesia was held constant with regular injections of Equithesin throughout the surgery. 
Monopolar stainless steel recording electrodes (100 µm in diameter) were then stereotaxically implanted in the 
left hemisphere in the four brain areas: mPFC (Prelimbic part, AP: + 3.0 mm; L: + 0.8 mm; DV: − 3.5 mm), DMS 
(AP: + 1.2 mm, L: + 2.2 mm, DV: − 3.5 mm), PIR (AP: − 1.8, L: + 5.5 mm, DV: − 8 mm) and BLA (AP: − 2.8 mm, 
L : + 4.9 mm, DV: − 7.5 mm). Accurate positioning in the PIR was achieved using the characteristic profiles of 
evoked field potential induced in the PIR in response to electrical stimulation of the olfactory  bulb46. For this, 
a bipolar stimulation electrode (made of two 100-μm stainless-steel wires with a tip separation of 500 μm) was 
lowered transiently in the olfactory bulb to facilitate positioning in the PIR and withdrawn thereafter. A screw 
inserted in the skull bone above the right parietal lobe served as a reference and ground electrode. The four 
recording electrodes and the ground electrode were connected to a telemetry transmitter (rodentPACK system, 
emka TECHNOLOGIES, Paris, France) fixed to the rat’s skull surface by dental acrylic cement and anchored 
with a surgical screw placed in the frontal bone. The animals were allowed to recover for two weeks following 
surgery.

Experimental apparatus. The apparatus has been described in detail in a previous  study24. It consisted 
of a whole body customized plethysmograph (diameter 20 cm, height 30 cm, emka TECHNOLOGIES, France) 
placed in a sound-attenuating cage (L 60 cm, W 60 cm, H 70 cm, 56 dB background noise). The plethysmo-
graph was used to measure respiratory parameters in behaving animals. The bottom of the animal chamber was 
equipped with a shock floor connected to a programmable Coulbourn shocker (Bilaney Consultants GmbH, 
Düsseldorf, Germany). Three Tygon tubing connected to a programmable custom olfactometer were inserted 
in the tower on the top of the plethysmograph to deliver air and odorants. Deodorized air flowed constantly 
through the cage (2 L/min). When programmed, an odor (McCormick Pure Peppermint; 2 L/min; 1:10 pep-
permint vapor to air) was introduced smoothly in the air stream through the switching of a solenoid valve (Fluid 
Automation Systems, CH-1290 Versoix, Switzerland), thus minimizing its effect on change in pressure. A ven-
tilation pump connected to a port at the bottom of the animal chamber allowed drawing air out of the plethys-
mograph (at a rate of up to 2 L/min), thus maintaining a constant airflow that did not interact with the animal’s 
breathing pattern. The experimental setup also allowed recording two additional behavioral responses from the 
animals: freezing behavior was monitored via two video cameras fixed on the walls of the sound-attenuating cage 
and ultrasonic vocalizations (USV) were recorded via a condenser ultrasound microphone (Avisoft Bioacoustics 
CM16/CMPA, Berlin, Germany) inserted in a tower adapted to the ceiling of the plethysmograph.

Fear conditioning paradigm (Fig. 1A). After the recovery period, the animals were handled individu-
ally and placed in the experimental apparatus for 30 min per day during 3–4 days before the beginning of the 
experiments in order to familiarize them with being manipulated and connected to the telemetry transmitter.

For the Conditioning session, the telemetry transmitter was plugged onto the animal’s head and the rat was 
allowed free exploration during the first 4 min, then an odor was introduced into the plethysmograph cage for 
20 s (Group 20 s, n = 21), the last second of which overlapped with the delivery of a 0.4 mA foot-shock (1 s). The 
animal received ten odor-shock trials, with an intertrial interval of 4 min. After the last pairing, the transmitter 
was unplugged, and the animal returned to its home cage. In a small group of animals, the odor-shock interval 
was set at 30 s (Group 30 s, n = 9), while everything else was kept the same as for Group 20 s.
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The conditioned fear memory was assessed in group 20 s animals during a Retention test carried out 48 h 
after conditioning. For the Retention test, the rat was placed in the experimental cage (equipped with new visual 
cues and with a plastic floor to avoid contextual fear expression) and allowed a 4-min odor-free period. The CS 
odor was then presented five times for 20 s with a 4-min intertrial interval. Two weeks later, these animals were 
submitted to a Shift session during which the initial 20 s-odor-shock interval was shifted to 30 s. The animal was 
connected to the telemetry recording system and received ten 30 s-odor-shock trials. After the last pairing the 
transmitter was unplugged, and the animal returned to its home cage.

Data acquisition and preprocessing. The respiratory signal collected from the plethysmograph 
was amplified and sent to an acquisition card (MC-1608FS, Measurement Computing, USA; Sampling 
rate = 1000 Hz) for storage and offline analysis. The detection of the respiratory cycles was achieved using an 
algorithm described in a previous  study47. This algorithm performs two main operations: signal smoothing for 
noise reduction, and detection of zero-crossing points to define accurately the inspiration and expiration phase 
starting points. Momentary respiratory frequency was determined as the inverse of the respiratory cycle (inspi-
ration plus expiration) duration.

The video signals collected through the two cameras were transmitted to a video acquisition card and a home-
made acquisition software. Offline, freezing behavior defined as the absence of any visible movement except that 
due to  breathing48, was automatically detected using a Labview homemade software and further verified by an 
experimenter (for a detailed description, see Dupin et al.29).

For USV recording, the ultrasound microphone was connected to a recording interface (UltraSoundGate 116 
Hb, Avisoft Bioacoustics, Berlin, Germany) with the following settings: sampling rate = 214,285 Hz; format = 16 
bit (Wohr et al.25). Recordings were transferred to Avisoft-SASLab Pro (version 4.2, Avisoft Bioacoustics, Berlin, 
Germany) and a Fast Fourier Transform (FFT) was conducted. Spectrograms were generated with an FFT-length 
of 512 points and a time window overlap of 87.5% (100% Frame, FlatTop window). These parameters produced a 
spectrogram at a frequency resolution of 419 Hz and a time resolution of 0.29 ms. The acoustic signal detection 
was provided by an automatic whistle tracking algorithm with a threshold of − 20 dB, a minimum duration of 
0.01 s and a hold time of 0.02 s. However, the accuracy of detection was verified trial by trial by an experienced 
user. The main parameters used in the present study were extracted using Avisoft-SASLab Pro and concerned 
the duration as well as the start and end time of USV calls. No band pass filter has been applied during USV 
recording.

Local field potentials (LFP) were collected by telemetry via a four-channel wireless miniature transmitter 
(< 5.2 g, rodentPACK system, emka TECHNOLOGIES). LFP signals were amplified (1000×), filtered (between 
0.1 and 100 Hz), digitized (sampling frequency: 1000 Hz) and stored on a computer for offline analysis. The LFP 
signals were first individually inspected in order to eliminate artifacts due to signal saturation or transient signal 
loss. The selection was made for each recording site separately and proceeded as follows: when the duration of an 
artifact exceeded 5 s over the recording period analyzed, the trial was excluded. When the number of excluded 
trials exceeded 5 (out of the 10 trials) then the recording site was excluded for this animal. After the elimination 
of artifacted signals, the number of animals per recording site were the following: BLA, n = 17; CPF, n = 20; PIR, 
n = 20; DMS, n = 19 for Group 20 s; BLA, n = 6; CPF, n = 8; PIR, n = 8; DMS, n = 9 for Group 30 s.

Data analysis (Fig. 1B). The different data (respiration, USV, behavior, LFP signals) were synchronized 
offline via a TTL synchronization signal generated at the beginning of each training session. Once synchronized, 
the data were analyzed using custom-written scripts in Python.

The temporal course of respiratory frequency and LFP signal power during the 20 s (or 30 s) odor-shock 
interval was assessed during the Conditioning and Shift sessions as follows. For each animal, the instant respira-
tory frequency was averaged second by second for each trial of the training session. The power spectral density 
(PSD) of the LFP signals was calculated using the continuous Morlet wavelet  transform49. The Morlet wavelet 
estimated the amplitude of the signal at each time and frequency bin. Two frequency bands were chosen for the 
subsequent analyses: theta (5–15 Hz) and gamma (40–80 Hz), and the mean power in each band was calculated 
second by second. The resulting values were normalized to baseline defined as the average power over the 20 s 
preceding odor onset. The resulting curves of each trial (for respiratory frequency or LFP PSD) were averaged 
across the trials 2–9 of the session (Trial 1 was not included because the animal had not yet been exposed to the 
Odor-shock association) for a given animal and then averaged among animals of the same experimental group.

During the Conditioning and Shift sessions, the amount of Freezing and USV emission during the Odor-
Shock intervals was quantified. Freezing rate was expressed as a percentage of the sampled period total duration, 
averaged across the 9 trials for a given animal and then averaged among animals of the same experimental group. 
In addition, for each animal, the number of USV emitted during the Odor-Shock intervals throughout the whole 
session was measured and averaged among animals of the same experimental group.

During the Retention test, the fear memory strength was assessed by measuring the duration of the animal’s 
freezing response before introduction of the first odor, and during each odor presentation. The obtained values 
were then expressed as a percentage of the sampled period total duration, averaged across the trials for a given 
animal, and averaged among animals of the same experimental group.

Statistical analysis. All analyses were performed with Systat 13.0 software. For each test, the significance 
level was set at p ≤ 0.05.

In Group 20 s during training, the per-second temporal curves of respiratory frequency and LFP signal 
power observed during the Odor-shock interval for the two interval durations were compared using a two-way 
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ANOVA with Interval duration (20 s or 30 s) and Time (1–18 s) as repeated measures factors. Post-hoc pairwise 
comparisons were then carried out when allowed by the ANOVA results.

In Group 20 s during Conditioning and Shift sessions, the mean global freezing rate and USV number meas-
ured during the Odor-shock interval for the two interval durations were compared using a two-way ANOVA with 
Subgroup (Good Timers or Bad Timers, see “Results”, first paragraph, for Subgroup definition) as an independent 
factor and Interval duration (20 s or 30 s) as a repeated measures factor. Post hoc pairwise comparisons were 
then carried out when allowed by the ANOVA results.

In Group 20 s during the Retention test, the learned fear response to the odor was analyzed using a two-way 
ANOVA with Group (Good Timers or Bad Timers) as an independent factor and Period (Pre-odor vs Odor) as 
a repeated measures factor. Posthoc pairwise comparisons were then carried out when allowed by the ANOVA 
results.

The per-second temporal curves of respiratory frequency and LFP signal power observed during the first 
training session in Group 20 s and Group 30 s were compared using a two-way ANOVA with Interval duration 
(20 s or 30 s) as an independent factor and Time (1–18 s) as a repeated measures factor. Posthoc pairwise com-
parisons were then carried out when allowed by the ANOVA results.

Histology. At the end of the experiment, the animals were injected intraperitoneally with a lethal dose of 
pentobarbital, their brains were removed, postfixed, cryoprotected in sucrose (20%). The brains were then sec-
tioned (40 µm coronal slices) for verification of electrodes tips by light microscopy. Areas targeted by the elec-
trodes in the four implanted brain regions have been reported on schematic brain atlas coronal sections (Sup-
plementary Fig. S6).
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