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A control approach to scheduling flexibly configurable jobs with dynamic structural-logical constraints

Abstract
This study theorizes how the optimal control paradigm can be applied to modeling and algorithmic solutions in manufacturing systems with dynamically changing hybrid structural-logical-terminal constraints. Our study conceptualizes and operationalizes a unique class of problems with both flexible machines and flexible jobs that can be frequently encountered in manufacturing systems with individualized products when process and schedule are created simultaneously. We offer a model to schedule jobs in manufacturing systems when the structural-logical terminal constraints are changing dynamically, and an algorithm to obtain a tractable solution analytically within the proven axiomatic of the optimal program control and mathematical optimization. We develop a dynamic decomposition methodology for modeling and control of schedules in highly flexible production systems combining the advantages of continuous and discrete optimization. The findings suggest that our approach can be of value for approaching problems with a simultaneous process design (i.e., task composition) and operation sequencing (i.e., service composition). Utilizing the outcomes of this research could also support the consideration of dynamics in the operations control. The operations execution can be accurately modeled in continuous time as state variables the updates of which allow for data-driven control of machine availability and capacity disturbances. Besides, the method developed theorizes further generalized insights into decomposition methods for scheduling and is supported by an analytical analysis and an algorithmic realization.
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1. Introduction

Modelling and control in manufacturing have been frequently considered in light of flexible or reconfigurable systems, where multiple flexible machines are divided into modules to perform different tasks (Li and Meerkov 2009, Dolgui and Proth 2010). The machine flexibility allows for dynamically changing process technologies (i.e., flexibly arising jobs through customer-specific sequencing of operations) to achieve the product individualization and variety (Balakrishnan and Geunes 2003, Koren et al. 2016). However, the issues of scheduling of flexibly arising jobs have not been explicitly treated in the domain of reconfigurable systems. In scheduling, most of the problems presume a fixed processing technology for product manufacturing (Pinedo 2018). At the same time, the recent literature provides a number of insights on the scheduling with flexible jobs, especially in relation to digital manufacturing (Ivanov et al. 2016, Ahn et al. 2018, Liu et al. 2018).

Our study aims at integrating the two above-mentioned domains – flexible machines and flexible jobs – within a unified methodological framework. The recent literature (Dolgui et al. 2019) points to a special class of modeling and control problems with hybrid structural-logical-terminal constraints which are frequently encountered in customized manufacturing systems with individualized products when the process design and job sequencing are performed simultaneously (Battaia et al. 2018, Kusiak et al. 2018). The structural constraints usually relate to the process design while logical (i.e., precedence) constraints are concerned with job sequencing, and the terminal constraints are encountered in both process design and scheduling. One difficulty in modelling such problems is that those constraints are changing dynamically in time due to availabilities of machines and individual job structuring by operations.

Examples of such systems stem from new digital manufacturing paradigms such as Industry 4.0 and cloud manufacturing which bring new challenges to the scheduling community. In digital manufacturing, the process planning and job scheduling are integrated due to the usage of services instead of the rigid and fixed allocations of operations and machines (Frazzon et al. 2018, Rossit et al. 2018). These new technologies are enabling a highly flexible production, particularly through the use of cyber-phys-

We build on and contribute to the literature on manufacturing systems with flexible machines and flexible jobs. The studies on reconfigurable manufacturing systems (Youssef and ElMaraghy 2006, Bortolini et al. 2018) and multi-stage, flexible, job-flow shop scheduling problems with flexible machines (Kyparisis and Koulamas 2006, Ivanov et al. 2016a,b, Bozek and Werner 2017) are the closest research streams to this new emerging scheduling area in the era of Industry 4.0. Another relevant research field for our study is the resource-constrained project scheduling with alternative activity chains (Tao and Dong 2017, Blazewicz et al. 2019). While providing the profound results for problems with a combination of either structural-terminal constraints (Kreter et al. 2016), or structural-logical constraints (Tao and Dong 2017), or structural-logical constraints (Battaïa et al. 2017), none of these research fields, however, comprehensively treats the combination of both flexible machines, and flexible jobs, as well as flexible dynamic structural-logical-terminal constraints – a substantive and distinctive contribution made by our study.

Many problems known in those and other relevant domains are already NP-complete as decision problems, and pose challenges to the mathematical programming and optimization communities even for fixed processes (Kyparis and Koulamas 2006, Tahar et al. 2006, Jungwattanakit et al. 2009, Tran and Ng 2011, Vallada et al. 2017). If the process fixation would now be released as posited in Industry 4.0 and cloud manufacturing, those problems would become even harder to formulate and to solve both in decision and in computational spaces. The traditional paradigm of tackling such a problem is to solve a mathematical program in the planning stage, and resolve the problem with updated information in scheduling. However, under the flexible manufacturing setup, the frequency of an information update is typically too fast to respond by solving mathematical programming models. The process flexibility may also render the solution obtained in the planning stage meaningless. As such, modeling and solution methods for the simultaneous structural-functional synthesis of the process design and scheduling in systems with decentralized computational activities and dynamically changing resource availabilities need to be further developed using a different paradigm.
Our study brings the discussion further and explores the domain of scheduling with dynamically changing structural-terminal-logical constraints by framing the decision-making problem and the decomposition technique in terms of optimal control blended with discrete optimization. We believe that the control theory can propose interesting frameworks to design scheduling problems when utilizing its combinations with local search or other traditional combinatorial optimization approaches. This is to say that the control paradigms can be useful to design frameworks in manufacturing scheduling in an integration with discrete optimization scheduling techniques.

There are several argumentations to support the necessity to explore new optimization techniques for scheduling in customized manufacturing systems looking at the interface of control and discrete optimization. First, scheduling in digital manufacturing exhibits a specific characteristic, i.e., a simultaneous synthesis of the processing technology (planning) and scheduling. As such, scheduling is now considered as a combination of process (task) composition and service composition which happen simultaneously, so the process and schedule are created at the same time. The known solutions in discrete optimization based on mathematical decomposition or relaxation have tackled some of these problems (e.g., Kaskavelis and Caramanis, 1998), but others remain challenging. More recent decomposition ideas, such as data-driven or clustering approaches (Chen et al. 2013a,b), are founded on the difficulties in deriving analytical properties. Metaheuristics or heuristics have also been widely used in solving these problems, such as job shop scheduling (Barnes and Chambers 1995; Lobo et. al. 2014), but no solution-quality guarantee can be provided. Second, a peculiarity of scheduling in digital manufacturing is its data-driven nature that, at the same time, becomes favorable for the development of new dynamic approaches to modelling those problems based on decomposition methods (Ivanov et al. 2016a, Rossit et al. 2018, Xu et al. 2019). We are not aware of any published formulation of those problems using mathematical programs which consider the dynamically changing structural-terminal-logical constraints. Even if such a new problem could be formulated as a mathematical program by finding an innovative form to describe the dynamically changing constraints/flexibilities as equations/inequalities, it is difficult to imagine an efficient solution technique as for now. The main peculiarity is that both the manufacturing process structures and the resource/machine availabilities are changing in time.
In summary, our study makes the following contributions to the literature. First and principally, we offer a model to describe the manufacturing scheduling problem with dynamically changing structural-terminological constraints and an algorithm to obtain a tractable solution analytically within the proven axiomatic of the optimal control and mathematical optimization. We build on and contribute to the literature on scheduling in highly flexible and digital manufacturing, decomposition principles in flexible shop scheduling, and scheduling by optimal control. We consider a unique combination of both flexible machines, and flexible jobs, and flexible dynamic structural-terminological constraints. With all that, our study conceptualizes and operationalizes a unique class of manufacturing control problems when the process and schedule are created simultaneously and the hybrid structural-terminological constraints are subject to dynamic changes in time.

The remainder of this paper is as follows. Sect. 2 conducts a survey on the related literature and summarizes the main contributions of this paper. In Sect. 3, the problem under study is introduced, and the optimal control model is presented. Sect. 4 develops the computational procedure for solving the model, and illustrate the algorithm using an example. Finally, Sect. 5 concludes the paper by summarizing the most important results of this study and outlining some issues for future research.

2. State of the Art

The theoretical foundations of our approach build on four theoretical perspectives, namely reconfigurable manufacturing systems, flexible job scheduling, scheduling in digital manufacturing, and resource-constrained project scheduling. While the first and the latter ones can be considered as conceptual enablers of our study, the second and third perspectives have a closer relationship to the technical implementation. As such, and in light of the limited length of the paper, we restrict ourselves to their analysis. A growing body of research has reported advances in dealing with flexible flow shop scheduling. Kyparis and Koulamas (2006) considered a multi-stage, flexible flow shop scheduling problem with uniform parallel machines at each stage and makespan minimization. This study proposed a heuristic algorithm for this strongly NP-hard problem. Tazar et al. (2006) considered a scheduling problem for a set of independent jobs with sequence-dependent setup times and job splitting on a set of identical parallel machines such that the maximum completion time (i.e., the makespan) is minimized. For this NP-hard problem, the study developed a heuristic algorithm using linear programming (LP). Furthering these
insights, Bożek and Werner (2018) developed an optimization method for flexible job shop scheduling with lot streaming and sublot size optimization. The recent literature has included a variety of principles and approaches to the design and scheduling of flexible and reconfigurable assembly systems with a focus on balancing, scheduling, and sequencing (Delorme et al. 2012, Battaïa et al. 2017). In these studies, models and methods have been presented for solving problems related to the optimization of the performance intensity of an assembly system for sets of flexibly intersecting operations. In particular, in scheduling with alternative parallel machines at each stage of the manufacturing process, alternative machines may execute the operations. Some research reported associations between the flexibility in the process plan and an increased complexity in both the machine assignment and sequencing of tasks (Yu et al. 2011, Blazewicz et al. 2015, Chen et al. 2018). An extensive body of the literature has been developed on simultaneously selected process plans and schedules as well as on scheduling with changing availability of resources, predominantly rooted in discrete optimization techniques. One can refer to the frameworks of multi-processor flow shops, hybrid flow tshops with identical machines, unrelated parallel machine problems with machine and job selection, distributed assembly permutation flow shops, multi-objective hybrid flow shop problems, and complex hybrid flexible flowline problems (Jungwattanakit et al. 2009, Tran and Ng 2011, Fanjul and Ruiz 2012, Vallada et al. 2017).

The second perspective directs the attention to the main specifics of scheduling in digital manufacturing. The paper by Ivanov et al. (2016a) was among the first studies conducted on the impact of Industry 4.0 on manufacturing scheduling. It proposed a model and algorithm based on a combination of continuous and discrete optimization that allows for representing schedules in the form of optimal control trajectories which are dynamically driven by data transformed to state and control variables. Frazzon et al. (2018) underlined the role of digitalization to apply data-driven adaptive planning and control. The data integration between the real manufacturing system and the simulation model was implemented through a data-driven framework. Ivanov et al. (2018) considered proactive scheduling and reactive real time control in Industry 4.0 manufacturing systems and developed a concept and model of data-driven schedule optimization. Rossit et al. (2018) developed a concept of smart scheduling, aiming to yield flexible and efficient production schedules that are formed dynamically, in an event-oriented matter. In smart manufacturing, the processes for different customer orders may have individual structures of the stations
such that the flexible stations are able to execute different functions subject to individual sets of operations within the jobs (Ivanov et al. 2016a,b, Nayak et al. 2016, Battaia et al. 2017, Zhong et al. 2017). Such a perspective on the integrated problem of simultaneous, structural-functional synthesis of the Industry 4.0 customized assembly systems and job scheduling appears to be more relevant in a practical decision environment, relative to inherent problems in incorporating changes in the environment and production system itself.

Similar approaches have been developed in the area of cloud manufacturing, the concept of which aims to deliver manufacturing services to consumers on-demand. Liu et al. (2018) pointed out task composition and service composition as two dominants in scheduling in cloud manufacturing. Task composition is a prerequisite for scheduling of tasks in cloud manufacturing. Service composition is a combination of multiple services, atomic or composite, into value-added services to fulfil a task or a set of tasks. Ahn et al. (2018) analyzed the selection of services from the cloud manufacturing platform and combining them to a process by task composition.

The analysis of the concept of services leads to two fundamental specifics of digital manufacturing. The first one is the production system redundancy, and the second one is the computational redundancy. The production system redundancy is driven by industrial Internet-of-Things (IoT) which transforms production processes from rigid links between operations and machines to a variety of flexible allocations. The computational redundancy arises due to the furnishing of the machines and products with computational and data processing devices, allowing performing some computations directly by machines and products and using Cloud and Fog computational technologies. These two redundancies create a principally new entity for manufacturing modelling and control, i.e., a service. The services can realize almost any combination of machines and operations (Ivanov et al. 2016a, Ahn et al. 2018, Liu et al. 2018). None of these studies, though, formally and rigorously modelled the manufacturing systems with mixed structural-terminal-logical constraints and considering the data-driven schedule updates – a distinctive and significant contribution made by our study.

In summary, the studies on scheduling in Industry 4.0, smart manufacturing, and cloud manufacturing differ regarding the methodologies but most of them share a certain set of the following attributes: (a)
simultaneous structural-functional synthesis of the customized assembly system, (b) data-driven scheduling based on the communication of the products and stations with a resulting reduction of the combinatorial complexity, and (c) resemblance to flexible multi-processor flow shop scheduling. For example, in the manufacturing platform MindSphere which is a cloud-based, open IoT operating system, products, plants, systems, and machines are connected to enable the usage of data generated by the IoT with advanced analytics in schedule optimization (Siemens 2018). Usage of autonomous mobile robots (AMR) makes it possible to implement almost any flexibility in the manufacturing processes even with the traditional assembly line stations (Nielsen et al. 2017). However, in previous studies, the selection of the process structure and the respective station functionality for the execution of the operations were considered in isolation. In many cloud manufacturing, such an integration can have a significant impact on the process efficiency (Liu et al. 2018). The problem of a simultaneous structural-functional synthesis of the customized assembly system is still at the beginning of its investigation. Previously isolated insights gained in hybrid shop scheduling and sequencing with alternative parallel machines, resource constrained project scheduling with alternative chains, reconfigurable manufacturing system design and optimal control scheduling models with both terminal and logical constraints can now be integrated into a unified framework of Industry 4.0 and require an extension towards models with hybrid structural-terminal-logical constraints (Dolgui et al. 2019). With that being said, doubts have been raised as to whether efficient solutions can be proposed to the scheduling problems with combined logical-structural constraints using traditional discrete optimization paradigms which directs our attention to continuous optimization and control theory.

While the automatic control community has developed a body of knowledge for scheduling of manufacturing, sensor systems and real-time scheduling of dynamic control systems (Burgess and Passino 1999, Sethi et al. 2000, Aicardi et al. 2008, Park and Yang 2009, Mati and Xie 2011, Vincent and Ponnambalam 2013, Han et al. 2017), the use of a control paradigm for manufacturing scheduling is still restricted despite of a proven resemblance of the manufacturing systems to control systems (Feng and Yan 2000, Ivanov et al. 2018, Dolgui et al. 2019, Sokolov et al. 2018). As a result, it is not yet clear how the control paradigm can be applied to scheduling in highly flexible systems of the digital manufacturing.
Our method combines the advantages of continuous and discrete optimization. Specifically, our study develops an optimal control model and algorithm for the simultaneous structural-functional design of a customized manufacturing process and the sequencing of the operations within the jobs. The developed theoretical framework presents a contribution to flexible scheduling in the emerging field of Industry 4.0-based innovative production systems. We mention that this study extends previous publications of the authors (Ivanov et al. 2016a,b), where only scheduling decisions were considered and the design of the process structure was assumed to be fixed, i.e., the design of a flow shop process was considered. In this paper, the scheduling model considers the structural synthesis and sequencing decisions of the manufacturing process, and therefore it forms a more complicated problem structure, where the scheduling control framework becomes critical in solving large-scale dynamic problems.

A distinctive feature of our approach is that we propose to decompose dynamically the large-scale assignment matrix according to the precedence relations between the operations of the jobs and dynamically consider only the operations that satisfy these precedence relations at a given time point in small-dimensional, discrete optimization models. Discrete optimization algorithms are used for scheduling in these matrices of small dimension at each time point. Continuous optimization algorithms (e.g., the method of successive approximations, or the method of Krylov-Chernousko, see Ivanov et al. 2016 and Dolgui et al. 2019, and the references in these papers) are used to create a schedule from the discrete optimization results generated at each time point by extremizing the Hamiltonian function at each time point subject to some criteria (e.g., tardiness). The present study applies the dynamic decomposition method to fully flexible flow shops with both alternative input and output precedence relations (cf. Fig. 3 later in the paper). Such a combination is unique in the literature, as it mimics the complexity of modern manufacturing reality affording more realistic applications.

The findings suggest that our approach can be of value for problems with a simultaneous process design (i.e., task composition) and operation sequencing (i.e., service composition). Utilizing the outcomes of this research can also help to accurately model the dynamics of the operations execution in continuous time as state variables the updates of which allow for a data-driven control of machine availability and capacity disturbances. The distinctive and significant contribution made by our study is that the con-
structured modelling paradigm (scheduling control framework, combining discrete optimization and optimal control) is explicitly capable of capturing dynamic features in digital manufacturing, which are difficult to model using the traditional mathematical programming paradigm. Such scenarios are challenging to model as a linear relationship in discrete optimization, but are convenient to describe using the continuous control paradigm to address the complexity of the dynamically changing hybrid structural-logical-terminal constraints by decomposition principles. We should point out that the proposed approach does not replace the mathematical modeling approaches. Instead, it supplements the existing approaches in tackling a set of problems with new requirements (i.e., dynamically changing hybrid structural-logical-terminal constraints) emerging in digital manufacturing.

3. Scheduling Control Modelling Methodology

In this section, we present the scheduling control modeling methodology.

3.1 Problem Description

We now introduce the problem to be solved. Specifically, consider a customer job control system which interacts with an assembly system while the latter offers services to solve particular tasks in the job control system ((Fig. 1).

![Diagram](image)

**Fig. 1. Interaction of the customer and the assembly systems**

The customer system generates orders (jobs) each of which has an individual sequence of the technological operations resulting in individual task composition. Each of these sequences requires an individual service composition. The interaction of the customer and the assembly systems results in alternatives
for the design of the manufacturing process. Each station has multiple channels, each of which is dedicated to a set of technological operations. Multiple stations may perform equal operations and alternatives for job scheduling and sequencing exist resulting in dynamic logical constraints which are, in turn subject to actual capacity utilization, machine availability, and time- and cost-related parameters of the services which represent terminal constraints. As such, there are dynamic structural constraints on the process design.

In Fig. 1, a customer order (i.e., a job) is considered which contains the four operations A, B, C, and D. Three flexible workstations are considered. Station I is capable of processing operations A and B, station II is capable of processing operations B, C, and D, and station III is capable of processing all operations A, B, C, and D. The first task is to design the manufacturing process, i.e., to perform a task composition by combining technological operations into a manufacturing process. In other words, the sequencing of operations into a process is performed. The second task is to implement a service composition by assigning the operations to stations at each stage of the technological process.

Such a problem shows a set of special features. For example, the dynamically changing operations sequences in the tasks may impose dynamic and nonlinear requirements in the constraints for the machine and operations control. Machine maintenance requirements and schedules can depend on its assigned tasks and sequence of operations, and thus the machine availability and capacity may change dynamically as a result, sometimes in a nonlinear relationship with time. Such dynamic and nonlinear constraints could be hard to model and capture in the traditional mathematical programming paradigm. In the next section, we propose a scheduling model for the given problem class with hybrid structural-functional-logical constrains which is based on a dynamic interpretation of the operations execution processes.

3.2 Model

Let us introduce the following basic sets and structures (the indices (O), (Π) and (P) describe the relations of the sets to the operations, flows, and resources, respectively).

\( A = \{A_i, i = 1, ..., n\} \) is the set of customer orders (jobs).

\( M = \{M_j, j = 1, ..., m\} \) is the set of resources (e.g., stations or machines; these terms are used as synonyms in the model description) in the manufacturing system.
\[ D^{(i)} = \left\{ D^{(i)}_\kappa, \kappa = 1, \ldots, S_i \right\} \] is the set of operations which can be executed in the system.

\[ P = \left\{ P^{(i)}_\kappa, \kappa = 1, \ldots, S_i \right\} \] is the set of material, energy or information flows in the process.

An intersection of the sets \( M, D, \) and \( P \) is a **service**; i.e., an entity needed to fulfill a process step in the set \( A \). The services are formed dynamically based on the available machines and operations.

Assume that the manufacturing and transportation capacities may be disrupted and

- the station availability is described by a given preset matrix time function \( \varepsilon_{ij}(t) \) of time-spatial constraints: we have \( \varepsilon_{ij}(t) = 1 \), if the station is available and \( \varepsilon_{ij}(t) = 0 \), otherwise;
- the station ability to process operations can be described by the set \( \Theta \) whose element \( \Theta_{ikj} \) is equal to
  
  \[
  \begin{align*}
  &1 \text{ if station } M_j \text{ has the ability to process an operation } D^{(i)}_\kappa, \\
  &0 \text{ otherwise;}
  \end{align*}
  \]
- the capacity dynamics can be described by a continuous function of the perturbation impacts \( \xi_j(t) \):
  \[
  \xi_j(t) = 1 \text{ if } 100\% \text{ available, } \\
  \xi_j(t) = 0 \text{ if the capacity is fully disrupted, and } \\
  \xi_j(t) = [0;1] \text{ in the case of partial unavailability.}
  \]

The formal statement of the scheduling problem is based on a dynamic interpretation of the execution processes of the services. Let us introduce some new notations.

**Parameters**

\[ a^{(o)}_{ik} \] and \( a^{(n)}_{ik} \) are the normative and actual flow times of each operation. The values of these parameters are related to the end conditions to be reached in \( x^{(o)}_{ik} \) and \( x^{(n)}_{ik} \) at \( t = t_f \). While the normative time \( a^{(o)}_{ik} \) is fixed and known in advance, the actual operation execution time \( a^{(n)}_{ik} \) is computed during the optimization procedure by varying the processing intensities at the machines subject to the objective function extremization.

\[ c^{(n)}_{ikj} \] is the maximum processing intensity for the operation \( D^{(i)}_\kappa \) at the \( M_j \); it determines the maximum possible value for the production quantity for the operation \( D^{(i)}_\kappa \) described by the control variable \( u^{(n)}_{ikj} \).

\( \mu_j \) is the manufacturing costs per time unit at \( M_j \).

**Decision variables**

\( x^{(o)}_{ik} \) is a state variable characterizing the normative flow time for operation \( D^{(i)}_\kappa \) at each moment \( t \);
\( x_{ik}^{(\Pi)} \) is a state variable characterizing the actual flow time of the operation \( D_k^{(i)} \) at each moment \( t \); \( x_{ik}^{(\Pi)} \) can be varied (i.e., expedited and slowed down) according to variation of \( c_{ikj}^{(\Pi)} \).

\( x_j^{(P)} \) is a state variable characterizing the run time of the station \( M_j \);

\( u_{ikj}^{(O)}(t), \omega_{ikj}^{(O)}(t) \) are control variables.

The meaning of the auxiliary (marked with index \( B \)) variables

\( v, \omega^{(O)}, u^{(B,1)}, u^{(B,2)}, z, h, g, x^{(B,1)}, x^{(B,2)} \) is explained below and shown in Fig. 2.

Fig. 2. Auxiliary control variable dynamics

\( z \) is an auxiliary variable which characterizes the execution of the \( k \)-operation, \( h \) is the square under the integral curve \( z \), and \( g \) is an auxiliary variable which is equal to the time point \( t \) between the completion time of the \( k \)-operation and \( t_f \). The meaning of the other auxiliary variables will be explained in the context of the constraint system (7)-(20). These auxiliary variables are used to fulfill the non-preemption condition for operations. The modeling procedure for the non-preemption of operations is shown in (Ivanov et al. 2013 and Sokolov et al. 2018).

Let us illustrate the general logical-dynamic mathematical model of the manufacturing process design and control. The problem statement described above implies both the process design and operation sequencing. As such, scheduling problems with hybrid structural-terminal-logical constraints must be analyzed (Dolgui et al. 2019). Consider the simplified example of a system with hybrid structural-terminal-logical constraints in Fig. 3.
In Fig. 3, the operation $D_k^{(i)}$ follows the operations $D_{a/l}^{(i)} D_{a/l}^{(i)} D_{a/l}^{(i)}$ according to the “AND” precedence rule (meaning that all the operations $D_{a/l}^{(i)} D_{a/l}^{(i)} D_{a/l}^{(i)}$ should be completed to start $D_k^{(i)}$; those operations are noted by index $\alpha$) and the operations $D_{b/l}^{(i)} D_{b/l}^{(i)} D_{b/l}^{(i)}$ according to the precedence rule “OR” (meaning that at least one of the operations $D_{b/l}^{(i)} D_{b/l}^{(i)} D_{b/l}^{(i)}$ should be completed to start $D_k^{(i)}$; those operations are noted by index $\beta$). Analogously, the six operations follow the operation $D_k^{(i)}$ according to either “and” or “or” rules. The combination of “AND” and “OR” precedence and follower relations results in dynamic logical constraints which represent the highly flexible set of available technological process designs (task composition) and service compositions.

For the system considered, the optimal control model can be written as Eqs. (1)-(3).

$$\dot{x}_{i\kappa}^{(0)} = \sum_{j=1}^{m} \varepsilon_{icj}(t) \cdot \theta_{icj}(t) \left( u_{i\kappa j}^{(0)}(t) + \omega_{i\kappa j}^{(0)}(t) \right), \forall i, \kappa \tag{1}$$

$$\dot{x}_{i\kappa}^{(n)} = \sum_{j=1}^{m} u_{i\kappa j}^{(n)}(t), \forall i, \kappa \tag{2}$$

$$\dot{x}_{j}^{(p)} = \sum_{i=1}^{n} \sum_{k=1}^{\kappa} u_{i\kappa j}^{(0)}(t), \forall j \tag{3}$$

Eq. (1) describes the dynamics of the operation execution for the job $A_i$. If $x_{i\kappa}^{(0)} = \sum_{j=1}^{m} u_{i\kappa j}^{(0)}(t)$, then at each time point, if $u_{i\kappa j}^{(0)}(t) = 1$ (i.e., the volume of the state variable $x_{i\kappa}^{(0)}$ is increasing), the job pro-
cessing is in progress at the $M_j$. Eq. (1) can be interpreted as a resource project scheduling model describing the network of operations. Eq. (2) describes the actual execution of the operations. Subject to the different possible operation assignments to the stations, $\dot{x}_{ik}^{(n)}$ can be expedited by accelerating the machine or selecting the fastest machine or slowed down. This processing progress is reflected by an increase in $u_{ik}^{(o)}(t)$, e.g., with each additional output unit produced. Eq. (3) describes the dynamics of the station utilization. In case of $u_{ikj}^{(o)}(t) = 0$, the station does not produce anything at time $t$. Similarly, if $u_{ikj}^{(n)}(t) = 0$, the product is not processed at time $t$.

Eqs. (1)-(3) are interconnected. While the process design (i.e., the technology synthesis) is described by Eq. (1), the sequencing is controlled by Eq. (2) by adjusting the flow time through the selection of processing intensities which allows to extremize the objective function. At the same time, the results of the process design directly affect the machine utilization using Eq. (3). In other words, Eqs. (1)-(3) describe the dynamic structural-functional synthesis of a flexible manufacturing system.

Eqs. (4)-(6) describe the requirements on the non-preemption of the operations and the numerical assessment of the number of completed operations as well as on the determination of the operation completion time, respectively.

$$\dot{z}_{ikj} = u_{ikj}^{(o)} + \omega_{ikj}^{(o)}; \dot{h}_{ikj} = z_{ikj}; \dot{g}_{ikj} = v_{ikj}, \forall i, \kappa, j \tag{4}$$

$$\dot{x}_{ik}^{(b,1)} = u_{ik}^{(b,1)}, \forall i, \kappa \tag{5}$$

$$\dot{x}_{ik}^{(b,2)} = u_{ik}^{(b,2)}, \forall i, \kappa \tag{6}$$

The constraint system can be described as shown in Eqs. (7)-(20).

$$\sum_{j=1}^{m} u_{ikj}^{(n)}(t) \leq 1, \forall i, \kappa; \sum_{i=1}^{n} \sum_{k=1}^{s_i} u_{ikj}^{(o)}(t) \leq 1, \forall j \tag{7}$$

$$\sum_{j=1}^{m} u_{i\alpha j}^{(o)} \cdot \sum_{\kappa \in \Gamma_{i\alpha}^{p}} x_{ik}^{(o)} = 0, \forall i, \tilde{\alpha} \tag{8}$$

$$\sum_{j=1}^{m} u_{i\beta j}^{(o)} \cdot \prod_{\kappa \in \Gamma_{i\beta}^{p}} x_{ik}^{(o)} = 0, \forall i, \tilde{\beta} \tag{9}$$
\[
\sum_{j=1}^{m} u_{i\alpha j}^{(0)} \cdot \sum_{\kappa \in T_{i\alpha}} (a_{\alpha \kappa}^{(m)} - x_{\alpha \kappa}^{(m)}) = 0, \forall i, \tilde{\alpha} \\
\sum_{j=1}^{m} u_{i\beta j}^{(0)} \cdot \prod_{\kappa \in T_{i\beta}} (a_{\alpha \kappa}^{(m)} - x_{\alpha \kappa}^{(m)}) = 0, \forall i, \beta
\]

\[
\sum_{j=1}^{m} \omega_{ikj}^{(0)} \cdot (a_{ik}^{(m)} - x_{ik}^{(m)}) = 0, \forall i, k
\]

\[
\omega_{ikj}^{(0)} \cdot g_{ikj} = 0, \forall i, k, j
\]

\[
\nu_{ikj} \left[ a_{ik}^{(0)} - \sum_{j=1}^{m} z_{ikj} \right] = 0, \forall i, k, j
\]

\[
\sum_{i=1}^{n} \sum_{k=1}^{n} u_{ikj}^{(m)}(t) \leq \tilde{R}_{j}^{(f)} \cdot \zeta^{(f)}(t), \forall i, k, j
\]

\[
u_{ikj}^{(\beta, 1)} \cdot x_{ik}^{(\beta, 1)} = 0, \forall i, k
\]

\[
u_{ikj}^{(\beta, 2)} \left[ a_{ik}^{(m)} - x_{ik}^{(m)} \right] = 0, \forall i, k
\]

\[
0 \leq \xi_{j}(t) \leq 1, \forall j
\]

\[
0 \leq u_{ikj}^{(m)} \leq c_{ikj}^{(m)} \cdot u_{ikj}^{(0)}(t) \bar{\xi}_{j}(t), \forall i, k, j
\]

\[
(\text{20})
\]

The structural constraints (7) determine the number of operations that can be simultaneously processed at a station. By default, this number is 1. The logical constraints are represented by Eqs. (8)-(12). Eqs. (8) and (9) define precedence relations for operation $D_{k}^{(i)}$ with regard to the predecessor operations $D_{\alpha}^{(i)}$, $D_{\beta}^{(i)}$. Constraints (10) and (11) define precedence relations for operation $D_{k}^{(i)}$ with regard to the subsequent operations $D_{\alpha}^{(f)}$, $D_{\beta}^{(f)}$. Constraint (12) defines the logic for the auxiliary control variable $\omega_{ikj}^{(0)} \in \{0,1\}$ which equals 1 if $x_{ik}^{(m)}(t) = a_{ik}^{(m)}$ at time point $t$ and $x_{ik}^{(0)} \neq a_{ik}^{(0)}$. In other words, the flow processing is completed. To compensate this, an auxiliary control $\omega_{ikj}^{(0)}$ is introduced in Eq. (12). Constraints (13) and (14) are used to avoid overproduction regarding the operation $D_{k}^{(i)}$, i.e., $x_{ik}^{(0)}(t_{f}) = a_{ik}^{(0)}$, which means that $x_{ik}^{(0)}(t_{f})$ cannot exceed $a_{ik}^{(0)}$. The terminal constraints (15) determine the maximum capacity
\( \tilde{R}^{(i)} \) of the station \( M_j \). Eq. (15) is used jointly with constraints (13) and (14) to avoid interruptions of an operation execution (Ivanov et al. 2013). With the help of constraints (16) and (17), the jobs can be counted at \( t = t_f \) for which all the required operations \( D^{(i)}_k \) are completed. In order to assess the schedule robustness (e.g., using attainable sets), we introduce a constraint on perturbation (18). Eq. (19) is a terminal capacity constraint on the operation processing subject to the maximum processing intensity \( c^{(m)}_{ikj} \) at the stations. Since \( c^{(m)}_{ikj} \) is different at various stations, the flow time of an operation is also variable depending on the station selection. With the help of Eq. (19), the state variables \( x^{(0)}_{ik} \) and \( x^{(m)}_{ik} \) are connected. If \( u^{(0)}_{ikj}(t) = 1 \), then we have a run of job \( D^{(i)}_k \) using \( M_j \), and \( u^{(0)}_{ikj}(t) = 0 \) otherwise; \( \omega^{(0)}_{ikj}(t) = 1 \) at the moment when \( x^{(m)}_{ik} = a^{(m)}_{ik} \), and \( \omega^{(0)}_{ikj}(t) = 0 \) at the moment when \( x^{(0)}_{ik} = a^{(0)}_{ik} \). Constraints (19) are used jointly with constraints (15). The latter determines the speed of the operations execution at the station while (19) determines the upper capacity limits at each station for all the operations executed at this station. Eq. (20) is a binary constraint.

Eqs. (8)-(12) can be considered as active dynamic constraints meaning that the number of operations in those constraints is changing dynamically in time in relation to Eqs. (1)-(3). The expressions in Eqs. (8)-(12) are to equal zero if, and only if control variables are equal to 1 which means that all the predecessor operations have been executed. This leads by tendency to the constraint system of a small dimensionality at each point of time that can be resolved using discrete optimization techniques for integer and linear programming. Along with the operations, flow and station dynamics in process control models (1)-(3), the dynamic changes in constraints (8)-(12) determine the dimensionality of the scheduling problem in a discrete optimization model at each point of time that consists of the constraints (17)-(20) subject to the criteria (23)-(24) and (26)-(28). Note that constraints (17)-(20) correspond to a canonical form of mathematical programming scheduling models.

The boundary conditions can be written as shown in Eqs. (21) and (22).

\[
\begin{align*}
\text{t} &= t_0: x^{(O)}_{ik}(t_0) = x^{(m)}_{ik}(t_0) = x^{(P)}_j(t_0) = z_{ikj}(t_0) = u_{ikj}(t_0) = g_{ikj}(t_0) = 0 \\
& \quad \quad x^{(b,1)}_{ik}(t_0) = 0; \quad x^{(b,2)}_{ik}(t_0) = 0; \quad t = t_f: x^{(O)}_{ik}(T_f) = a^{(O)}_{ik}; \quad x^{(f)}_i(t_f) = a^{(f)}_{ik}
\end{align*}
\]

(21)
The control functions are introduced in Eqs. (23)-(28).

\[ J_1 = \frac{1}{2} \sum_{i=1}^{n} \sum_{k=1}^{s_i} \left( a_{ik}^{(0)} - x_{ik}^{(O)} \right)^2 \rightarrow \min \]  

(23)

\[ J_2 = \frac{1}{2} \sum_{i=1}^{n} \sum_{k=1}^{s_i} \left( a_{ik}^{(1)} - x_{ik}^{(1)} \right)^2 \rightarrow \min \]  

(24)

\[ J_3 = \frac{1}{2} \sum_{i=1}^{n} \sum_{k=1}^{s_i} \left( a_{ik}^{(0)} - \sum_{j=1}^{m} z_{ikj} \right)^2 + \sum_{j=1}^{m} \left( z_{ikj} g_{ikj} + \frac{(a_{ik})^2}{2} - h_{ikj} \right)^2 z_{ikj}^2 \bigg|_{t=t_f} \rightarrow \min \]  

(25)

\[ J_4 = \sum_{j=1}^{m} \left( x_{j}^{(p)} (t_f) \cdot \mu_j \right)^2 \rightarrow \min \]  

(26)

\[ J_5 = \frac{1}{2} \sum_{k=1}^{s_i} \left( x_{ik}^{(B,1)} (t_f) \right)^2 \rightarrow \min \]  

(27)

\[ J_6 = (J_1^{(min)} - J_1^{(x)}) (J_2^{(min)} - J_2^{(x)}) \rightarrow \min \]  

(28)

Eqs. (23) and (24) are used to estimate the fullness of operation fulfillment subject to the planned volumes \( a_{ik} \). Eq. (25) considers a non-preemptive execution of an operation. Eq. (26) reflects the costs incurred at \( t = t_f \), where \( \mu_j \) is the manufacturing cost per time unit at the \( M_j \). Eq. (27) is used to estimate the fulfillment of operation \( i \) in time. The lower the value of \( J_5 \), the shorter the makespan. Eq. (28) is used to estimate the schedule robustness using attainable sets (Ivanov and Sokolov 2010, Ivanov et al. 2016a,b) which enables a feasibility analysis of a two-point boundary problem.

4. Solution Algorithm

In this section, we present the solution algorithm that solves the model proposed in Section 3. Most centrally, we would like to point out that this study does not intend to enter a computational competition with the other known solution techniques for the studied problem but rather conceptualizes an entirely new viewpoint. This study theorizes how optimal control paradigms can be used to design a framework for modeling and optimal algorithmic solutions for scheduling problems with dynamically changing hybrid structural-logical-terminal constraints; one practical example of such problems is an integrated task and service composition in digital manufacturing scheduling.

The modelling and computational procedures are methodologically unified within the axiomatic of optimal control theory and based on using continuous state variables to determine the start and completion
times of the manufacturing service realization. The discrete control variables are used to compose services by assigning operations to the machines at different steps in the process. The execution of operations is described with the help of continuous state variables. The control variables of the operations are binary and discrete aiming at the assignment of operations to machines to form a service. The flow control variables are continuous and describe the actual volume of executed operations. The flow and operations control are interconnected through the logical-dynamic constraints (10)-(12).

4.1. Computational Principles

The major algorithmic idea proposed in this research is to decompose the assignment matrix dynamically in time, considering polynomially solvable (by tendency) problems of small dimensionality at each time point (see Fig. 4 for an example). In the example illustrated in Fig. 4, six jobs are considered, each of which contains a sequence of operations that can be executed at four alternative workstations. At time point \( t=t_1 \), the operations \( D_{62}, D_{51}, D_{41}, D_{31}, D_{21}, \) and \( D_{12} \) are available for an assignment to machines subject to the precedence relations. Therefore, a small-dimensional assignment problem with six operations and four machines arises at time point \( t=t_1 \) which is solved using standard discrete optimization techniques. As a result, the operations \( D_{62}, D_{51}, D_{31}, \) and \( D_{12} \) are assigned to the machines \( M^{(4)}, M^{(3)}, M^{(2)}, M^{(1)} \), respectively. This is indicated by the control variables \( u_{624}, u_{513}, u_{312}, \) and \( u_{121} \), which are switched to 1. Similarly, at time point \( t=t_2 \), we deal with a small-dimensional assignment problem with six operations and four machines. As a result, the operations \( D_{63}, D_{41}, D_{22}, \) and \( D_{13} \) are assigned to the machines \( M^{(2)}, M^{(4)}, M^{(1)}, M^{(3)} \), respectively.
To summarize and generalize the example in Fig. 4, the small dimensionality at each time point results from the dynamic decomposition described by the constraints on the precedence relations, i.e., at each time point we consider only those operations that can be assigned to machines at that time point, excluding those operations that have already been completed and those that cannot start because the predecessors are not completed yet. By dynamically decomposing the assignment matrix in time, we represent the optimal control problem as a two-point boundary problem, then to treat polynomially solvable problems (by tendency) of small dimensionality at each time point, and finally to integrate the partial solutions through the maximum principle by integrating the main and adjoint equation systems.

It is commonly known that analytical methods for an optimal control have been proven for small-dimensional systems. In the control engineering practice, numerical methods have been applied. Recent surveys of those methods have been presented by Dolgui et al. (2019) and Sokolov et al. (2018). A methodical challenge in applying the maximum principle is to find the coefficients of the adjoint system which change in dynamics. Another methodical challenge of boundary problems is that the initial conditions for the adjoint variables \( \psi(T_0) \) are not given. At the same time, an optimal control should be calculated subject to the end conditions.

According to Dolgui et al. (2019), numerical methods can be classified into state space (i.e., direct methods, e.g., gradient methods), control space (i.e., indirect methods based on control variations such as the method of successive approximations), and trajectory space (e.g., dynamic programming method) methods. The system space method is based on the optimal control problem presentation as a two-point boundary problem using the maximum principle and is rooted in deriving necessary conditions of optimal control. Two systems of differential equations are solved: the main system and the conjugate one. This provides an optimal program control vector \( \mathbf{u}^*(t) \) and the state trajectory \( \mathbf{x}^*(t) \). The vector \( \mathbf{u}^*(t) \) at time \( t=T_0 \) under the conditions \( \mathbf{h}_0(\mathbf{x}(T_0)) \leq \mathbf{0} \) and for the given value of \( \psi(T_0) \) returns the maximum to the Hamiltonian function. The missing initial conditions of the adjoint system are computed based on different algorithms, e.g., considering a constructive heuristic solution.
Considering the constraints (4)-(20), we suggest a combination of system and control space methods while integrating optimal control and mathematical programming. Optimal control is not used for solving the combinatorial problem, but rather for enhancing the existing mathematical programming algorithms regarding non-stationarity, flow control, and continuous material flows. Since the control variables are presented as binary variables, methods of discrete optimization are applied to combinatorial tasks within certain time intervals. The proposed specialized computational method is valid for special control system classes such as linear systems, where methods and algorithms for quadratic linear problems are applied, or when the optimal control problem is presented as discrete optimization.

4.2. Computational Procedure

The following algorithm has been developed and tested to compute an optimal solution. We refer to the study (Ivanov et al. 2016a) for an optimality and complexity analysis of the computational procedure that has been used in this study as an anchor. The computational procedure for the developed model (Eqs. (1)-(3)) is based on the integration of the main and adjoint equation systems subject to the maximization of the Hamiltonian (29)-(35):

\[ H(x(t), u(t), \psi(t)) = H_1 + H_2 + H_3 + H_4 + H_5 + H_6 + H_7, \]

where \( H_1 \) is the Hamiltonian:

\[ H_1 = \sum_i \sum_j \sum_{\mu} [\psi^{(0)}_{i\kappa} \epsilon_{i\kappa j}(t) \theta_{i\kappa j} + \psi^{(P)}_j + q_{i\kappa j}^{(1)}] \cdot u^{(0)}_{i\kappa j} \] (29)

\[ H_2 = \sum_i \sum_{\mu} \sum_j [\psi^{(1)}_{i\kappa} \cdot u^{(1)}_{i\kappa j}] \] (30)

\[ H_3 = \sum_i \sum_{\kappa} \sum_j [\psi^{(2)}_{i\kappa j} + \psi^{(0)}_{i\kappa} \cdot \epsilon_{i\kappa j} \cdot \theta_{i\kappa j}] \cdot \omega^{(0)}_{i\kappa j} \] (31)

\[ H_4 = \sum_i \sum_{\kappa} \sum_j \psi^{(2)}_{i\kappa j} \cdot z_{i\kappa j} \] (32)

\[ H_5 = \sum_i \sum_{\kappa} \sum_j \psi^{(3)}_{i\kappa j} \cdot v_{i\kappa j} \] (33)

\[ H_6 = \sum_i \sum_{\kappa} p^{(B,1)}_{i\kappa} \cdot u^{(B,1)}_{i\kappa} \] (34)

\[ H_7 = \sum_i \sum_{\mu} p^{(B,2)}_{i\kappa} \cdot u^{(B,2)}_{i\kappa} \] (35)

where \( \psi(t) \) is the adjoint vector.
The algorithm is formally introduced as follows.

Algorithm 1: DYN-CONTROL

0. Set \( t = 0 \), and initialize all parameters.

1. From the time point \( t = t_0 \) onwards, determine the control \( u^{(r+1)}(t) \) ( \( r = 0, 1, 2, \ldots \) denotes the number of the iteration).

2. For the given initial boundary conditions (21) and \( \psi(t_0) \), compute \( u^*(t) \) at \( t = t_0 \) to maximize (29)-(35).
   
   a) Solve the assignment problem: solve the maximization of the Hamiltonian \( H_1 \) for model (1), (3) with constraints (7), (20).
   
   b) Solve the linear programming problem: solve the maximization of the Hamiltonian \( H_2 \) for model (2) with constraints (15), (18), (19).
   
   c) Operation selection: select operations and constraints which meet the requirements (7), (18), (19), (20).

3. \( u^*(t_0) \) is then put into (1)-(6) and (36)-(52)

4. Main and adjoint systems are integrated.

5. The transversality conditions (54)-(61) are evaluated

6. Update \( t \rightarrow t_1 \).

7. \( u^*(t_1) \) is computed based on Hamiltonian (29)-(35) maximization, where \( t_1 = t_0 + \Delta \) (\( \Delta \) is the chosen integration step), \( x^{(r)}(t_1) \) is generated.

8. If \( t = t_f \), then the record value \( J_G = J_G^{(r)} \) can be calculated.

9. The integration process is continued as long as the end boundary conditions (22) are reached and the convergence for \( J_G \) is realized.

10. The resulted \( u^{(r)}(t) \) is the optimized schedule.

Consider the algorithmic realization in more detail. The continuous optimization part can be described as follows. In order to compute the optimal program control vector \( u^*(t) \) and the corresponding state trajectory \( x^*(t) \), the main (1)-(6) and adjoint (36)-(52) systems need to be solved. In accordance with the maximum principle, the adjoint system can be written corresponding to the main system (1)-(6) \( x = \left[ x^{(0)}_i x^{(1)}_i x^{(2)}_j z^{(0)}_{ikj} h_{ikj} g_{ikj} x^{(B_1)}_i x^{(B_2)}_i \right]^T \) (see Appendix 2). The transversality conditions can be formulated in the way shown in Appendix 3. The analytical form of the computation of the coefficients is presented in Ivanov et al. (2016a).

For the given initial boundary conditions (21) and \( \psi(t_0) \), the \( u^*(t) \) at \( t = t_0 \) is computed to maximize (29)-(35). \( u^*(t_0) \) is then put into (1)-(6) and (36)-(52) and the main and adjoint systems are integrated.
The optimal program control vector at time $t = t_0$ for the given value of $\psi(t)$ returns the maximum to (29)-(35), which can be transformed into a general performance index and expressed in scalar form $J_G$.

Next, $u^*(t_1)$ is computed based on Hamiltonian (29)-(35) maximization, where $t_1 = t_0 + \Delta$ ($\Delta$ is the chosen integration step). As a result of the dynamic model run at each iteration, $x^{(r)}(t)$ is generated. The adjoint system (36)-(53) (see Appendix 2) is integrated subject to $u(t) = \bar{u}(t)$ and over the interval from $t = t_f$ to $t = t_0$. In addition, if $t = t_f$, then the record value $J_G = J_G^{(r)}$ can be calculated. After this, the transversality conditions (54)-(61) are evaluated (see Appendix 3). The dynamic coordination parameters are the adjoint variables which change their values during the iterative process of the solution of the corresponding two-point boundary problem. The integration process is continued as long as the end boundary conditions (22) are reached and the convergence for $J_G$ is reached.

Now let us turn to the discrete optimization part. Since the stations are flexible and can process multiple operations, the assignment problem exists. The maximization of the Hamiltonian $H_1$ (Eq. 29) for model (1), (3) in combination with the constraints (7), (20) solves the assignment problem. The maximum number of operations that can be assigned to a station is determined in Eq. (7). Due to the dynamic decomposition principle state above, the assignment matrix at each time point is smaller.

The maximization of the Hamiltonian $H_2$ (Eq. 30) for model (2) in combination with the constraints (15) (18), (19) solves the linear programming problem. At each time point, only operations and constraints which meet the requirements (7), (18), (19), (20) are considered. By a dynamic switching of constraints (8)-(17), the size of the scheduling problem at each time point is reduced. The Hamiltonians (30) and (31) can be maximized when the constraints (13) and (19) satisfy the corresponding variables $\omega_{i\kappa j}^{(0)}$ and $u_{i\kappa j}^{(m)}$. In this case, only a part of the constraints (8)-(17) is considered for the current assignment problem since, when the control in (8)-(17) is switched to 1, it becomes active in the right-hand part of the equations (1), (2), (3). Therefore, the reduction of the problem dimensionality at each time point in the calculation process is ensured because of the recurrent operation description. At each time point, the Hamiltonian function is extremized. The locally coordinated sub-problems are partial combinatorial assignment problems and linear programming problems which are formed dynamically depending on the precedence relations, the channel availability at the stations, and the operation execution progress.
In the algorithm, the search for an optimal control in each iteration is performed in the class of boundary (e.g., pointwise or relay) functions which correspond to the discrete nature of decision making in scheduling. The formulated model is a linear, non-stationary, finite-dimensional controlled system of differential equations with a convex area of feasible control. This model form satisfies the conditions of the existence theorem in Lee and Markus (1967, Theorem 4, Corollary 2), which allows us to assert the existence of an optimal solution in the appropriate class of feasible controls. The algorithm optimality and sufficiency proofs can be found in the study (Ivanov et al. 2016a).

4.3. Illustrative Example

Consider an example with two jobs, three stations of different performance (slow and cheap, medium, fast and expensive), and three operations of each job. The processing of the operations at the station differs regarding the costs and time which results in a trade-off of manufacturing costs (Eq. 26) and makespan (Eq. 27). In Figs 5 and 6, a real-life example of a digital manufacturing system in the shipyard industry modelled using the developed control approach is depicted as a Gantt chart for two jobs.

Nodes 1 and 5 are the source and sink nodes of the control trajectories. Nodes 7, 8, and 9 correspond to the operation execution at the medium performance station 2 ($M_2$). Nodes 2, 3, and 4 correspond to the operation execution at the slow and cheap station 1 ($M_1$). Nodes 21, 22, and 23 correspond to operation execution at the fast and expensive station 3 ($M_3$).

The algorithmic procedure is launched by an arbitrary feasible schedule $\tilde{u}(t), t \in (T_0, T_f]$ according to the initial conditions (21) (Fig. 5). Fig. 6 displays the optimal control trajectories obtained for the example from Fig. 5 for an optimization against costs and makespan. Two jobs take a different control depending on the preferences in the objective function in terms of costs vs makespan minimization. In the case of makespan minimization (Fig. 6a), we have manufacturing costs (Eq. 26) of $2430 in the optimal schedule which represents an improvement in comparison with the initial schedule generated by a dispatching rule at Step 1 of the algorithm by about 37%. The makespan (Eq. 27) is 46 time units, i.e., it is improved by about 15% as compared to the initial schedule generated. In the case of cost minimization (Fig. 6b), the manufacturing costs (Eq. 26) of $1480 can be observed resulting in an improvement in comparison with the initial schedule by about 62%. The makespan is 67 time units implying a longer...
Time-to-customer is mostly used in the case of cost minimization whereas a mix of different stations can be observed in the schedule computed for the makespan minimization. The cheap and slow station $M_1$ is mostly used in the case of cost minimization whereas a mix of different stations can be observed in the schedule computed for the makespan minimization.
Fig. 5. Initial schedule obtained with a dispatching rule.
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5. Conclusions

The new technologies enable manufacturing with highly customized assembly systems and create a number of new remarkable challenges and opportunities for scheduling. In particular, the manufacturing processes for different customer orders may have individual machine structures such that the flexible stations are able to execute different functions subject to individual sets of operations within the jobs. Therefore, the problem of a simultaneous structural-functional synthesis of the systems with task and service compositions arises that in turn, feeds the challenging scheduling problems with dynamic hybrid structural-logical-terminal constraints. Our investigation accounts for this kind of scheduling problems with mixed structural-terminal-logical constraints when product and process are created at the same time. Examples of such systems have been increasingly encountered in digital manufacturing, e.g., in cloud manufacturing and Industry 4.0.

Our approach allows for revealing several insights which are difficult to receive with the help of other methods. First, the dynamic control model and dynamically changing constraints with the use of an original decomposition principle allow implicitly observing and controlling the variety of the process designs and schedule alternatives. Second, the constructed dynamic decomposition principle allows for dynamic control of constraints which appear and disappear in time from the dimensionality of the discrete optimization problems in the course of computational procedure due to precedence relations. Third, the proposed modelling paradigm makes it possible to consider the real-time information in the control framework as it becomes available with the help of updating the continuous state variables. In summary and in contrast to previous studies which assumed a fixed process design, our approach is capable of designing simultaneously the manufacturing process in regard to the available alternative stations, their current capacity utilization and the processing time, and the sequencing of the jobs. The use of state control variables in our model allows for updates in operations status that in turn, feeds automated information feedbacks and control of schedule execution and disruption detection. The latter can be used
for launching the re-scheduling procedure, comprehensively combining the planning and adaptation decision within a unified methodological framework of dynamic control theory. In addition, a wide range of analysis tools from control theory regarding stability, controllability, adaptability, etc. may be used for the schedule analysis when described in terms of control.

In the future, a robustness analysis of the overall system, i.e., both of the process design and the schedule, can extend the results of this study. In addition, computational examples may help to reveal new insights. A more detailed analysis of the Industry 4.0 technology may illuminate a taxonomy of structural-functional problems in this emerging research field. Finally, Industry 4.0 and digital technologies open new possibilities to the implementation of dynamic scheduling techniques using real-time data about the machine utilization, entering of new jobs and the operation processing status. This makes it possible to extend the algorithmic dynamic decomposition principles of the control scheduling models, e.g., by incorporating an event-oriented decomposition based on such events as “a machine becomes available”, “an operation is completed” or “a new job enters the system”. These extensions can be considered in light of future research topics.
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### Appendix 1 Notations

#### Table A1 Sets, maps, constants

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A = {A_i, i = 1, ..., n}$</td>
<td>Set of customer orders (jobs)</td>
</tr>
<tr>
<td>$D^{(i)} = {D^{(i)}_\kappa, \kappa = 1, ..., S_i}$</td>
<td>Set of operations</td>
</tr>
<tr>
<td>$M = {M_j, j = 1, ..., m}$</td>
<td>Set of stations</td>
</tr>
<tr>
<td>$P = {P^{(i)}_\kappa, \kappa = 1, ..., S_i}$</td>
<td>Set of material, energy or information flows in the manufacturing process.</td>
</tr>
<tr>
<td>$U$</td>
<td>Set of feasible control inputs</td>
</tr>
<tr>
<td>$J$</td>
<td>Set of performance indicators</td>
</tr>
<tr>
<td>$\Pi_{\alpha, \beta, \gamma}$</td>
<td>Map describing the allowable transitions from one multi-structural macro-state to another one</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>Set of dynamic and static alternatives of the manufacturing process</td>
</tr>
<tr>
<td>$X(\xi(t), t)$</td>
<td>Area of the allowable states of the assembly line structural dynamics</td>
</tr>
</tbody>
</table>

#### Table A2 Parameters and functions

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a^{(0)}<em>{i\kappa}, a^{(1)}</em>{i\kappa}$</td>
<td>Planned manufacturing and transportation quantities for each operation.</td>
</tr>
<tr>
<td>$t_0$</td>
<td>Start time of the scheduling horizon</td>
</tr>
<tr>
<td>$t_f$</td>
<td>End time of the scheduling horizon</td>
</tr>
<tr>
<td>$c^{(1)}_{i\kappa j}$</td>
<td>Maximum processing rate for the operation $D^{(i)}_\kappa$ at the $M_j$</td>
</tr>
<tr>
<td>$\mu_j$</td>
<td>Manufacturing costs per time unit at the $M_j$</td>
</tr>
<tr>
<td>$\xi(t)$</td>
<td>Vector of perturbation impacts</td>
</tr>
</tbody>
</table>
\[ \varepsilon(t) \] Preset matrix time function of the time-spatial constraints for the stations

\[ \Theta_{\varepsilon,i}(t) \] Preset matrix time function of the time-spatial constraints for the channels

**Table A3 Indices**

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( i )</td>
<td>Job index</td>
</tr>
<tr>
<td>( n )</td>
<td>Running numbers of a job</td>
</tr>
<tr>
<td>( k )</td>
<td>Operation index</td>
</tr>
<tr>
<td>( s )</td>
<td>Running numbers of an operation</td>
</tr>
<tr>
<td>( j )</td>
<td>Station index</td>
</tr>
<tr>
<td>( m )</td>
<td>Running numbers of a station</td>
</tr>
<tr>
<td>( r )</td>
<td>Number of the iteration of the algorithm</td>
</tr>
<tr>
<td>( \alpha, \beta )</td>
<td>Indices of the precedence relations “and”/“or”</td>
</tr>
<tr>
<td>( (O), (\Pi), (P), )</td>
<td>Indices to describe the relationships of the respective sets to the operations, flows, and machines</td>
</tr>
<tr>
<td>( t )</td>
<td>Current time point</td>
</tr>
</tbody>
</table>

**Table A4 Decision control and state variables**

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u(t) )</td>
<td>Optimal control vector characterizing the production schedule</td>
</tr>
<tr>
<td>( u_{i\kappa j}^{(\Pi)} )</td>
<td>Control variable characterizing the production rate</td>
</tr>
<tr>
<td>( x_{i\kappa}^{(O)} )</td>
<td>State variable characterizing the lead time for operation ( a ) ( D_{k}^{(i)} ) at each moment ( t )</td>
</tr>
<tr>
<td>( x_{ik}^{(i)} )</td>
<td>State variable characterizing the flow time of the operation ( D_k^{(i)} )</td>
</tr>
<tr>
<td>( x_j^{(P)} )</td>
<td>State variable characterizing the run time of the station ( M_j )</td>
</tr>
<tr>
<td>( v, \omega, u^{(B,1)}, u^{(B,2)}, z, h, g, x^{(B,1)}, x^{(B,2)} )</td>
<td>auxiliary variables</td>
</tr>
<tr>
<td>( \sigma_{i\bar{i}}^{(and)}; \sigma_{i\bar{i}}^{(or)}; \sigma_{\bar{i}i}^{(and)}; \sigma_{\bar{i}i}^{(5,2)} )</td>
<td>Coefficients of the adjoint system</td>
</tr>
<tr>
<td>( \sigma_{ij}^{(1,1)} )</td>
<td></td>
</tr>
<tr>
<td>( \psi(t) )</td>
<td>Adjoint variable</td>
</tr>
</tbody>
</table>
Appendix 2 Adjoint system

\[ \psi_{ik}^{(0)} = - \sum_{\alpha \in \Gamma_{ik}} \sigma_{i\alpha}^{(1)} \cdot \sum_{j=1}^{m} u_{i\alpha j}^{(0)} + \sum_{\beta \in \Gamma_{ik}^+} \sigma_{i\beta}^{(2)} \cdot \sum_{j=1}^{m} u_{i\beta j}^{(0)} \prod_{\delta \in \Gamma_{i\delta}^+} \chi_{i\delta}^{(0)} \]  (36)

\[ \psi_{ik}^{(\Pi)} = - \sum_{\alpha \in \Gamma_{ik}} \sigma_{i\alpha}^{(1)} \sum_{j=1}^{m} u_{i\alpha j}^{(0)} + \sum_{\beta \in \Gamma_{ik}^+} \sigma_{i\beta}^{(2)} \sum_{j=1}^{m} u_{i\beta j}^{(0)} \prod_{\mu \in \Gamma_{i\mu}^+} \chi_{i\mu}^{(0)} \]  (37)

\[ -\sigma_{ik}^{(2,1)} \cdot \sum_{j=1}^{m} \omega_{ikj}^{(0)} = \sigma_{ik}^{(5,2)} \cdot u_{ik}^{(B,2)} \]

\[ \psi_{j}^{(p)} = 0 \]  (38)

\[ \phi_{ikj}^{(1)} = -\phi_{ikj}^{(2)} = a_{ikj}^{(4,1)} \cdot v_{ikj} \]  (39)

\[ \phi_{ikj}^{(2)} = 0 \]  (40)

\[ \phi_{ikj}^{(3)} = -\sigma_{ik}^{(2,1)} \cdot \omega_{ikj}^{(0)} \]  (41)

\[ p_{ik}^{(B,1)} = 0; \quad p_{ik}^{(B,2)} = 0 \]  (42)

\[ a_{i\alpha}^{(1,1)} = \frac{\left( \psi_{i\alpha}^{(0)} \cdot \varepsilon_{i\alpha j}(t) \theta_{i\alpha j} + \psi_{j}^{(p)} + \phi_{i\alpha j}^{(1)} \right)}{1 - \sum_{\kappa \in \Gamma_{i\kappa}^+} \chi_{ik}^{(0)}} \]  (43)

\[ a_{i\beta}^{(1,2)} = \frac{\left( \psi_{i\beta}^{(0)} \cdot \varepsilon_{i\beta j}(t) \theta_{i\beta j} + \psi_{j}^{(p)} + \phi_{i\beta j}^{(1)} \right)}{1 - \prod_{\kappa \in \Gamma_{i\beta}^+} \chi_{ik}^{(0)}} \]  (44)

\[ a_{i\alpha}^{(1,3)} = \frac{\left( \psi_{i\alpha}^{(0)} \cdot \varepsilon_{i\alpha j}(t) \theta_{i\alpha j} + \psi_{j}^{(p)} + \phi_{i\alpha j}^{(1)} \right)}{1 + \sum_{\kappa \in \Gamma_{i\alpha}^-} \left( a_{ik}^{(\Pi)} - x_{ik}^{(\Pi)} \right)} \]  (45)

\[ a_{i\beta}^{(1,4)} = \frac{\left( \psi_{i\beta}^{(0)} \cdot \varepsilon_{i\beta j}(t) \theta_{i\beta j} + \psi_{j}^{(p)} + \phi_{i\beta j}^{(1)} \right)}{1 - \prod_{\kappa \in \Gamma_{i\beta}^-} \left( a_{ik}^{(\Pi)} - x_{ik}^{(\Pi)} \right)} \]  (46)

\[ \sigma_{ik}^{(2,1)} = \frac{\psi_{ik}^{(0)} \cdot \varepsilon_{ikj}(t) \theta_{ikj} + \phi_{ikj}^{(1)}}{ \left( a_{ik}^{(\Pi)} - x_{ik}^{(\Pi)} \right) - g_{ikj} + 1 } \]  (47)

\[ \sigma_{ikj}^{(3,1)} = \psi_{ikj}^{(0)} \text{, if } \rho_{ik}^{(3,1)} = 0, \rho_{ik}^{(3,2)} < 0 \]  (48)

\[ \sigma_{ikj}^{(3,2)} = -\psi_{ikj}^{(0)} \text{, if } \rho_{ik}^{(3,1)} < 0, \rho_{ik}^{(3,2)} = 0 \]  (49)
\[ \begin{align*}
\rho_{ik}^{(3,1)} &= u_{ikj}^{(\Pi)} - c_{ikj}^{(\Pi)} u_{ikj}^{(O)} \leq 0 \\
\rho_{ik}^{(3,2)} &= -u_{ikj}^{(\Pi)} \leq 0 \\
\sigma_{ikj}^{(4,1)} &= \frac{\varphi_{ikj}^{(3)}}{1 + \left( \alpha_{ik}^{(O)} - \sum_{j=1}^{m} z_{ikj} \right)} \\
\sigma_{ik}^{(5,1)} &= \frac{p_{B,1}}{1 - x_{ik}^{(B,z)}} \\
\sigma_{ik}^{(5,2)} &= \frac{p_{B,2}}{1 + \left( \alpha_{ik}^{(\Pi)} - x_{ik}^{(\Pi)} \right)}
\end{align*} \]
Appendix 3 Transversality conditions

\[
\psi^{(O)}_{ik}(t_f) = \left( a^{(O)}_{ik} - x^{(O)}_{ik} \right)_{t=t_f} \tag{54}
\]

\[
\psi^{(P)}_{ik}(t_f) = \left( \psi^{(P)}_{ik}(t_f) \right) \tag{55}
\]

\[
\psi^{(T)}_{ik}(t_f) = \left( t_f - x^{(P)}_{ij}(t_f) \right) \tag{56}
\]

\[
\varphi^{(1)}_{ikj}(t_f) = a^{(O)}_{ik} - \sum_{j=1}^{m} z_{ikj} \left|_{t=t_f} - \left( z_{ikj} g_{ikj} + \frac{a^{(O)}_{ik}^2}{2} - h_{ikj} \right) z_{ikj}^2 - \right.
\]

\[
\left. - \left( z_{ikj} g_{ikj} + \frac{a^{(O)}_{ik}^2}{2} - h_{ikj} \right) z_{ikj}^2 \right) \tag{57}
\]

\[
\varphi^{(2)}_{ikj}(t_f) = \left( z_{ikj} g_{ikj} + \frac{a^{(O)}_{ik}^2}{2} - h_{ikj} \right) z_{ikj}^2 \tag{58}
\]

\[
\varphi^{(3)}_{ikj}(t_f) = - \left( z_{ikj} g_{ikj} + \frac{a^{(O)}_{ik}^2}{2} - h_{ikj} \right) z_{ikj}^2 \tag{59}
\]

\[
p^{(B,1)}_{ik}(t_f) = \frac{x^{(B,2)}_{ik}(t_f)}{t_f - x^{(B,1)}_{ik}(t_f)} \tag{60}
\]

\[
p^{(B,2)}_{ik}(t_f) = \frac{1}{t_f - x^{(O)}_{ik}} \tag{61}
\]

where \( \sigma^{(1,1)}_{il}, \sigma^{(1,2)}_{il}, \sigma^{(1,3)}_{il}, \sigma^{(1,4)}_{il}, \sigma^{(2,1)}_{ik}, \sigma^{(2,2)}_{ik}, \sigma^{(3,1)}_{ik}, \sigma^{(3,2)}_{ik}, \sigma^{(4,1)}_{ik}, \sigma^{(5,1)}_{ik}, \sigma^{(5,2)}_{ik} \) are the computed coefficients that are similar to the Lagrange multipliers in mathematical programming, but which change dynamically.