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Abstract

Let x = {zM ... 2™} be a space filling-design of n points defined in [0,1]".
In computer experiments, an important property seeked for x is a nice cov-
erage of [0,1]d. This property could be desirable as well as for any projection
of x onto [0,1]" for © < d . Thus we expect that x; = {xgl),...,xgn)},
which represents the design x with coordinates associated to any index set
I C{1,...,d}, remains regular in [0,1]" where ¢ is the cardinality of /. This
paper examines the conservation of nice coverage by projection using spa-
tial point processes, and more specifically using the class of determinantal
point processes. We provide necessary conditions on the kernel defining these
processes, ensuring that the projected point process X; is repulsive, in the
sense that its pair correlation function is uniformly bounded by 1, for all
I C{1,...,d}. We present a few examples, compare them using a new nor-
malized version of Ripley’s function. Finally, we illustrate the interest of this
research for Monte-Carlo integration.
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Introduction

Space-filling designs, e.g. Latin hypercubes (McKay et al., 1979; Owen,
1992), low discrepancy sequences (e.g. Halton, 1964; Sobol, 1967), are popular
methods in computer experiments. These computational methods are becom-
ing unavoidable to simulate complex phenomena (e.g. Santner et al., 2013,
Chapter 5). A space-filling design corresponds to a set x = {2 ... (™} of
n points generated in a bounded domain, for instance [0,1]d in the following.
Usually, the dimension d represents the number of factors (or covariates) on
which the numerical code depends. The kth coordinates of points from x
then represent the values of the kth factor. Intuitively, points issued from a
space filling-design tend to regularly cover the domain [0,1]d. The quality of
this coverage can be a priori evaluated by standard criteria such as maximin
distance or L? discrepancy (see e.g. Owen, 2013).

Frequently in computer experiments, some factors are a posteriori found
to be inactive (see Sun et al., 2019, and references therein). If the experiment
is to be performed again, an inactive factor must be discarded to avoid nu-
merical errors and to decrease complexity. But if k£ factors are discarded, the
experimental space-filling design should be done again, this time on [O,l]d_k.
This induces a new complexity and is expensive. A cheaper strategy is to
keep the first space-filling design, but use its projection onto [0,1]d*]C by dis-
carding the adequate factors (or coordinates). However, the projected points
should provide a good coverage of [O,l]d_k. Therefore, an additional prop-
erty of the initial space-filling design should be the conservation of the “nice
coverage” property for any subsets of the coordinates.

This additional property has already been considered in the literature
for low discrepancy type designs (see e.g. Sun et al., 2019). Our work in
contrast considers spatial point processes as experimental designs. For the
question we address, we set x; = {xgl), e ,:z:g")} to be the design obtained
from the design x by keeping the factors (coordinates) indexed by the index
set I C{1,...,d}. For example, when I = {1,...,d — 1}, x; corresponds to
the set x where the dth coordinate of each point is discarded. We let X to be
the spatial point process generating x and X; the process generating x;. In
the spatial statistics literature, the pair correlation function (denoted by g) is
the most standard way for characterizing the pairwise dependence between
points, see e.g. Mpgller and Waagepetersen (2004): gx(x,y) measures the
probability to observe a pair of distinct points at (x,y), normalized by the
same probability under the Poisson case, i.e. under the situation where there



is no interaction between points (see Section 1 for a more formal definition of
the pair correlation function). Mgller and Waagepetersen (2004); Illian et al.
(2008) qualify as regular or repulsive a point process for which gx < 1, i.e.
gx(z,y) < lforallx,y € [0,1]d. Thanks to repulsiveness, points of a repulsive
point process tend to cover more regularly the space than a Poisson point
process does. For the application to computer experiments which motivates
our study, we intend to develop point process models which are repulsive
in all directions, i.e. spatial point processes X such that gx, < 1 for all
IC{1,...,d}.

Several classes of spatial point processes are able to generate regular pat-
terns. Among them, Matérn hard-core processes (Teichmann et al., 2013),
Gibbs point processes (Mgller and Waagepetersen, 2004; Dereudre, 2019)
or determinantal point processes (Lavancier et al., 2015) are appealing for
many applications. In particular Gibbs point processes have been considered
to generate space-filling designs by Franco et al. (2008); Dupuy et al. (2015).
The authors build a specific Gibbs model by parameterizing its Papangelou
conditional intensity as a Strauss hard-core model with constraints on the
marginals. The resulting patterns look regular and the points cover regularly
the space. However, Gibbs point processes have the drawback of not having
their moments available in a closed form. In particular, the intensity as well
as the pair correlation function (see e.g. Dereudre, 2019) are not available
analytically. Even worse, using Monte-Carlo simulations, Illian et al. (2008)
shows that the pair correlation function of Strauss hard-core models are not
uniformly bounded by 1. Although Matérn hard-core processes are more
tractable, their pair correlation function suffer from the same problem (see
Teichmann et al., 2013).

Determinantal point processes (DPPs for short) have been introduced by
Macchi (1975) as “fermion” processes to model the position of particles that
repel each other. This class of processes is known for very appealing prop-
erties, in particular for its tractability: explicit expressions for the intensity
functions are available. Therefore, a growing attention has been paid to DPPs
from a theoretical point of view (e.g. Soshnikov, 2000; Shirai and Takahashi,
2003; Hough et al., 2009; Decreusefond et al., 2016), and more recently in the
statistics community (Lavancier et al., 2015; Bardenet and Hardy, 2020). In
particular, one of the main characteristics of a DPP is that, by construction,
its pair correlation function is uniformly bounded by 1. DPPs are defined
through a kernel K : B x B — C which characterizes the distribution of X
and thus which characterizes also its moments. The main result of this paper
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concerns necessary conditions (expressed by Assumption (H[/])) on the form
of kernel K to ensure that the projected pattern X; remains repulsive, i.e.
such that gx, < 1.

The paper is organized as follows. Section 1 contains a brief background
on spatial point processes and in particular on DPPs. Section 2 deals with
the statistical description of the projected point process X;. In particular we
provide a closed form for the pair correlation gx, when X is a DPP defined on
[O,l]d with kernel K satisfying a separability assumption. Examples of models
satisfying this separability condition are presented and discussed in Section 3.
They are compared using an original summary statistic, defined as a normal-
ized version of Ripley’s function (see e.g. Mgller and Waagepetersen, 2004)
based on the sup norm. We illustrate in Section 4 the interest of the models
developed in this research. To mimic situations which occur in computer ex-
periments, we consider the Monte-Carlo integration for f[o,1]‘ fr(u)du, for any
function f;:[0,1]" = R and any I C {1,...,d} with cardinality « = 1,...,d.
We demonstrate that the single initial design defined on [0,1]* and its pro-
jections can be used to achieve this task efficiently. Proofs of our results are
postponed to appendices.

1. Background and notation

1.1. Spatial point processes

A spatial point process X defined on a Borel set B C R? is a locally
finite measure on B, (for measure theoretical details, see e.g. Mgller and
Waagepetersen (2004) and references therein) whose realization is of the form
{zM .. 2"} € B* where k is the realization of a random variable and
the (Vs represent the events. We assume that X is simple meaning that
two events cannot occur at the same location. Thus, X is viewed as a locally
finite random set.

In most cases, the distribution of a point process X can be described
by its intensity functions pg]z) : B¥ - R, k € N\ {0}. By Campbell
Theorem (e.g. Mgller and Waagepetersen, 2004), pglz) is characterized by the
following integral representation: for any non-negative measurable function



h:BF > Rt

#
E Z h (a:(l), e ,x(k))
(M) xR eX
= / pg];) (x(l), o ,x(k)) h (a:(l), e ,x(k)) dz® . dz® (1)
Bk

where # over the summation means that =, ... z®) are pairwise dis-
tinct points. Intuitively, for any pairwise distinct points (M, ... z® € B,
pglz) (z®, ..., 2®)dz® ... dz®™ is the probability that X has a point in
each of the k infinitesimally small sets around z, ..., 2 with volumes

dz®, ..., dz®, respectively. When k = 1, this yields the intensity function
and we simply denote it by px = pg). The second order intensity pgg) is used

to define the pair correlation function

2)/..(1 2
(o), a0 = LHE0,20)

= ox@)ox(a®) )

for pairwise distinct (), #® € B, and where gx(z™,2®) is set to 0
if px(zM) or px(2®) is zero. By convention, pif) (z®, ..., 2™) is set to 0
if 200 = 20) for some i # j. Therefore gx(z,x) is also set to 0 for all x € B.
The pair correlation function (pcf for short) can be used to determine the
local interaction between points of X located at x and y: gx(x,y) > 1 char-
acterizes positive correlation between the points; gx(x,y) = 1 means there is
no interaction (typically a Poisson point process); gx(x,y) < 1 characterizes
negative correlations. A point pattern is often referred to as a repulsive point
process, if g(z,y) < 1 for any =,y € B (e.g. lllian et al., 2008, Sec. 6.5).

A point process X with constant intensity function on B is said to be
homogeneous. A pcf with constant intensity is said to be invariant by trans-
lation (resp. isotropic) if pi¢) (), 2?) depends only on 2 — z(® (resp. on
|z — 2] for a norm to be defined).

1.2. Determinantal point processes (DPPs)

In this section, the class of continuous DPPs is introduced. We restrict
our attention to DPPs defined on a compact set B C R?. A point process X
on B is said to be a DPP on B with kernel K : B x B — C if for any k > 1
its kth order intensity function is given by

PR (2, ..., 2®) = det [K (29, 20)]" (3)

,j=1
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and we simply denote by X ~ DPPg(K). We assume in this work that K
is a continuous covariance function and refer the interested reader to more
general situations to Hough et al. (2009). The intensity of X is given by
px(x) = K(z,z) and its pcf by

Ko,y
Ko, 0)K(5,9) @

gx(z,y) =1~

The popularity of DPPs relies mainly upon (3)-(4): all moments of X are
explicit and by assumption on K, gx(z,y) < 1 for any z,y € B. From (4)
and the continuity of K, it is worth mentioning that gx is continuous on the
diagonal, i.e. gx(x,y) — 0 when y — z for any = € B.

From Mercer’s Theorem (Riesz and Sz-Nagy, 1990, Sec. 98), kernel K
admits the following decomposition for any z,y € B

K(z,y) =) Aoy(2);(y) ()

JEN

where A is a countable set (e.g. N, Z, Z9 ...), {¢;};jen are eigenfunc-
tions associated to K and form an orthonormal basis of the space of square-
integrable functions L?(B). {\;},en are the eigenvalues of K. Let us mention
that we abuse notation when referring ¢;’s and A;’s to as eigenfunctions and
eigenvalues of K. These should require to introduce the notion of integral
operator with kernel K (e.g. Debnath and Mikusiriski, 2005) acting on L*(B).
To simplify the reading, we make the misnomer to consider kernel K instead
of the associated integral operator. We define the trace of kernel K on B by

trp(K) :/BK(QS,ZB)dZI?: Z)\j.

JEN

In the following, the kernels we consider are assumed to have finite trace,
and are called trace class kernels. The existence of a DPP with kernel K is
ensured if K is trace class, and is such that A; <1 for any j € N (e.g. Hough
et al., 2009, Theorem 4.5.5).

A kernel such that its non-zero eigenvalues are equal to 1 is called a
“projection kernel”. In particular, if X is a “projection DPP”, ie. X ~
DPPg(K) where K is a “projection kernel”, then the number of points of
X in B, is almost surely constant and equal to the trace of K. Notice
that the name “projection kernel” is not related at all with the projection
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transformation we are studying here. This terminology seems commonly
used though (e.g. Hough et al., 2006, 2009; McCullagh and Mgller, 2006;
Lavancier et al., 2015).

The homogeneous case is often considered later. A DPP X with kernel
K is said to be homogeneous, if K is the restriction on B x B of a kernel K
defined on R? x R? which is stationary, i.e. satisfies

K(x7y>:K(va_y>a xa?/GRd-

In that case, we abuse notation, identify K with K and refer to K as a
stationary kernel. It is worth pointing out that if K admits a Mercer’s
decomposition with respect to the Fourier basis

o;(x) = Xm0 (6)

where (-,-) denotes the inner product on R?, then K is stationary.

2. Projection of a spatial point process and applications to DPPs

2.1. Projection of a spatial point process

In this work, we consider projection of spatial point processes, i.e. keeping
a given number of coordinates from the original spatial point process. Such a
framework requires that the original point process X is defined on a compact
set B C R% otherwise, the configuration of points of the projected point
processes may not form locally finite configuration, as also noticed in the
two-dimensional case by Baddeley (2007, p. 17).

This section presents a few notation and characterization of projected
spatial point processes. Let I be a subset of d = {1,...,d} with cardinality
|I] = . In the following, we let B C R¢ be a compact set, which can be
written as By X - - - X By. We denote by By the set By = Hiel B; with B = By
and by P; the orthogonal projection of R? onto R*. For any point process X
defined on such a compact B C R?, the projected point process X; = P;X is
then defined on B;. For any x € B, we often use the notation z; to denote
Prz. We sometimes use the notation X7 = X when I = d. The following
Lemma provides a general way to evaluate intensity functions of X;.

Lemma 2.1. Let I C d and let X be a spatial point process defined on a
compact set B C RY. Then, for any k > 1 such that pg];) ezists, ,098 18



well-defined and
pgg (x(l), o ,ZL‘(k))

= / PO (@™, u®Y . @®,u®)) du® . du® (7
(Bpe)*

for any pairwise distinct V... 2% € B; where I¢ = d \ 1.

Lemma 2.1 is obtained by a simple application of Campbell’s Theorem.
Its proof is provided in Appendix A for the sake of completeness. We now
turn to the core of this paper which is the study of projected determinantal
point processes.

2.2. Distribution of X; when X ~ DPPg(K)

According to (7), the kth order intensity function of the projected point
process X is given by

pglg (=, ... ,x(k)) = ) ,0;’2) ((z, w) V. (x, u)(k)) du® .. du®

I
—~
|
—
SN~—
T
Q
=
N3
£~
~
o
=
—~
—~
8
<
SN—
=
—
8
S
N~—
—
q
—~
=
—

where S is the symmetric group on k = {1,...,k}, C(o) is the number of
disjoint cycles of o, and (z,y)® denotes (2, 3®). Without any assumption
on kernel K, there is no chance to reduce (8) any further, i.e. to have an

explicit form for pg]g and thus gx,. Therefore, without additional assumption,
it is difficult to assess whether gx, is smaller than 1 or not. The following
assumptions will allow us to solve this problem.

Assumption (H|[I]) For I C d, the kernel K can be written as
K(z,y) = Kr(zr, yr) Kre(zre, yre) (H11])
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where K;: By x By = C and Kjye : Bje X Bje — C are two continuous co-
variance functions.

Assumption (H[I]) implies that K admits the Mercer’s decomposition
K(xay):ZjEN)\j(ﬁj(l')gﬁj(y), where N = N X N[c, )‘j _ )\E»I))\(Il)

1 gre
pj(x) = gbg)(x[)gbgc)(x[c) for 7 = (jr,jre), © = (7, xrc). Here, for @ = [, I°
{gzﬁ(-:)} jeeN, 1s a set of normalized eigenfunctions of K,, (and thus an orthonor-
mal basis of L?(B,)) and A;, denote the eigenvalues of K,.

If K admits a Mercer’s decomposition with respect to the Fourier basis such
that its eigenvalues satisfy the above separability property, then (H|[I]) is
satisfied. Hence, Fourier basis appears as a natural basis and leads us to
consider, the following natural extension of (H|[/]) that would be assumed
for any I C d.

Assumption (H') We assume that the kernel K satisfies (H[I]) for any
I C d, is stationary and can be written as the product of d one-dimensional
stationary kernels:

K($_y):HKi<xi_yi)7 T,y €B (H')

i=1
where for any i € d, each K;: B;x B; —» Cisa stationary continuous kernel.

Assumption (H") We will also focus on the particular case where all kernels
are identical, i.e. K; = K, for all i € d:

d
K(;z:—y):HKO(xi—yi), x,y € B. (H")
i=1

Assumption (H") is well-suited to the situation where we have no a priori
information on the projection P; from the initial point process X we want
to study.

We could remove the stationarity assumption in Assumption (H’). However,
as revealed by Sections 3 and 4, stationarity allows us to plot pcfs or Ripley’s
functions of X; for any I. It thus provides a visual interpretation of regularity
properties for X;. Furthermore, going back to one motivation of this paper,
there is a priori no reason to construct a design which favours particular
spatial areas. Thus, considering a stationary kernel which ensures that the
intensity is constant makes sense.



Theorem 2.1. Let I C d and X ~ DPP(K) such that K satisfies (H[I]).
Then the kth order intensity function of the projected point process Xy is
given by

p; (2,2 @) = D (-1 [HKI (=, “‘))] (9)

og€ESy,
tr,e (Kre) = I trs ( (cle )
eeS(o)
where c(o) is the size of the support supp(o {z ek st o(i z} S(o

the set of disjoint cycles of o with non- empty support, C(o ) is the num-
ber of disjoint cycles of o (including those with empty support) and for
a kernel K, K™ for m > 1, stands for the iterated kernel defined by
KM (z,y) = [ K1 (x,z)K(z,y)dz (with KW = K). In particular, the
intensity of Xy is given by px,(v) = Ki(x,x)trp,. (Kc) and its pcf is given
by

trp,. <K}g)>
trBlc (K]c)2
for any pairwise distinct v,y € By and where YY) ~ DPPg, (K;).

gxl(x7y) =1- (1 — Gy (ZE,y)) (1())

We focus in Theorem 2.1 on intensity functions. However, we can prove
a full characterization of the distribution of X; via its Laplace functional.
This is detailed in Appendix C. In particular, Theorem Appendix C.1 shows
that X is dlstrlbuted as an infinite superposition of independent DPPs,
each with kernel /\ K;. In particular, if K. is a projection kernel, X is
a finite superp081t10n of M = trp,. (Kj) ii.d. DPPs with kernel K;. Such
finite superposition corresponds (see Hough et al., 2006; Decreusefond et al.,
2016) to the distribution of an a-DPP on B; with kernel —a~'K; where
a = —M~'. a-DPPs (and a-determinants) are introduced by Shirai and
Takahashi (2003). And it can indeed be checked from (9) that when K is
a projection kernel, the intensity functions of X; are given by

k
P%i (zV, ... Z af—C@) H —a 'Ky (29, 2@0))
i=1

og€ESy,

= det,, [—oflKI (:17(1'),‘%(]'))}].C

1,7=1
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Equation (10) is in our opinion the most interesting result of this paper.
It reveals the repulsiveness nature of X;. Let us examine this in details.
Since Y is a DPP with kernel K7, it satisfies 0 < gy < 1, which allows
us to rewrite (10) as

trp,. (K1) trp,. (K1)

0<1-gx,(2,y) = ———F1L-9gyn(2y) s ———=%. (11

o) = e (v S e ()

The lower-bound of (11) means that gx, < 1, i.e. X; is indeed a repulsive

point process on B;. Furthermore, the upper-bound measures in some sense

the loss of repulsion and more precisely, how g¢gx, gets closer to 1 which

corresponds the pcf of a Poisson point process. To be more precise, let us
focus on the particular case (H'). We have in this situation

tI‘Bi <Kz(2))

x,y) > 1—
gX[( y) tI‘Bi (KZ)Z

ielc

For each i € d, trp, (Ki(2)> Jtrg, (K;)? < 1. Therefore, when |I¢| = d — ¢ is
large, 1 — gx, is bounded by a product of large number of quantities smaller
than 1, and thus the pcf of X; gets closer and closer to the pcf of a Poisson
point process. It is even more obvious when K satisfies (H"”). In that case,
for any x,y € Bj

tI‘BO (K(()Q) )

z,y) >1—ke'™"  where kyg=——— 2.
gX]( y) 0 0 tI‘BO (K0)2

For example, when ¢+ = d — 1, i.e. when one skips only one coordinate:
g9x;(x,y) > 1 — kg > 0 and this constant is reached when y — z. Since,
gx(z,y) — 0 when y — z, one can clearly measure the loss of repulsion as
soon as one skips one coordinate.

3. Examples

In this section, we present particular examples of kernels defined on
B =1[0,1]* and satisfying (H’), thus ensuring that X; is repulsive for any
I C d. Then, these examples are compared for different sets I through their
pair correlation function or through a normalized Ripley’s function.
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All our kernels examples have Mercer’s decomposition defined with re-
spect to the Fourier basis (6), the natural basis which allows (H’) to be
satisfied.

3.1. Gaussian kernel

r—y
«Q

The Gaussian kernel (see e.g. Lavancier et al. (2015))

)

where ||-|| denotes the Euclidean norm, is the typical example satisfying (H"),
where Kj is defined for any z,y € [0,1] by:

Koz —y) = p"%exp (_ (x;yy) .

The existence of X ~ DPPp(K) is ensured if a is such that p(ay/m)* < 1.
For any I C d, the pcf of X; is derived from Theorem 2.1: for any pairwise

distinct z,y € By
2
) (12)

(2) .
trg <Ko ) __exp (—=2(jam)?
Lo () S er2en) ”

o (K0)* (52, exp (~(jam)))

This approximation comes from the Fourier approximation of kernel K de-
tailed in Lavancier et al. (2015, Section 4). Note that for all I C d and
x,y € B, we use with a slight abuse the same notation ||z — y|| for the
Euclidean norm in R".

This class of examples is of particular interest due to the isotropy property
of gx,. The pctfs gx, for different sets I can be represented on the same plot.
For d = 10,102,103, 10%, Figure 1 represents the pcfs of a Gaussian DPP X
(solid lines) and its successive projections. The intensity parameter and «
are set to px = 500 and ™! = p;(/d\/?. Note that the abscissa corresponds
to ||z — y|| for z,y € By for different sets I. Thus the differences should be
understood carefully. Figure 1 confirms that the pcf of X; is upper-bounded
by 1, lower-bounded by 1 — x4~ and gets closer to 1 when ¢ decreases.

Ko =g -

r—y
o

gx,(z,y) =1 — K3 “exp <—2

with
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3.2. L'-Exponential kernel

We now consider an exponential kernel, defined with respect to the L!-norm
instead of the Euclidean norm:
) . (14)
1

The kernel (14) is referred to as the L'-Exponential kernel in the following.
It also constitutes a natural example as it satisfies (H”) where K is defined

for any z,y € [0,1] by:
r—1Y
" .

The existence of X ~ DPPp(K) is ensured if a is such that p(20)? < 1.
According to Theorem 2.1, for any I C d, the pcf of X; is given for any
pairwise distinct x,y € By by
) (15
1

K1 = e (K62)> o~y Zjez (1+ (27704j)2)_2 (16)

2 2
oy—1
trs, (Ko) (Zjez (1+ (2may)?) )
where the approximation corresponds again to the Fourier approximation.

For d = 10,102,103, 10%, Figure 2 represents the pcfs of an L!'-Exponential
DPP X (solid lines) and its successive projections with respect to the L'-

r—y
o

K(z —y) =pexp (—

Ko(x —y) = p/" exp (—

r—y

gx,(z,y) =1 —K{"exp (—2

with

norm. The intensity parameter and « are set to px = 500 and o~ ! = 2p§(/d.
The conclusion drawn from Figure 2 is similar to the one from Figure 1: the

pcf of X; is upper-bounded by 1, lower-bounded by 1 — mil_b and tends to

1 when ¢ decreases. We could be tempted to compare Figures 1 and 2 and
conclude that the Gaussian DPP seems more repulsive. However, remember
that both models are not isotropic with respect to the same norm. We provide
in Section 3.4 a summary statistic which allows us to correctly compare these
models.
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3.8. Dirichlet kernels

The two examples considered so far satisfy (H”) by definition. The next
one is a projection kernel which only satisfies (H'). For « = 1,...,d, we

let {¢§L)}jeZL denote the (-dimensional Fourier basis. We consider d positive
integers (n;),.; and for ¢ € d the following one-dimensional stationary kernel:

K-y =Y ¢"(x-y), zyelol,

JEE;

where E; = {a;,a; +1,...,n; — 1+ a;} is a set of n; consecutive integers and
a; € 7. Then, we construct a kernel K as

d

K(r—y) = HKi(l"i — i) = Z Cb;-d)(fl? —y), T,y€ [O,l]d

i=1 JEEN

where Ey = [, E;. It is worth pointing out that kernel K can be written as

K-y =]] ( FZ 0 (s — yn) =6y -2)[] (Z o (; — y»)

i=1 \ j=a; i=1 \ j=0
(17)

where a = (a;);cz. Therefore, according to Remark (4) from Hough et al.
(2009, p. 48), the choice of the E;’s does not influence the distribution of the
DPP with kernel K. Remark that, if the n;’s are all odd numbers and if we
choose a; = —|n; /2], the kernel K equals

d

K(w—y) =] Dpm (@i —w) (18)

i=1

where D, is the Dirichlet kernel (e.g. Zygmund, 2003) with parameter p.
That terminology justifies the name Dirichlet kernel for this model. In the
general case, and unambiguously we set a; = 0 for any ¢ and thus consider
EN:{jENd : jl<nZ,Z:1d}

K(x—vy) = Z A=y (19)

JjeEEN
A DPP on B with kernel given by (19) is referred to as an (V, d)-Dirichlet
kernel. From Theorem 2.1, for any I C d, the pcf of X; is given for any

16



x,y € Br by

ox,(.9) = 1 —% 5 [H (1- I#)] o )

JE€FN, Li€l

HZ( ‘”)cz%”( ) (20)

el [j]<n;

where Fy, = {j € Z" : |ji] <mni, i € I}. The pcf gx, is bounded from below
by 1— Hielc n;l'

A question remains on the factorization of N = H?Zl n;. We consider the
factorization which minimizes the fluctuation of the n;’s. For instance, when
N =100 and d =6, we use N =5 x5 x 2 x 2 x 1 x 1 while for N = 800 we
use the decomposition N =5 x5 x4 x 2 x 2 x 2.

The next section provides a summary statistics well-suited to the com-
parison of the three examples we have so far considered.

3.4. Normalized Ripley’s function

Since the Gaussian DPP and L*-Exponential DPP are isotropic but with
respect to a different norm and since the (N, d)-Dirichlet DPP is even not
isotropic, it is hard to compare these different examples. In addition to
the pcf, a way of characterizing regularity or repulsion in the literature is ob-
tained by analyzing Ripley’s function (e.g. Moller and Waagepetersen, 2004).
This function is not adapted for our framework. However, since all models
satisfy (H'), we propose to compare them through a normalized version of
Ripley’s function based on the sup norm || - ||.

For a stationary spatial point process X on B C R?, we define the nor-
malized d-dimensional Ripley’s function for some r > 0 by

E (Nx(Bioo(0,7)\ 0) | 0 € X)

BX(1) = & (N(By (0.7 0) [0 € 1)

(21)

where Byoo(0,7) = {w € R?: |w;| <r,i=1,...,d} is the d-dimensional ball
with norm || - ||« centered at zero with radius r, IT is a homogeneous Poisson
point process on B with intensity p and Nx(A) (resp. Nm(A)) denotes the
number of points of X (resp. IT) in a bounded subset A C R%. Assuming that
X has a pcf, say gx, it is known from the properties of the second factorial

17



moment that

de,oo(OJ‘) gx (w)dw
de,oo(Oﬁ“) gl_I(w)dw

Ry (r) = — (2r) /B , oxtwyde ()

Obviously, under the Poisson case Rx = 1 whereas Rx < 1 means that X is
repulsive. More precisely, the more Rx < 1 the more repulsive X. We now
present the interest of Rx in our context.

Proposition 3.1. Let X ~ DPPy(K) be a DPP with kernel K satisfy-
ing (H'). Then, for any I Cd

tI‘B
rx,) =1 (Tt ( = ) 2

In particular, if K satisfies (H"):

1 K t 2 L
)= 1o ([ B9 o
0
where
tI'BO <K52)>
Ky = ————
tl"BO (K0)2

The proof of this result follows directly from (10) and (22). Focusing on
examples presented in the previous sections, we have

r 1 .
1—rg " (/ e_2t2T2/a2dt) for a Gaussian DPP,
0
1 L
Rx,(r)=¢1~— Ry (/ e_Qtr/adt) for an L'-Exponential DPP,
0
1
- N H Z (1 |]|> sinc(2mjr) for an (N, d)-Dirichlet DPP
\ i€l |jl<n; ‘

where ko and k; are defined by (13) and (16), respectively and sinc is the
cardinal sine function.
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Figures 3-5 investigate the situation for d = 6, 10, 100 respectively. Rip-
ley’s functions for point processes X; based on the three models exposed in
this section are depicted. The intensity is set to px = 500 and ¢+ = d — ¢
for i = 0,...,5. The Gaussian DPP and L'-Exponential DPP satisfy (H"),
and so we decide, without loss of generality, to discard the last coordinates
to define the projections. Since the (N, d)-Dirichlet DPP satisfies only (H’),
the choice of directions has an influence. For this process, Ripley’s functions
have been computed using a Monte-Carlo approach (based on 10* replica-
tions): the coordinates to be removed are randomly chosen. The plots for
the (N, d)-Dirichlet DPPs represent therefore the empirical mean of Ripley’s
functions. First and third quartiles are also represented by envelops to get
an idea of the variability. The visual results show that for px = 500, the
(N, d)-Dirichlet DPP is the most repulsive among the three models. More-
over, the loss of repulsiveness when projecting turns out to be smaller for
(N, d)-Dirichlet DPPs than for the two other DPP models. The envelops
reported for the (N, d)-Dirichlet should be taken with attention. We could
be tempted to conclude that the quite high variability observed for d = 6, 10,
is too important to get practical interesting results. However, Section 4 will
discredit this argument.

The (N, d)-Dirichlet DPP is the most repulsive in the situations consid-
ered here. However, it is worth mentioning that it may behave very badly ac-
cording to the value of N. For example, we have observed that the less NV has
factors the less repulsive the (N, d)-Dirichlet DPP. The values of these factors
also affect the repulsiveness of the DPP. In particular, if N is a high prime
number, both situations are encountered which yields a disastrous model in
terms of repulsion. Figures 3-5 underline that the class of L!'-Exponential
DPP is definitely less interesting than the class of Gaussian DPP. Given an ¢,
Ripley’s function is closer to 1 and the convergence to 1 when ¢ decreases is
faster for L'-Exponential DPP. For this reason, the L'-Exponential DPP is
not considered in the next section.

4. Numerical illustrations

In this section, we illustrate the interest of projected DPP models by
simulation experiments. For some d > 1 and I C d, the problem we consider
is to estimate using a Monte-Carlo approach, an integral of the form

w(fr) = fr(w)du

[0,1)7
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L1-Exponential DPP, o' = 2p;(/d Gaussian DPP, o' =ﬁp;(/d
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Figure 3: Ripley’s functions (see (22)) of a 6-dimensional DPP X with intensity px (solid
lines) and its successive projections X; (|I| =d —1,...; dotted and dashed lines) for the
L'-Exponential DPP (top-left), Gaussian DPP (top right) and the (N, 6)-Dirichlet DPP
(bottom left). For the Dirichlet case, coordinates to be removed are chosen randomly
(10* replications): dotted and dashed lines represent empirical means while first and third
quartiles are represented by envelops.
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L'-Exponential DPP, o' = 2p;(/d Gaussian DPP, o =Jﬁp;(/d
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Figure 4: Ripley’s functions (see (22)) of a 10-dimensional DPP X with intensity px (solid
lines) and its successive projections X; (|I| =d —1,...; dotted and dashed lines) for the
L'-Exponential DPP (top-left), Gaussian DPP (top right) and the (N, 10)-Dirichlet DPP
(bottom left). For the Dirichlet case, coordinates to be removed are chosen randomly
(10* replications): dotted and dashed lines represent empirical means while first and third
quartiles are represented by envelops.
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L1-Exponential DPP, o' = 2p;(/d Gaussian DPP, o' =ﬁp1/d
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Figure 5: Ripley’s functions (see (22)) of a 100-dimensional DPP X with intensity px
(solid lines) and its successive projections X (|I| = d—1,...; dotted and dashed lines) for
the L'-Exponential DPP (top-left), Gaussian DPP (top right) and the (N, 100)-Dirichlet
DPP (bottom left). For the Dirichlet case, coordinates to be removed are chosen randomly

(10* replications): dotted and dashed lines represent empirical means while first and third
quartiles are represented by envelops.
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where f; : [0,1]° — R* is a «-dimensional function. A standard way for
achieving this task (which includes the uniform sampling design) is to define
a point process, say Zj, on [0,1]° and estimate u(f;) using the unbiased

estimator
fiz, (1) = pz Y, filu). (25)

UEZ[

Given [ and f, this problem has been widely considered in the literature (e.g.
Robert and Casella, 2004; Delyon and Portier, 2016). In particular, Bardenet
and Hardy (2020) have constructed an ad-hoc DPP on [0,1]° and provided
very interesting asymptotic results. In this section, we investigate another
aspect. We consider the problem not only for one but various integrals,
defined for different subsets I C d and based on a single realization of a point
process defined on [0,1]d. This problem, for which investigated models are
definitely meaningful, mimics problems encountered in computer experiments
where the spatial design is initially defined on R? but later used with a few
coordinates discarded (e.g. Woods and Lewis, 2006; Kleijnen, 2017).

To do this, we therefore consider a spatial point process X (and in partic-
ular DPP models developed in the previous section) and we estimate pu(f;)
by (25) with Z; = X; where X7 is the projected point pattern of X on [0,1]".
The interest of our models lies in the following equation which evaluates
Var(fix,(fr)). Using Campbell Theorem (1)

Var (i (1) =i, [ Solwd o
" /[(J,lr /[o,lw(gx’ (u,v) = 1) fr(u) fr(v)dudv.

As soon as gx, < 1, the variance is smaller than the first integral which turns
out to be the variance under the Poisson case. In this section, we intend to
verify this property with models considered in this paper.

In the following, we let d = 6 and, following Bardenet and Hardy (2020,
Sec. 3), we consider for any I C 6 the “bump” test function

fr(u) =exp <_ Z — 4(Ui1_ 1/2)2> . u€0,1]. (27)

i€l

Three type of models are investigated: a homogeneous Poisson point process
(which serves as a reference), a Gaussian DPP, and an (N, 6)-Dirichlet DPP.
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Simulations of DPPs can be realized using R package spatstat. However,
using this package leads to performance issues (in particular in terms of
memory) when simulating DPPs with high intensity and/or high dimension.
Therefore, we have implemented the simulation algorithms in C++ and have
made them usable with R. The codes are available on GitHub (https://
github.com/AdriMaz/rcdpp/).

Figure 6 reports empirical variances of estimates of u( f7) based on m = 10%
replications of each model, in terms of px where px = 200, 400, 600, 800, 1000.
We consider all possible projections, i.e. ¢ = 6,5,4,3,2,1. For the Poisson
case, note that X; has the same distribution as a homogeneous Poisson point
process (with the same intensity) defined on B;. For the Gaussian DPP, the
parameter « is set to o' = \/7p*/®. When ¢ < d, the coordinates to be dis-
carded are chosen randomly. This has no influence for the Poisson, Gaussian
DPP since these models satisfy Assumption (H”) but is important for the
(N, 6)-Dirichlet DPP.

Figure 6 illustrates the interest of this research. It is clear that whatever
the dimension of the function to integrate, i.e. whatever + = 6,...,1, the
empirical variance of Monte-Carlo estimates using one single realization of
a spatial point process defined in dimension d, is always smaller than in
the independent case. The (NN, d)-Dirichlet model outperforms the Gaussian
DPP for any I C d as already observed from a theoretical point of view in
the previous section. The general result of this paper states that a projected
DPP seems less and less repulsive after successive projections. However, It is
interesting to observe that this fact does not affect that much the properties
of Monte-Carlo integration estimates.

Conclusion

The objective of this paper is to explore properties of projections of a
DPP X with kernel K and defined on a compact set B of R?. For any
I C {1,...,d}, our general conclusion is that the projection X; remains
repulsive when kernel K is separable, in the sense that gx, < 1 uniformly
for any I C {1,...,d}. In particular if kernel K is a projection kernel, X;
falls in the class of a-DPPs (with o = —1/n,n € N).  We have proposed a
few examples of such separable kernels and compared them using an original
summary statistic based on a normalized version of the Ripley’s function
defined with the sup norm. We have finally illustrated this paper for Monte-
Carlo integration problems when the problem is to estimate integrals over
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Figure 6: Empirical variances of Monte-Carlo integral estimates of the form (25) for the
function (27) using Poisson process (red lines), Gaussian DPP (green lines) and Dirichlet
DPP (blue lines) for . = |I| = 6,..., 1, based on 10* replications of a 6-dimensional point
processes with intensity px = 200, 400, 600, 800,1000. When ¢ < 6, coordinates to be
removed are chosen randomly.
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a compact set B; of an (-dimensional function for any 1 < ¢ < d, using
the same quadrature points defined in B. To be fully relevant, comparisons
with designs built from other classes of point processes (e.g. Gibbs, Matérn,
Multivariate OP Ensembles), more standard designs (e.g. Halton, Sobol,
Quasi-Monte-Carlo), in which other test functions with different properties
(e.g. less regular or non-compactly supported) would be considered, should
be performed. We leave this for a future research.
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Appendix A. Proof of Lemma 2.1

Proof. For any non-negative measurable function h; : B¥ — R*, we have
using Campbell Theorem (1)

1 k k 1 k 1 k
[ (o) ) () )
+
=E Z hr <a:§1),...,3:§k)>
0 ey,
[
=K Z (h[OP[) (I'(l),,l‘(k))
_a:(l) ..... z(F)eX

:/ h, (zvﬁl),-- xg)){/ o (2D, uY L (@ ®, )
Bk (Bye)k

du® ... dul® }dxﬁl) . dxgk)
whereby we deduce (7) by identification. O

Appendix B. Proof of Theorem 2.1
Proof. Let us write (8) under (H|[I]).

k

pé’éi ( (1)’ o ,x(’“)) k C( o—)/ HK ((x,u)(i), (x’u)(a(i))) du®  qu®
O’ESk (Bre)® i=1
_ Z(_ )i CU)HKI (171 ,z° ))
oESk
k
X / Kre(u®, 0O dy®  du®.
(Bre)k Zl_Il

(B.1)

For any o € Sy let us denote by supp(o) its support:
supp(o) = {i € k s.t. o(i) # i},

29



by ¢(o) the number of elements of supp(o), by S(¢) the set of disjoint cycles
of o with non-empty support and by C(o) the number of disjoint cycles of &
(including those with empty support). Consider the case where C'(o) = 1
(i.e. o is a circular permutation of k). Then the integral part in (B.1) can be
written as

k
[ T )
(Bre)k

i=1

= / Kie (u(l)’ u(U(l))) Ko <u(0(1))7 u(02(1))> o
(Bre)*

o Kie (u(k), u("(k))) duV . du®)  du®

_ / K® (uu), u(a?(l))) N
(Bre)k—1

L Kpe (u(a(1)71)7 u(o(o(l)fl))) Kpe (u(”(l)“), u(a(a(1)+1))) N

o Kpe (u(k), u("(k))) LTRSS LTACAS RN FYACAS R S A

_ / KU (u(n’u(ak-l(n)) K. (u(ak*(l)),u(oku))) du®du@ @)
(Bre)?

= trB]c (K}I:)> .

Assume now that C'(0) > 1. Then o can be written as
o= () | ©ilo), (B.2)
eeS(o)

where i (o) is the identity on k \ supp(c), and @ denotes the permutation
product. Observe that (B.2) implies

C(o) =#S(0) + k — c(o). (B.3)
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If 1 € supp(o), there is only one permutation ¢ € S(o) such that 1 € supp(s).
Therefore:

k
/ I &re (0@, ule®) du® .. du®
(

Bre)k ;4

= trp,, (KCO) /

[T Ee@®u®)du®. .. du®
(Blc)kfc(c)

i€k\supp(s)

Denote by a the minimum of & \ supp(s). As above there is only one permu-
tation ¢’ € S(o) such that a € supp(¢’). Then:

k
/ T & (@, 6y du® . du®
(Bro)t i

= trp,. (K}i(g))) / H K; (u(i), u("(i))) du™ .. du®
(Bje)k=elo)

i€k\supp(s)
= trp,. (K}‘j(g))) trp, (Kﬁ(c’)))
/Blc)k(c(<)+C(s') H I ( )

i€k\(supp(s)Usupp(s’))
Therefore, one gets by induction:

k
/ H Kie (u(i), u(g(i))) du™ .. du®
(Bre)k

i=1

H Kie (u(i), u(”(i))) du™ ... du™®.

i€k\supp(o)

= H trp,. <K§S(€))> /

c€S(o) (Bre)k=el)

(B.4)
Plugging (B.4) into (B.1) leads to (9).
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Appendix C. Laplace functionals

Lemma Appendix C.1. Let I C d and let X be a spatial point process
defined on a compact set B C R?. Then, for any Borel function hy : By — R

£X1(h1) == ,Cx(h] o) P]) (Cl)

Proof. Equation (C.1) follows arguments similar to the ones used in the proof
of Lemma 2.1.

EXI h[ :£X<hIOPI)

H e—hI(xI)

zeX

5[ [ e

yeXy

O

Theorem Appendix C.1. Let I C d and X ~ DPPg(K) such that K
satisfies (H(I]). The Laplace functional of the projected point process Xj is
gwen for any Borel function hy : By — RT by:

(k)
sorlan)|

k>1

where Ky, : By x By — C s the kernel defined by

thfl"y vl—ehf K]l‘y\/l—e*hl(y)_

Proof. The proof is straightforward and follows from Lemma Appendix C.1,
assumption (H[I]) and the definition of K p,. O
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