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A microwave amplifier combining noise performances as close as possible to the quantum limit with
large bandwidth and high saturation power is highly desirable for many solid-state quantum technologies.
Here, we introduce a new traveling-wave parametric amplifier based on superconducting quantum
interference devices. It displays a 3-GHz bandwidth, a −100-dBm saturation (1-dB compression) point and
added noise near the quantum limit. Compared to the previous state of the art, it is an order of magnitude
more compact, its characteristic impedance is in situ tunable, and its fabrication process requires only two
lithography steps. The key is the engineering of a gap in the dispersion relation of the transmission line.
This is obtained using a periodic modulation of the SQUID size, similarly to what is done with photonic
crystals. Moreover, we provide a new theoretical treatment to describe the nontrivial interplay between
nonlinearity and such periodicity. Our approach provides a path to cointegration with other quantum
devices such as qubits given the low footprint and easy fabrication of our amplifier.

DOI: 10.1103/PhysRevX.10.021021 Subject Areas: Condensed Matter Physics,
Mesoscopics, Quantum Information

I. INTRODUCTION

A wide range of quantum technologies relies on the
faithful detection of microwave signals at millikelvin
temperatures. This includes quantum computingwith super-
conducting [1] and spin [2] qubits, electron spin resonance
with quantum-limited sensitivity [3], sensing the motion of
nanomechanical resonators [4], detecting cosmic micro-
wave background using kinetic inductance detectors (KID)
[5], or the quest for axionic dark matter [6]. For all these
applications, sensitivity is limited by the first amplifier of the
detection chain. When this level of performance is needed,
Josephson parametric amplifiers (JPA) [7,8] are considered
the technology of choice since they can reach the quantum
limit of amplification [9–12]. These amplifiers are built
around the parametric interaction between three waves
called signal, pump, and idler. However, JPA’s are still
insufficient for demanding applications such as a multi-
plexed readout of qubits [13,14] or KID arrays [15] where
both large bandwidth and high saturation power are
required. As a consequence, many works focused on these

two figures of merit in recent years. Bandwidth can be
largely improved using impedance matching techniques
[16–18], while reducing unwanted nonlinear effects was key
to obtaining larger saturation powers [19–23].
An alternative to JPA’s is to engineer a nonresonant,

nonlinear device, such as a nonlinear transmission line,
where the amplification arises step by step, as was already
extensively demonstrated in the optical domain [24] or with
traveling-wave tube amplifiers [25]. Such devices are
dubbed traveling-wave parametric amplifiers (TWPA)
[26]. They are intrinsically broadband since they do not
rely on a resonant structure. In addition, the distributed
nature of their nonlinearity (the gain is not provided by one
unique unit cell) is also very valuable to improve dynamical
range, as was demonstrated for JPA’s [19,22,23,27,28].
Wide bandwidth and high saturation power combined with
low noise approaching the quantum limit make them very
attractive to any microwave measurement setup. However,
such appealing figures of merit come at a price. This
nonlinear transmission line should be impedance matched
to 50Ω to avoid unwanted reflections, synonymous of gain
ripples. Moreover, not only should the energy between
signal, pump, and idler waves be conserved during the
parametric process but the momentum must be conserved
as well since these are traveling waves. This latter con-
dition, also known as phase matching [24], is automatically
fulfilled in a resonant device but is far less trivial to obtain
in a traveling-wave structure. Indeed, the nonlinearity at the
heart of the amplification process also causes a nonlinear
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phase mismatch between the signal, idler, and pump waves,
which limits the gain and bandwidth of the amplifier.
The first demonstration of a TWPA in the microwave

domain relied on the nonlinearity of NbTiN [29], a high
kinetic inductance superconductor. The impedance match-
ing was obtained using tapers while the phase matching
was enforced via periodic loading structures, similarly to
what is donewith photonic crystals [30–34]. However, such
high kinetic inductance TWPA’s (KTWPA’s) show very
small dispersion outside of the band of the periodic loading
structures since their only cutoff frequency is the super-
conducting gap, located at frequencies as high as several
hundreds of gigahertz. This might give rise to shock waves
[35] and backward amplification [36]. Moreover, the non-
linearity is intrinsically weak in such materials [37–39]. As
a consequence, KTWPA’s require very high pump powers,
which can cause unwanted heating effects [29]. These two
limitations probably explain why it is only very recently
that KTWPA’s reached the quantum limit [40].
The first quantum-limited TWPA [41] was a nonlinear

transmission line made from a Josephson-junction meta-
material [42–44]. To achieve impedance matching, the
high inductance of Josephson junctions was compensated
by adding a discrete planar shunt capacitance to each unit
cell. The phase-matching issue was resolved using an
elegant but technologically challenging resonant technique
[45,46]. This design still sets the state of the art in terms of
gain, bandwidth, and noise performance but requires a
discouragingly complicated fabrication overhead associ-
ated with multilayer lithography involving different metals.
Moreover, this amplifier cannot be directly integrated with
superconducting qubits since it relies on a niobium trilayer
fabrication process [47].
In this article, we introduce a new microwave super-

conducting quantum interference device (SQUID) based
traveling-wave parametric amplifier (STWPA). It combines
near quantum-limited noise performances with a simple
design and fabrication process involving only two lithog-
raphy steps [48], a small footprint, direct integration
capability with superconducting qubits and in situ flux
tunability. Our device consists of SQUID metamaterial
[11,49], which is subsequently covered by a thin dielectric
and a top ground plane [see Fig. 1(a)]. This simple
approach allows us to solve the impedance matching issue.
Moreover, contrary to previous TWPA’s, this impedance
can now be tuned in situ since a SQUID can be operated as
a tunable inductor controlled by a dc magnetic flux Φ. To
resolve the phase-matching problem, we engineer the
dispersion relation of this nonlinear transmission line using
a spatial modulation of its impedance [29,33] by periodi-
cally changing the SQUID size within the metamaterial
[50,51]. This periodic modulation opens a gap in the
dispersion relation [52], similar to what is observed for
photonic crystals or for Bloch waves in crystal lattices [see
Figs. 1(b) and 1(d)] [53]. In order to compensate for the

(c)

(a)

(d)

(b)

FIG. 1. (a) Schematic of the photonic crystal STWPA. The
spatially modulated SQUID array is fabricated on a silicon
substrate. SQUID are then covered by a thin alumina layer
(purple, obtained via atomic-layer deposition) and a thick copper-
layer orange, which is used as a top metallic ground. Schematic:
representation of one SQUID. W denotes the junction width
while H is the height of the junction, which is the overlap
between the top (dark blue) and bottom (light blue) aluminum
layers. More details in Sec. A. Optical picture: two periods of the
SQUID array. Only the height is modulated. The modulation
amplitude on the figure (γ ¼ 60%) is greatly exaggerated for the
sake of presentation; the actual samples have γ ¼ 4% and 2%.
(b) Electrical sketch of the STWPA. The electrical parameters of
the unit cells are following a sinusoidal modulation. (c) Picture of
the sample. The chip is the mauve square in the middle, plugged
to a copper printed circuit board in its copper box. The magnetic
field is applied normal to the chip using a coil directly anchored
onto the copper box. (d) Dispersion relation, plotted in the first
Brillouin zone, of an array of 2160 SQUID with realistic
microscopic parameters and a modulation amplitude γ ¼ 60%.
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nonlinear phase matching intrinsic to the amplification
process, the pump frequency is adjusted close to this gap to
take advantage of the local distortion of the dispersion
relation [29]. Contrary to KTWPA, our device benefits
from a well-controlled and stronger nonlinearity [54,55]
and a cut-off or plasma frequency around 30 GHz, which
prevents unwanted nonlinear phenomena.
For quantitative understanding of the amplification

process in our device we develop a novel self-consistent
theory of the nonlinear pump propagation in the photonic
crystal. When the pump wave propagates close to the edge
of the photonic gap, it changes the properties of the
photonic crystal (via the self-Kerr effect), modifies the
spectral gap position, and thus the pump intensity which
enters the STWPA. Even for a weak spatial modulation and
weak pump power, this effect is nonperturbative. The self-
consistent description is crucial for quantitative modeling
of the measured gain profile.

II. DESCRIPTION OF THE DEVICE

In first a lithography step, we pattern an array of NJ
SQUID’s. To match this array to 50-Ω characteristic
impedance without adding extra components, such as large
discrete capacitors, we cover the array with a very thin
dielectric layer (alumina, 28 nm) and a thick copper layer to
obtain a very close ground plane resulting in very high
ground capacitance per unit length. We choose a non-
superconducting metal for the ground in order to avoid flux
trapping and effects of Meissner currents when an external
magnetic field threads the SQUID loops. A copper thick-
ness of 1 μm is enough to avoid significant conductor loss
coming from the ground plane [48]. We cannot completely
avoid the dielectric loss, as observed in most traveling-
wave structures [41]. These dielectric losses are both
frequency and power dependent (for example, 5-dB attenu-
ation is found at 6 GHz and very low signal power). In
a second lithography step, we pattern openings in this
ground plane to allow proper wire bonding, as shown in
Fig. 1(a). The obtained ground capacitance is a few tens of
femtofarads per SQUID using this simple microstrip
geometry [48]. Finally, the absence of large capacitors
for impedance matching and resonators for phase matching
makes this STWPA very compact with a footprint of
7.2 mm by 13 μm [see Figs. 1(a) and 1(c)].
The two Josephson junctions forming each SQUID have

a constant nominal width W ¼ 0.45 μm and a periodically
modulated height H, as schematically shown in Fig. 1(a)
(see the Appendix A for details on the geometry). The
nominal mean height is H̄ ¼ 12 μm. We choose sinusoidal
modulations since closed-form expressions regarding the
amplitude and the position of the gap exist in this case [50].
Here, we label the superconducting islands by an integer
n ¼ 0; 1;…; NJ, so the SQUID connecting neighboring
islands n and nþ 1 is labeled by a half-integer nþ 1=2. We

denote by a the average length per SQUID, so that NJa is
the physical length of the array.
If Np is the number of SQUIDs per period, G ¼ 2π=Np

is the reciprocal lattice vector (in units of a−1) correspond-
ing to the modulation. Both the critical current of each
SQUID nþ 1=2 (inversely proportional to its Josephson
inductance Lnþ1=2) and the SQUID capacitance Cnþ1=2 are
proportional to the junction area. The capacitance Cg

n

between each island n and the ground plane is proportional
to the island area, and each island participates in two
SQUID’s. Thus, the modulated circuit parameters can be
written as

L−1
nþ1=2 ¼ L̄−1½1þ γ cosGðnþ 1=2Þ�;

Cnþ1=2 ¼ C̄½1þ γ cosGðnþ 1=2Þ�;

Cg
n ¼ C̄g

�
1þ ζ

2

X
�

cosGðn� 1=2Þ
�
; ð1Þ

where L̄, C̄, and C̄g are the values corresponding to the
average SQUID height while γ and ζ are modulation
amplitudes of the Josephson parameters (L and C) and
the ground capacitance, respectively. The SQUID plasma
frequency 1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Lnþ1=2Cnþ1=2

p ¼ 1=
ffiffiffiffiffiffiffiffi
L̄ C̄

p
remains constant

along the chain. This article presents two devices, labeled
A and B, whose parameters are listed in Table I. In our
case, ζ is close to γ. All parameters are determined from
the geometry (see Appendix A for details), except the
Josephson inductance L̄ which is found by fitting the
experimental dispersion relation in the linear region, as
discussed in the next section.
To model the device theoretically, we use the classical

equations of motion for the superconducting phases ϕn on
each island n,

d2

dt2
½Cg

nϕn þ Cnþ1=2ðϕn − ϕnþ1Þ þ Cn−1=2ðϕn − ϕn−1Þ�

þ sinðϕn − ϕnþ1Þ
Lnþ1=2

þ sinðϕn − ϕn−1Þ
Ln−1=2

¼ 0: ð2Þ

TABLE I. Parameters of samples A and B. The main difference
is the modulation amplitude γ, which reflects directly in the width
of their photonic gap.

Device A B

Total SQUID number NJ 2160 2184
Length per SQUID a (μm) 3.3 3.3
Josephson capacitance C̄ (fF) 485 485
Ground capacitance C̄g (fF) 42.6 42.6
Zero-flux inductance L̄ (pH) 60.5� 1.1 61.7� 1.1
Josephson modulation amplitude γ 4% 2%
Ground capacitance modulation
amplitude ζ

3.2% 1.6%

Modulation period Np 40 42
Gap position (GHz) 7.45 7.15
Gap width (MHz) 350 200
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The linear dispersion is obtained by plugging into these
equations the modulated parameters as given by Eq. (1),
expanding sin θ ≈ θ, and looking for the solution in the
form

ϕnðtÞ ¼ ðAeikn þ Beiðk−GÞnÞe−iωt þ c:c: ð3Þ

The nonlinear pump propagation and the gap shift are
determined by expanding sin θ ≈ θ − θ3=6 in Eqs. (2),
substituting solution (3), retaining only terms proportional
to e�iðkn−ωtÞ, e�iðkn−Gn−ωtÞ, and solving self-consistently for
A, B, k for a given incident pump power (see Appendix B
for details). The signal amplification is obtained by adding
weak signal and idler waves ϕs

ne−iωst, ϕi
ne−iωit on top of the

previously determined pump solution, linearizing Eqs. (2)
with respect to ϕs;i

n , and solving the resulting linear
equations directly, without any a priori assumptions on
the spatial dependence of ϕs;i

n .

III. TRANSMISSION IN A NONLINEAR
PHOTONIC CRYSTAL

We first measure the dispersion relation in the linear
regime without the pump tone and at very low signal power.
The wave vector k is obtained by measuring the phase
along the STWPA, dividing by its full length LTWPA¼NJa,
and subtracting the phase measured with a dummy 50 Ω
line from it (see Appendix C). The 2π uncertainty intro-
duced by the absence of a signal for very low frequencies is
lifted by following the procedure described in [41].
Namely, we fitted the linear region at low frequencies with
an affine law in order to get the intercept, which is an
integer multiple of 2π. We then substract this intercept.
Once this calibration is done, we can fit the dispersion
relation with our model, leaving L̄ as the only fit
parameter, while the rest of the parameters (γ, NJ, Np,
C̄, C̄g) are set by the design and the fabrication process. We
observe a quasilinear dependence within the 3–9 GHz
band and a kink around 7 GHz corresponding to the
photonic gap [see Fig. 2(a)]. The inset of Fig. 2(a) shows
an enlargement on the gap region of sample A. The gap is
located near 7.25 GHz and is about 350 MHz wide. In the
rest of the article, all microscopic and fabrication param-
eters are fixed.
Although there is an overall good agreement between

theory and experimental data, there is a little discrepancy
regarding the exact wave vector and frequency position of
the gap. According to the theory, its wave vector position
should be G=2 ¼ 7.85 × 10−2 and its frequency 7.29 GHz.
Experimentally, we find 7.80 × 10−2 and 7.24 GHz, which
is a deviation of 0.6% and 0.7% from the expected value,
respectively. This should be understood as the precision of
our experimental method to obtain the dispersion relation.
To obtain a perfect frequency match of the gap position, we
allow up to 1.75% L̄ variation.

An important feature of this photonic crystal STWPA is
the dependence of the gap position on the incident pump
power. Understanding this nonlinear shift is of prime
importance since the pump frequency needs to be precisely
adjusted close to the gap whose frequency is shifted by the
pump power at the same time. There are two ways to
investigate this effect. The first one, that we call self-shift,
consists of sending an intense microwave tone around the
gap frequency and measuring transmission. Alternatively,
we can infer the cross shift by pumping the STWPA far
from the gap and by measuring its transmission using a

(a)

(b)

FIG. 2. (a) Dispersion relation of sample A measured at a
very low magnetic flux (Φ=Φ0 ¼ 0.1). The theoretical curve is a
fit to the linear dispersion relation with L̄ as a fit parameter.
The kink at 7 GHz is the photonic gap created by spatial
modulation. Inset: Close-up of the photonic gap. Theory agrees
with experimental data and reproduces the gap position with a
0.6% error. (b) Normalized probe transmission of sample A for a
signal power set to Ps ¼ −135 dBm and for different pump
powers (ωP=2π ¼ 6 GHz, green: PP ¼ −83.8 dBm, blue:
PP ¼ −70.3 dBm). The gap is shifted by more than its width
at large pump power. Inset: Color map of the probe transmission
versus probe frequency and pump power.
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probe tone. Experimentally, it is more difficult to access the
self-shift since the measurement time has to be matched to
the intrinsic dynamics of this nonperturbative phenomena,
in a way similar to what is done for JPA close to bifurcation
[56]. Hence, we focused on cross-shift measurements.
The probe transmission while STWPA is pumped at

6 GHz is shown on Fig. 2(b). At low pump power we
recover the linear transmission. At high power, we observe
up to 7 dB gain and a −3-dB bandwidth of 1.5 GHz. These
small gains and bandwidths are the consequences of poor
phase matching since the pump does not benefit from the
dispersive feature provided by the gap. More interestingly,
we observe a large shift of the gap frequency position
compared to the low pump-power case. This nonlinear shift
has the same order of magnitude as the actual gap width
(few hundreds of megahertz).
A comparison between data and theory is done by setting

all the parameters of the metamaterial to the values obtained
by the dispersion relation analysis. The only free parameter
is the pump power. Since this model reproduces success-
fully the nonlinear behavior of our STWPA over a broad
pump-power range, it provides an accurate method to
calibrate the attenuation of the input line. The calibration
of the input attenuation line has been carried out by taking
advantage of the large cross-shift of the gap frequency
position with respect to the pump power. We compared the
experimental pump power sent from the rf source at room
temperature to the theoretical pump power at the input of
the STWPA needed to make the photonic gap shift from its
initial frequency. The difference between the experimental
“hot” pump power and the theoretical “cold” pump power
gives an attenuation of 78.8 dB between the rf source
output and the STWPA input. This value is the sum of
the input line attenuation Asystem and the attenuation of
the pump amplitude within the STWPA ATWPA. Given the
small loss of the STWPA, it is taken as position indepen-
dent [41], such that ATWPA ¼ expðk00pNJaÞ, where

k00p ¼ ðk0p tan δÞ=2 is the imaginary part of the complex
wave vector (in the limit of small losses), NJa is the
total length of the STWPA, and tan δ is the loss tangent.
We find ATWPA ¼ 3.7 dB at 6 GHz. This result, giving
Asystem ¼ 75.1 dB, is in good agreement with the system
attenuation calculated at 6 GHz by summing all the discrete
attenuators (63.0 dB), power splitter (6.8 dB), filter
(2.0 dB), cryogenic temperature cables (80 cm, 1.5 dB)
and room-temperature cables (2.3 dB), giving 75.6 dB
and leading to a discrepancy of 0.5 dB, which can be seen
as the uncertainty of our calibration method. We then
decide to set the system attenuation to Asystem ¼ 75.1 dB�
0.5 dB. Attenuation calibration is described in detail in
Appendix D.

IV. PHASE-MATCHED AMPLIFICATION

We now report on the characteristics of the STWPAwhen
pumped close to the edge of the photonic band gap (Fig. 3).
Larger gain and bandwidth are expected since the nonlinear
phase shift is now compensated. Finding the correct pump
power and frequency is slightly trickier than for resonant
phase matching Josephson traveling-wave parametric
amplifier [41,46] since the gap moves when pump power
is changed. However, this issue is easy to overcome:
similarly to current pumped JPA, the optimal pump
configuration (frequency and power) must be found incre-
mentally. Whenever power is increased, the frequency must
be lowered to compensate its own backaction until optimal
gain is reached.
With sample A, we obtain a mean maximum gain around

18 dB over a 3-GHz bandwidth, from which 700 MHz
must be taken out given the photonic gap. We also observe
up to 5-dB gain ripples. Theoretical and experimentally
achieved gain are shown in Fig. 3. This gain profile was
taken with configuration ① (see Appendix C for more
details). Here, attenuation was again the only free parameter

FIG. 3. Gain profile of the STWPA at magnetic fluxΦ=Φ0 ¼ 0.2 and pump frequency 6.635 GHz and signal power Ps ¼ −117 dBm.
The theoretical gain profile (dashed black line) is obtained for a pump power Pinput ¼ −70.2 dBm.
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(79.5 dB at 6.6 GHz) and the measured gain is in very good
agreement with theory. Sample B shows smaller gain and
bandwidth [see Sec. VI] because of its smaller gap. This
feature is again well captured by our theoretical formalism. A
qualitative explanation is that a small curvature around thegap
can only provide a limited correction to the nonlinear phase
shift induced by the strong pump [46]. In the present case, the
curvature and size of the gap are directly linked sincewe use a
simple sinusoidal modulation. However, in principle, a more
advanced gap engineering could allow a more pronounced
curvature without a larger gap size, which reduces the usable
bandwidth of the amplifier.With sampleB, we observe about
1 dB gain ripples. For the same maximum gain (∼15 dB),
sample A displays about the same ripples amplitude. We
therefore believe these ripples come from impedance mis-
matches (see Appendix B 3), most likely localized between
the subminiatures A connectors of the sample holder and the
sample itself.
We further investigate the behavior of our STWPA by

probing backward amplification, that is, amplification
when signal and pump propagate in opposite directions.
Backward amplification could potentially happen in peri-
odic structures such as our STWPA and could be detri-
mental to the behavior of the device, creating gain ripples
and reducing threshold for parametric oscillations [36,45].
But more importantly this could affect the STWPA direc-
tionality and thus create a strong backaction on the
measured devices.
Choosing a conservative approach, we optimize the

pumping parameters to maximize backward amplification.

Probing backward gain is carried out with configuration ②,
discussed in Appendix C. This configuration allows us to
send the STWPA pump in one direction while measuring
the signal propagating in the opposite direction. We first
probe the signal gain in the standard way (pump and
signal have the same propagation direction) to get an
optimal set of pump frequency Ωopti and power Popti,
giving Ḡopti¼18dB. Pump tone is then sent through the
STWPA output while keeping the pump frequency fixed to
Ωopti. Signal gain is then probed while sweeping pump
power, since attenuation from one line to another can
change.
The highest backward gain we could obtain is shown in

Fig. 4(a) and stays below 5 dB.We attribute this small value
to two features of our STWPA. First, we achieve a good
impedance matching between the SQUID array and the
input and output lines. Second, the dispersion relation is
engineered with a low plasma frequency of 30 GHz. Then
the parasitic parametric processes coming from higher
Bloch bands are strongly suppressed since they are poorly
phase matched. As a last check, we compare the exper-
imental data to the theoretical backward amplification [see
Fig. 4(a)]. Again, theory and experimental data are in very
good agreement.

V. NOISE MEASUREMENTS

Noise performance of the STWPA is estimated by
measuring the noise power spectral density (PSD) at the
output of the whole measurement chain, when the pump is

(a) (b)

FIG. 4. (a) Backward gain measured with Φ=Φ0 ¼ 0.1 and pump frequency 6.9108 GHz. Expected gain is plotted for a pump power
Pinput ¼ −71.4 dBm. (b) Noise temperature of the STWPA. Measured PSD normalized by the system gain when the STWPA pump is
off (green solid line, the light green area corresponds to error bars) or on (blue solid line, the light blue area corresponds to error bars).
The red dotted line corresponds the standard quantum limit (SQL) of noise. The brown dashed line refers to the intrinsic noise of the
STWPA, which is slightly above the SQL because of internal losses. The black dashed line is the total calculated system noise
temperature. It is higher than the STWPA intrinsic noise temperature because of the finite STWPA gain. Noise ripples are caused by
STWPA gain ripples. Theory curves also have error bars since they rely as well on a careful calibration of the total system gain. For the
brown dashed line, it is between 40 mK (gain peak) and 50 mK (gain dip). For the black dashed line, it is between 60 and 260 mK.
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on and when it is off. We relate the measured noise PSD to
the system noise Tsyst as

PSD ¼ GsystkBTsyst; ð4Þ

where Gsyst is the system gain. We obtain Gsyst using an
accurate calibration of the input line (see Sec. III). The
system noise temperature is shown in Fig. 4(b). System
noise has been measured during the same run as backward
amplification with configuration ②. Unfortunately, the
impedance matching was slightly worse than with configu-
ration ① and the gain flatness degraded. System noise has
two main contributions, finite STWPA gain and intrinsic
loss within the STWPA. The first one causes oscillations in
Tsyst. Indeed, when the STWPA gain decreases, the noise
contribution of the following high electron mobility tran-
sistor (HEMT) amplifier increases. The second one directly
affects the STWPA noise temperature since signal is lost
while traveling inside the device.

STWPA intrinsic input noise, denoted TTWPA, is plotted
in Fig. 4(b) (brown dotted line, in kelvin). The system noise
[black dotted line, Fig. 4(b)] is calculated as

Tsyst ¼ TTWPA þ Tsyst;off=GTWPA; ð5Þ

where Tsyst;off is the measured system noise when
the STWPA pump is off [green dotted line, Fig. 4(b)]. The
system attenuation Asystem extracted previously from the
theory leads to a system noise between 0.5 and 2 K,
depending on the STWPA gain. This system noise is
explained by the STWPA intrinsic noise around 0.4 K
(brown dashed line) just above the standard quantum limit
(red dashed line) and the finite STWPA gain (see Sec. E).
We characterize the signal-to-noise ratio (SNR) improve-

ment and gain compression using the line calibration
described in Appendix D. SNR improvement measurement
is carried out by sending a very low power signal into the
system while probing the power spectral density with a
spectrum analyzer with a bandwidth of 20 kHz when the
STWPA pump is on and off. Data are normalized with
the total system gain. SNR improvement has been mea-
sured while the signal is sent on a gain peak and a gain dip.
We observe an improvement between 15 dB (gain peak)
and 10 dB (gain dip) in the SNR for an input signal
Psignal ¼ −135 dBm while we measure a 1-dB compres-
sion point P1 dB ¼ −100 dBm for a 20 dB reference gain
(see Appendix F).

VI. RESPONSE TO A FLUX OF THE SQUID
TRANSMISSION LINE

A useful and new feature of our STWPA is its flux
tunability. It allows for the band gap to be tuned and hence
the pump frequency. In situmodulation of the characteristic
impedance Zc is also an interesting capability to mitigate
the fabrication uncertainties, mainly regarding L̄. We now
report a detailed study of sample B to illustrate such feature.
A color map of its linear transmission as a function of
frequency and Φ=Φ0 is shown in Fig. 5(a). The photonic
gap lies at 7 GHz at zero flux and drops towards zero
frequency for fluxes close to jΦ=Φ0j ¼ 0.5. A jump in the
gap position is visible when it goes below 4 GHz.
This jump is hysteretic: It occurs at a different flux

whether the current is swept up or down [57]. This is a
characteristic signature of a non-negligible ratio β between
L̄JJ, the inductance of one junction of the SQUID and Ls,
the stray inductance of the whole superconducting loop
(β ¼ Ls=L̄JJ). As shown in the inset of Fig. 5(a), by
interpolating the gap position to low frequencies, we can
infer the position of the crossing between the zero fluxoid
domain and the �1 fluxoid domain. Furthermore, there is a
zone of coexistence between these domains. At zero
frequency, the amplitude of this coexistence zone is noted
Δc ¼ ΔΦdc=Φ0. Δc is directly proportional to the

(a)

(b)

(c)

FIG. 5. (a) Calibrated transmission versus flux and probe
frequency. Inset: interpolation of the gap position down to zero
frequency. The distance between two intercrossing domains at
zero frequency gives information about the SQUID stray induct-
ance. (b) Three gain profiles of device B for three different flux
points. Gain ripples evolve with flux bias. (c) Root-mean-square
values of gain ripples for 25 different flux biases. Each of this flux

is converted to a characteristic impedance
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð̄LÞðΦÞ=C̄g

q
. A local

minimum is found for a small-signal impedance equal to 48Ω.
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inductances ratio Δc ¼ β=2 [58]. From the interpolation
we find Δc ¼ 0.16, and thus β ¼ 0.32. Taking into account
the kinetic inductance of the wires connecting the two
Josephson junctions forming the SQUID, we find a loop
inductance Ls ¼ 21pH [22]. This translates into a ratio
β ¼ 0.21, which is on par with the measured one.
Our STWPA were designed to feature a characteristic

impedance below 50 Ω at zero flux. We then expect to
observe a decrease of the gain ripples down to a local sweet
spot, where the STWPA is perfectly matched to the external
circuitry. Three amplification profiles taken at different flux
are shown in Fig. 5(b). They all show 15-dB gain for a
2-GHz bandwidth. It appears clearly that ripples are
minimized for Φ=Φ0 ¼ 0.3. To quantitatively investigate
impedance dependence of gain ripples, we measured gain
profiles for more than 25 different magnetic fluxes from
zero flux to Φ=Φ0 ¼ 0.4. Each profile was smoothed using
Savitzky-Golay algorithm [59]. We then computed the
averaged root-mean-square (rms) difference between the
smoothed and experimental profile on a frequency band
ranging between 11 dB and the maximum gain (the band
corresponding to the gap is disregarded, see Appendix G
for details). The rms ripples value is plotted versus linear
impedance in Fig. 5(c). We observe the existence of a local
minimum, in a interval between 45 and 48 Ω, clearly just
below 50 Ω. This is expected as the Josephson inductance
increases when pumped, and we use linear inductance to
calculate flux dependent characteristic impedance. Ripples
do not reach zero at the sweet spot because of remaining
impedance mismatches between the setup and the STWPA.

VII. CONCLUSION

In conclusion, we demonstrate a new design of SQUID-
based traveling-wave parametric amplifier. This amplifier is
near quantum limited, compact, and directly compatible
with superconducting qubits integration. It features high
gain and large bandwidth despite its simple fabrication
process. The absence of resonant phase matching is
compensated by engineering the dispersion and opening
a photonic band gap. A good understanding of the non-
linear behavior of this Josephson photonic crystal opens the
door to further more fundamental experiments with such
devices [60]. Finally, we demonstrate the possibility to
implement TWPA made from SQUID, which could lead in
the future to third-order Kerr nonlinearity TWPA, based on
the SNAIL geometry [21,61–63] or to TWPAwith vanish-
ingly small fourth-order Kerr nonlinearity [64,65].
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APPENDIX A: FABRICATION PARAMETERS

The STWPA is one long array of NJ SQUID’s. Each
SQUID is made of two identical Josephson junctions,
undergoing a sinusoidal modulation of their height H.
Junctions are fabricated using a bridge-free technique [58].
This step is followed by the deposition of a 28-nm-thick
conformal layer of alumina via atomic layer deposition on
top of the array. Finally, 1 μm of copper is deposited on top
of the alumina, working as a top metallic ground. These
steps are shown schematically in Fig. 6(a). The inverted

First aluminum layer (20 nm)

Second aluminum layer (50 nm)

Tunnel barrier Alumina (28 nm)

Copper (1 m)

Step 1 Step 2 Step 3

H

Island n
Island n+1

SQUID n+1/2

(a)

(b)

FIG. 6. Screening effect of the ground capacitance. (a) Longi-
tudinal cut of a junction during the fabrication process. The first
step is a double angle evaporation of aluminum via bridge-free
technique with θ ¼ 35°. The overlap between the two layers
define the height H of a junction. Second step is a conformal
deposition of alumina using atomic layer deposition. Third step is
a sputtering of a thick copper layer. The bottom layer is mostly
screened by the top layer. (b) Top view of the junctions. In this
example, this short array is composed of three SQUID’s labeled
n − 1=2, nþ 1=2, nþ 3=2, and two superconducting islands, n
and nþ 1. Regarding the superconducting island, the capacitance
between the bottom layer and the top ground is much smaller than
that between the top layer and the top ground as the hatched
region of the bottom layer is totally screened by the top layer.

LUCA PLANAT et al. PHYS. REV. X 10, 021021 (2020)

021021-8



stripline geometry with very close ground allows us to have
a precise value of the ground capacitance Cg.
In our geometry, given the extreme closeness of the

ground, the capacitance between the bottom layer and the
ground is much smaller than that between the top layer and
the ground. Thus, the two neighboring junctions do not
have the same value of Cg. Nonetheless, the effect of this
double periodicity can be discarded as it only affects the
dispersion near the plasma frequency (30 GHz) and we
work at frequencies around 7 GHz. At such low frequen-
cies, it is the ground capacitance per unit length that counts,
so one can use the mean value of the two islands to
determine the average C̄g ¼ 42.6 fF. Furthermore, the
region of the bottom layer which is not screened by the
top layer, does not depend on the junction height H. Thus,
it decreases the effective modulation amplitude of the
ground capacitance ζ.
The Josephson capacitance is taken as 45 fF per square

micrometer. The area of each junction is given by H ×W
(see Figs. 6(a) and 6(b)), and each SQUID consists of two
junctions. As a result, the average SQUID has a Josephson
capacitance C̄ ¼ 485 fF.
Since Josephson inductance is exponentially sensitive to

the tunnel junction thickness, the average inverse induct-
ance L̄−1 is the most sensitive fabrication parameter whose
value cannot be reliably determined from the geometry.
Thus, it was determined by fitting the dispersion relation.

APPENDIX B: THEORY OF THE JOSEPHSON
PHOTONIC CRYSTAL TRAVELING-WAVE

PARAMETRIC AMPLIFIER

1. Pump-wave propagation

We assume the pump propagation to be unaffected by
signal and idler, so it can be studied separately. The solution
for the pump will then determine signal and idler propa-
gation. We assume both the modulation amplitude and the
nonlinearity strength to be weak; even in this case finding
the pump wave represents a nontrivial problem when the
pump frequency is close to the gap. The reason is that near
the gap, the solution is given by a nonperturbative mixture
of two plane waves, whose coefficients can be significantly
affected even by a weak nonlinearity. As a result, the gap
position in frequency depends on the amplitudes of both
waves. These, in turn, depend on the pump power in a
nontrivial way: for a fixed incident external power, some
power is reflected back, while the power that enters the
chain is sensitive to the dispersion inside the chain (e.g., the
gap position), which, in turn, depends on the wave
amplitudes inside the chain. Thus, the pump reflection at
the chain end as well as its propagation inside the chain
should be determined self-consistently for a given external
incident pump power. This is quite different from the
approach adopted in most studies on TWPA, where the
spatial shape of the pump wave is assumed to be unaffected

by the weak nonlinearity (in particular, see Ref. [36], where
the Bloch functions of a spatially modulated amplifier were
taken to be power independent).
We model the chain as a sequence of superconducting

islands, labeled by an integer n ¼ 0; 1;…; N. The dynami-
cal variables are the superconducting phases ϕn which
satisfy the following equations of motion in the bulk of
the chain:

d2

dt2
½Cg

nϕn þ Cnþ1=2ðϕn − ϕnþ1Þ þ Cn−1=2ðϕn − ϕn−1Þ�

þ sinðϕn − ϕnþ1Þ
Lnþ1=2

þ sinðϕn − ϕn−1Þ
Ln−1=2

¼ 0: ðB1Þ

Here, Cg
n is the capacitance between the nth island and the

ground, while Cnþ1=2 and Lnþ1=2 are the capacitance and
the Josephson inductance of the junction between the
islands n and nþ 1 (hence the half-integer index). In the
following, the Josephson nonlinearity will be expanded to
the leading order, sin θ ≈ θ − θ3=6.
The inductances and the capacitances are assumed to have

a weak spatial modulation given by Eq. (1). It is convenient
to introduce the plasma frequency ω∞ ¼ 1=

ffiffiffiffiffiffiffiffi
L̄ C̄

p
and the

Coulomb screening length ls ¼
ffiffiffiffiffiffiffiffiffiffiffi
C̄=C̄g

p
. Assuming the

pump to be (i) monochromatic and (ii) a mixture of at most
two resonant plane waves, we look for the solution of
Eq. (B1) in the form

ϕp
nðtÞ ¼ ðAeikn þ Beikn−iGnÞe−iωpt þ c:c:; ðB2Þ

whereωp is the pump frequency, determined by the external
source, while the amplitudes A, B and the wave vector k
should be determined from the equations; “c.c.” stands for
the complex conjugate. We assume 0 < k < G, substituting
this expression in Eq. (B1), omitting high spatial and
temporal harmonics, and approximating sinðk=2Þ ≈ k=2,
sinðG=2−k=2Þ≈G=2−k=2, cosðk=2Þ≈cosðG=2−k=2Þ≈1,
we obtain

�
ω2
p

ω2
∞l2

s
− k2

�
1 −

ω2
p

ω2
∞

�
þ k4

2
jAj2 þ k2ðG − kÞ2jBj2

�
A

þ
�
ζ

2

ω2
p

ω2
∞l2

s
þ γ

2
kðG − kÞ

�
1 −

ω2
p

ω2
∞

��
B ¼ 0; ðB3aÞ

�
ζ

2

ω2
p

ω2
∞l2

s
þ γ

2
kðG − kÞ

�
1 −

ω2
p

ω2
∞

��
A

þ
�

ω2
p

ω2
∞l2

s
− ðG − kÞ2

�
1 −

ω2
p

ω2
∞

�
þ k2ðG − kÞ2jAj2

þ ðG − kÞ4
2

jBj2
�
B ¼ 0: ðB3bÞ

From these equations, one can obtain the linear dispersion
relation by neglecting jAj2 and jBj2 inside the square
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brackets and looking for k such that the obtained linear
system for A and B admits a nonzero solution. In the
nonlinear case, Eqs. (B3a) and (B3b) represent just two
equations for three unknown quantities k, A, B. To close the
equations, one should relate A and B to the incident power
Pin, which represents another external control parameter, in
addition to ωp.
To describe the incident microwave, we model the

circuit to the left of the n ¼ 0 island as a linear LC
transmission line. Formally, this corresponds to taking the
same equations (B1) and setting Cg

n → CTL, Cnþ1=2 → 0,
Lnþ1=2 → LTL, as well as linearizing sinðϕn − ϕnþ1Þ →
ϕn − ϕnþ1 for all n < 0. The transmission line impedance
ZTL is then given by ZTL ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

LTL=CTL

p
. The solution for

n ≤ 0 is the sum of the incident and reflected wave,

ϕp
n<0ðtÞ ¼ ðAineikTLn þ Are−ikTLnÞe−iωpt þ c:c:;

with kTL ¼ ωp
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
LTLCTL

p
. Solution (B2) being valid at

n ≥ 0, the continuity at n ¼ 0 requires

Ain þ Ar ¼ Aþ B; ðB3cÞ

while Eq. (B1) at n ¼ 0 gives

iωpL1=2

ZTL
ðAin − ArÞ

¼
��

1 −
ω2
p

ω2
∞

�
ð1þ γÞ − jkAþ ðk −GÞBj2

2

�
× ½ikAþ iðk −GÞB�: ðB3dÞ

The pump reflection at n ¼ N is neglected.
Finally, using the relation between the voltage Vn and the

phase, dϕn=dt ¼ 2eVn=ℏ (with e > 0, the electron charge
being−e), we express the incident power Pin in terms of the
amplitude Ain:

Pin ¼
2ℏ2ω2

p

ZTLð2eÞ2
jAinj2: ðB3eÞ

We can also determine the power carried by the pump wave
inside the chain. Defining it as the rate of change of all
energy to the right of the site n ¼ 0,

P ¼ d
dt

X∞
n¼1

ℏ2

ð2eÞ2
Cg
n _ϕ

2
n þ Cnþ1=2ð _ϕn − _ϕnþ1Þ2

2

þ d
dt

X∞
n¼1

ℏ2

ð2eÞ2
1 − cosðϕn − ϕnþ1Þ

Lnþ1=2
; ðB4Þ

and using Eq. (B1), we obtain

P ¼ ℏ2

ð2eÞ2
_ϕ1

�
C1=2ðϕ̈0 − ϕ̈1Þ þ

sinðϕ0 − ϕ1Þ
L1=2

�
: ðB5Þ

Inserting solution (B2), we obtain

P ¼ 2ωpEJ½ðk −G=2ÞjAþ Bj2 þ ðG=2ÞðjAj2 − jBj2Þ�

×

��
1 −

ω2
p

ω2
∞

�
ð1þ γÞ − jkAþ ðk −GÞBj2

2

�
: ðB6Þ

Equations (B3a)–(B3e) form a closed system for five
unknown quantities A, B, Ain, Ar, k. While Ain and Ar are
straightforwardly eliminated using Eqs. (B3c) and (B3e),
solution of the remaining three equations represents a
nontrivial task. Depending on the parameters, these equa-
tions may have no solutions (corresponding to the non-
linear gap for the pump), or may have several solutions.
Moreover, not all these solutions necessarily propagate in
the right direction. Generally, it is not obvious a priori, in
which direction the wave (B2) is propagating, since it
contains both positive and negative wave vectors. In this
situation, one should look where the energy is flowing.
Namely, for each solution, Eq. (B6) can be evaluated, and
solutions corresponding to P < 0 must be discarded.
Indeed, such solutions correspond to the energy propagat-
ing in the opposite direction (we inject the pump on the left
end of the chain, and want the energy to propagate from left
to right). We note that the nonlinear dispersion shown in
Fig. 7 shows two physical solutions for a given frequency,
in a certain frequency range. This is a manifestation of the
nonperturbative nature of the self-consistent nonlinear
problem: The situation with multiple solutions cannot be

FIG. 7. Pump dispersion ωp vs k in the linear case (dashed line)
and at −71-dBm incident power (symbols) determined by
looking for solutions of Eqs. (A3a)–(A3e) for each pump
frequency from 6 to 8 GHz. Thick symbols indicate the physical
branches with P > 0, thin symbols—unphysical branches with
P < 0. Note the existence of two physical solutions in a narrow
interval of ωp around 6.8 GHz. Investigation of their stability is
beyond the scope of this paper.
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obtained by a smooth deformation of the single linear
solution. A detailed study of possible solutions for the
propagating pump and their stability represents a separate
and nontrivial theoretical problem and is beyond the scope
of the present paper. An even more complex problemwould
be to include the pump reflection at n ¼ N. Indeed, the
reflected pump wave would propagate at a (generally
speaking) different wave vector, and it would give rise
to the doubly reflected wave (from the n ¼ 0) as well as
various nonlinear combinations. The consistent description
of the system would then require the solution of N
nonlinear equations for all ϕp

n in the chain. Here, we solve
the equations iteratively by varying ωp and approaching the
gap region either from higher or lower frequencies, thereby
reconstructing the two branches of the power-dependent
pump dispersion, as illustrated in Fig. 7.

2. Signal and idler waves

Having found the solution of Eq. (B1) for the pump in
the form (B2), we add a weak perturbation oscillating at
two other frequencies, ωs (signal) and ωi ¼ 2ωp − ωs
(idler):

ϕnðtÞ¼ϕp
nðtÞþðϕs

ne−iωstþc:c:Þþðϕi
ne−iωitþc:c:Þ: ðB7Þ

Substituting this expression into Eq. (B1), linearizing
with respect to ϕs

n and ϕi
n, and omitting high harmonics,

we obtain a closed set of linear equations for ϕs
n and

ϕ̄i
n ≡ ðϕi

nÞ�:

ω2
s

ω2
∞l2

s
ð1þ ζ cosGnÞϕs

n þ Jsnþ1=2 − Jsn−1=2 ¼ 0; ðB8aÞ

ω2
i

ω2
∞l2

s
ð1þ ζ cosGnÞϕ̄i

n þ J̄inþ1=2 − J̄in−1=2 ¼ 0; ðB8bÞ

where we introduced compact notations

Jsν≡ ð1þ γ cosGνÞ

×

��
1−

ω2
s

ω2
∞
− j∂ϕp

ν j2
�
∂ϕs

ν−
1

2
ð∂ϕp

ν Þ2∂ϕ̄i
ν

�
; ðB9aÞ

J̄iν≡ ð1þ γ cosGνÞ

×

��
1−

ω2
i

ω2
∞
− j∂ϕp

ν j2
�
∂ϕ̄i

ν−
1

2
½ð∂ϕp

ν Þ��2∂ϕs
ν

�
; ðB9bÞ

and denoted ∂ϕν ≡ ϕνþ1=2 − ϕν−1=2. These expressions
with ν ¼ 1=2; 3=2;…; N − 1=2 define equations (B8a),
(B8b) for n ¼ 1; 2;…; N − 1. To close the system, we
need two equations for n ¼ 0 and two more for n ¼ N.
Note that in the description of the pump wave no boundary
condition at n ¼ N was invoked; this was because the
pump reflection was neglected, so the propagation was the

same as in a semi-infinite chain. For the signal and idler
waves we want to include the reflection; even though weak
due to impedance matching, the reflected waves might be
amplified, and we want to account for this process.
As before, we model the circuit to the left of n ¼ 0 and

to the right of n ¼ N as a linear LC transmission line with
the same parameters LTL, CTL. We assume that on the left
we have a given incoming signal with amplitude As

in, an
unknown outgoing signal with amplitude As

in − ϕs
0 (as

follows from the continuity at n ¼ 0), zero incoming idler,
and unknown outgoing idler with amplitude ϕi

0, while on
the right we have only outgoing signal and idler with
unknown amplitudes ϕs;i

N . This amounts to defining Js−1=2
and Js;iNþ1=2 in Eqs. (B8a) and (B8b) for n ¼ 0, N as

Js−1=2 →
∂ϕs

−1=2

LTLω
2
∞l2

sCg
¼ iωs

ω∞ls

Zg

ZTL
½2As

in − ϕs
0�; ðB10aÞ

Ji−1=2 →
∂ϕ̄i

−1=2

LTLω
2
∞l2

sCg
¼ iωi

ω∞ls

Zg

ZTL
ϕ̄i
0; ðB10bÞ

JsNþ1=2 →
∂ϕs

Nþ1=2

LTLω
2
∞l2

sCg
¼ iωs

ω∞ls

Zg

ZTL
ϕs
N; ðB10cÞ

JiNþ1=2 →
∂ϕ̄i

Nþ1=2

LTLω
2
∞l2

sCg
¼ −

iωi

ω∞ls

Zg

ZTL
ϕ̄i
N; ðB10dÞ

where we define the impedances ZTL ≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
LTL=CTL

p
, Zg ≡

1=ðω∞lsCgÞ of the transmission line and of the chain,
respectively. Now the linear system (B8a), (B8b) is closed,
so all ϕs;i

n can be found by the brute force numerical
solution of this system. The resulting amplitudes are all
proportional to As

in, so the ratios ϕ
s
N=A

s
in and ðAs

in − ϕs
0Þ=As

in
give the signal amplification in transmission and reflection,
respectively.
The described procedure is very general and does not

make any a priori assumptions on which waves are
amplified; waves propagating forward, or reflected back,
or even evanescent (if the signal or idler frequency happens
to be in the gap) are all treated on equal footing. We can
afford this because the solution of a linear system, even a
relatively large one (N ∼ 2000), can be obtained numeri-
cally in an efficient and reliable way. A general description
of the pump wave including all reflections and combina-
tions would require a solution of N nonlinear equations, a
much more complex numerical task. Thus, for the pump
wave we neglect the reflection at n ¼ N and restrict
ourselves to the simple form Eq. (B2).
To gain some qualitative insight into the amplification

process, one should analyze the structure of the solution for
ϕs
n. In Fig. 8(a) we plot jϕs

nj2, which shows the exponential
growth in the forward direction, corresponding to the
amplification. The wave content of the obtained solution
can be better inferred via its spatial Fourier transform,
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ϕsðkÞ ¼
XN
n¼0

ϕs
ne−ikn: ðB11Þ

We plot jϕsðkÞj2 Fig. 8(b). It shows three peaks, corre-
sponding to the three components of the signal wave at
ks > 0, −ks < 0, and ks −G < 0. The −ks component
corresponds to the reflected wave.
It has been pointed out [45] that a TWPA with periodic

spatial modulation is potentially subject to the parasitic
effect of backward parametric amplification. Namely, if the
pump wave has the profile ϕp

n ¼ Apeikpn þ Bpeiðkp−GÞn,
and the amplification of the signal and idler waves with ks,
ki > 0 is efficient due to phase matching with the kp ≈ G=2
component of the pump, 2kp ≈ ks þ ki, this may automati-
cally yield phase matching of −ks, −ki with the kp − G
component of the same pump, −ks − ki ≈ 2ðkp − GÞ, as
shown schematically in Fig. 9.
To study possible phase-matched combinations, let us

assume ωs, ωi to be sufficiently far from the gap, so that
one can straightforwardly define the signal and idler
dispersion, corrected by the pump:

k2s;i ¼
ω2
s;i=ðω∞lsÞ2

1 − ω2
s;i=ω

2
∞ − k2pjApj2 − ðkp −GÞ2jBpj2

: ðB12Þ

This expression follows from Eqs. (B8) when terms propor-
tional to eiðks−GÞn, eiðki−GÞn are neglected. Wave vector
mismatch for several combinations is plotted in Fig. 10.
(When all frequencies are near the gap, it is not possible to
define a simple expression for wave vectors and a single

(a)

(b)

FIG. 8. (a) jϕs
nj2 for pump frequency equals to 6.901 GHz and

−70 dBm incident power. Signal frequency is 6.15 GHz. (b) Fou-
rier transform jϕsðkÞj2 of the signal shown in (a).

FIG. 9. A schematic view of the gapped dispersion (red curves,
the dashed ones corresponding to folded dispersion) in the
extended Brillouin zone picture. The green circles correspond
to the two components of the pump wave with wave vectors
kp > 0 and kp − G < 0, corresponding to the frequency ωp near
the gap edge. The purple stars represent signal and idler wave
vectors ks, ki > 0, corresponding to the frequencies ωs, ωi, while
the gray stars represent −ks, −ki, corresponding to the same
frequencies. For kp ≈ G=2, phase matching of ks, ki with 2kp may
automatically yield phase matching of −ks, −ki with 2ðkp − GÞ
leading to potentially dangerous backward amplification.

FIG. 10. Wave vector mismatch for four wave combinations—
candidates for amplification. The solid line corresponds to the
desired amplifier operation. The dashed line corresponds to the
potential parasitic amplification of backward propagating signal
and idler. The two dotted lines correspond to signal and idler
propagating in opposite directions. Pump frequency and power
are 6.901 GHz and −70 dBm, respectively.
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combination characterizing the phase mismatch, so the
simple picture of Fig. 10 is not valid; still, the bandwidth
of our TWPAwell exceeds the gap width, so the assumption
of ωs, ωi being far from the gap is justified in most of the
frequency interval.) From the figure it is seen that the
standard forward amplification process has the smallest
phase mismatch, while for the parasitic backward amplifi-
cation it is significantly higher. This happens because the
detuning of the pump-wave vector kp from G=2 in our
experiment, although small, (jkp −G=2j ¼ 0.013), while
G=2 ¼ 0.0785 is sufficient to suppress the phase matching
for the backward amplification. This mismatch can also be
understood graphically using Fig. 9. The forward process
involves the green circle and the two purple stars. The three
of them are well aligned. On the other hand, the backward
amplification is described by the green circle and the gray
stars. Their misalignment appears clearly.

3. Gain ripples in a Fabry-Perot cavity with
amplification

The origin of the observed gain ripples and the difference
in their amplitude between samples A and B can be
understood from a very simple model without invoking
the full theory of the previous subsection. Let us model the
STWPA as a Fabry-Perot cavity formed by two identical
mirrors whose reflection and transmission coefficients are
real and given by r and t, respectively, with r2 þ t2 ¼ 1
[Fig. 11(a)]. The signal wave experiences multiple reflec-
tions inside the cavity, and we assume that upon each
forward passage its amplitude is amplified by a (complex)
factor Λ, while on the backward passage the amplification
is neglected. In addition, each passage produces a phase
factor eiksNJ. The resulting total amplitude transmission of
the whole structure is given by the sum over multiple
reflections:

ttot ¼ tΛeiksNJ tþ tΛeiksNJreiksNJrΛeiksNJ t

þ tΛeiksNJreiksNJrΛeiksNJreiksNJrΛeiksNJ tþ…

¼ t2ΛeiksNJ

1 − r2Λe2iksNJ
: ðB13Þ

The power gain is then given by

jttotj2 ¼
t4jΛj2

1þ r4jΛj2 − 2r2jΛj cosð2ksNJ þ argΛÞ : ðB14Þ

The ripples come from the cosine term in the denominator.
It appears then clearly that their amplitude is higher for a
larger gain.
To be quantitative, for Λ we employ the standard

expression [45]:

Λ ¼
�
cos gNJ −

iΔk
2g

sin gNJ

�
eiΔkNJ=2; ðB15Þ

where Δk ¼ 2kp − ks − ki is the mismatch of the wave
vectors, determined by Eq. (B12). The gain coefficient g ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
κsκ

�
i − ðΔk=2Þ2

p
, where

κs ¼
ð2kp − kiÞkski

LCgω2
s

k2pZ2
TL

16L2ω2
p

I2p
I2c

; ðB16Þ

Ip is the peak current of the pump, Ic is the SQUID critical
current, and κi is obtained by exchanging the subscripts
(s ↔ i). In Fig. 11(b), we set the reflection coefficient to
r ¼ 0.14 and plot the signal power gain jttotj2 for three
different pump currents Ip. Naturally, higher pump currents
produce larger maximum gain. We also observe an increase
in the ripples amplitude. In Fig. 11(c), we set r ¼ 0.18 and
plot the signal power gain for the same pump currents. The
maximum gains are the same but ripples have a larger
amplitude and we note the same dependence of their
amplitude and the maximum gain on the pump current.

APPENDIX C: EXPERIMENTAL SETUP

The samples were measured with a vector network
analyzer (model ZNB20 from Rohde & Schwarz) in a

(a)

(b) (c)

FIG. 11. (a) Modeling of the STWPA as a pumped Fabry-Perot
cavity. Both input and output of the STWPA are modeled as
semireflective mirrors with transmission coefficient t and reflec-
tion coefficient r (t2 þ r2 ¼ 1). We consider that the counter-
propagating signal is not amplified [see Fig. 4(a)]. (b) Signal
power gain for different pump current Ip (green: Ip ¼ 0.4Ic,
brown: Ip ¼ 0.45Ic, and red: Ip ¼ 0.5Ic). Larger pump current
leads to higher maximum gain and larger ripples. The reflection
coefficient is set to r ¼ 0.14 (c) Same parameters, but the
reflection coefficient r ¼ 0.18. As expected, ripples have higher
amplitude.
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dilution refrigerator with a base temperature of 25 mK.
An additional microwave source (Rohde & Schwarz SMB
100 A) was used as a pump, while a global magnetic field
was applied via an external superconducting coil powered
by dc current source (HP 3245 A). Both the coil and the
sample were held inside a mu-metal magnetic shield. There
are two measurement configurations: the first configuration,
labeled ①, is a standard configuration where the STWPA is
directly followed by two isolators and a commercial HEMT
amplifier (model LNF-LNC1-12A from Low Noise
Factory), whereas the second configuration, labeled ②, has
a microwave circulator (4 GHz–8 GHz) between the output
of the STWPA and the isolators to probe the backward gain,
i.e., the amplification of any signal counterpropagating with
respect to the pump direction (see Fig. 12). Configuration ②
can be used to measure both in a standard way (signal
and pump propagating in the same direction) and backward
gain (opposite directions). Experimental data shown on
Figs. 2, 4(a), and 4(b) were taken with configuration ②.
The rest was taken with configuration ①.
Attenuation and phase calibrations of the setup have

been done by measuring a dummy 50 −Ω coplanar wave-
guide transmission line prior to the STWPA. This setup
calibration protocol requires two cooldowns but is expected
to be as precise as using an in situ microwave switch, since
we have noticed that the attenuation in the lines differs by
less than 0.5 dB from one cooldown to another.

APPENDIX D: INPUT LINE CALIBRATION

Calibration of the input line has been carried out by
taking advantage of the power dependent cross-Kerr shift of
the gap frequency position. We calibrated precisely the

input line at 6 GHz, since we calibrated the added noise of
the STWPA between 5.995 and 6.145 GHz. As shown in
Sec. III, by sending a powerful pump tone at 6 GHz, we
observe a red shift due to Kerr effect, as predicted by
the theory. Since all the array parameters are set during
the linear response study (fit of the linear dispersion
relation), the only remaining free parameter to get an
agreement between theory and experience is the pump
power. Thus, by comparing the pump power needed to shift
the gap by Δf experimentally and theoretically, we can in
principle infer the attenuation between the output of the
pump source and the input of the STWPA. As shown in
Fig. 13, by keeping the attenuation between the exper-
imental and theoretical pump powers constant to −78.8 dB,
we manage to reproduce very well the maximum gain,
bandwidth, and frequency position of the gap. In the inset,
we report the pump power needed to obtain the same gap
frequency shift. We obtain a linear relation between the
“hot” and “cold” pump power. The slope gives the total
attenuation Atotal ¼ −78.8 dB.
As explained in Sec. III, this total attenuation takes into

account the attenuation of the system Asystem and the
attenuation due to the STWPA itself ATWPA. In order to
discriminate them, we have ATWPA ¼ expðk00pNJaÞ, where
k00p ¼ ðk0p tan δÞ=2 is the imaginary part of the pump-wave
vector calculated from our theory, NJa is the total length of
the array and tan δ is the high power loss tangent, inferred
from experimental results. We find ATWPA ¼ −3.7 dB.

APPENDIX E: NOISE CANCELLATION

In this section, we make explicit the methodology
followed to get the input noise of the system composed
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FIG. 12. Measurement setup. Configuration ① is a standard
microwave transmission measurement setup. Configuration ② has
one more input line. This configuration can be used for the same
purpose as ① (pump and signal propagate in the same direction),
or to probe backward gain (pump and signal propagate in
opposite directions). Attenuators and filter of the leftmost and
middle rf lines are nominally identical.

FIG. 13. Calibration via cross-Kerr shift. Comparison between
experiment (full lines) and theory (dashed lines) for a pump tone
sent at 6 GHz at various power. This figure is similar to Fig. 2, but
with more pump power, demonstrating the robustness of the
model. Inset: experimental and theoretical pump power needed to
get the same frequency shift of the gap. The linear fit gives a
system attenuation Atotal ¼ −78.8 dB.
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of the STWPA, the HEMTamplifier, and the room-temper-
ature amplifier. The reference plane for this system noise
characterization is defined at the input of the STWPA, point
P1. We make the assumption that the noise at the system
input P1 [in Fig. 14(a)] is only made of quantum noise NQ.
We measure a PSD that equals the noise of the whole
system by using a spectrum analyzer plugged at the system
output P4 [in Fig. 14(a)]. This system can be modeled
as a single amplifier Gsystem with an input noise Tsystem [see
Fig. 14(b)]. The total system gain Gsystem is known by
measuring the full transmission jS21j (at very low power),
and subtracting the system attenuation Asystem from it (see
Fig. 14). Whether the STWPA pump is on or off [blue and
green lines, respectively, in Fig. 4(b)], we obtain a system
noise close to the quantum limit or a system noise around
T 0
HEMT ¼ 15 K. Two important points must be stressed.

First, the system noise when the STWPA pump is off is
higher than just the HEMT noise temperature (3 K) because
of the attenuation between the HEMTand the system input,
ATWPA and A. Second, the system noise does not reach the
quantum limit when the STWPA is pumped. This is the
consequence of losses within the STWPA and finite gain of
the STWPA compared to the effective HEMT noise.

We first calculate what would be the STWPA noise itself.
We follow Macklin et al. [41] and model the STWPA as a
cascade of NJ cells made of an attenuator and an amplifier.
Each attenuator is given by Ai ¼ ATWPA;LP=NJ where
ATWPA;LP ¼ −5 dB is the attenuation within the STWPA
for very low power, and each amplifier has a gain Gi ¼
GTWPA=NJ (see Fig. 15). In this model, every amplifier is
quantum limited with an added noise of half a quanta NQ

and we consider that the input noise of the first unit cell is
quantum limited (N0 ¼ NQ). At each point Pi, the noise in
terms of added quanta is

Ni ¼ Ni−1AiGi þ NQð1 − AiÞGi þ NQðGi − 1Þ: ðE1Þ

Finally, the output STWPA noise at point PNJþ1 can be
normalized by the total transmission of the STWPA
GTWPA × ATWPA and translated in a noise temperature
denoted TTWPA. We can therefore estimate the added noise
by the STWPA alone [brown dotted line in Fig. 4(b)]. To
take into account the second noise channel, namely the
effective HEMT noise temperature, we simply consider
the total system noise as being Tsystem ¼ TTWPA þ T 0

HEMT=
GTWPA, giving the black dotted line in Fig. 4(b). We
identify why the system does not show strictly quantum-
limited noise: internal dielectric loss and finite gain of
the STWPA.

APPENDIX F: SNR IMPROVEMENT AND
GAIN COMPRESSION

In this section, we show the SNR improvement of a
signal sent at very low power (−135 dBm) and frequency
corresponding to a peak and a dip in the STWPA gain
(6.1300 and 6.0700 GHz, respectively). We plot on the
same figure (see Fig. 16) the PSD read with the spectral
analyzer when the STWPA pump is on and off and
normalize it by the total system gain (see Fig. 14). We
observe a SNR improvement of 15 dBm at a gain peak and
10 dBm on a gain dip.
We also investigate the power saturation of the same

STWPA, in the same configuration. Knowing the attenu-
ation of the input line, we can infer the power required to
compress the gain by 1 dB. In Fig. 17, we plot the gain at a
constant frequency fsignal ¼ 6.130 GHz. We observe a gain
increase at intermediate signal power and a drop for higher
signal power. We believe this gain rise is caused by power
dependent losses within the STWPA, which are decreasing
when the signal power increases, as we also observed when
the STWPA pump is off. An alternative explanation of this
gain rise could be given. Indeed a similar effect was
observed in resonant Josephson parametric amplifiers
and explained by Kerr nonlinearity [20]. We do not have
strong experimental proofs to discard either one of these
explanations. The only clue is that we systematically
observed a gain rise with increasing power and never a

(a)

(b)

FIG. 14. Schematic representation of the system in terms of
attenuators and amplifiers. (a) The system attenuation is Asystem.
Inside the dotted box, there is the STWPA, modeled as an
attenuator combined with a lossless amplifier, followed by an
unknown attenuation A and the rest of the chain (HEMT and
room-temperature amplifier), whose input noise is dominated by
the HEMT noise. (b) Simpler modeling of the system as a single
amplifier Gsystem, whose input noise Tsystem depends on whether
or not the STWPA pump is turned on.

FIG. 15. Modeling of the STWPA as a cascade of attenuators
and amplifiers. Every attenuator Ai is equal to ATWPA;LP=NJ and
every amplifier Gi is equal to GTWPA=NJ . We make the
assumption that every amplifier is quantum limited with an input
noise NQ ¼ 1=2.
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gain drop first, contrary to what is reported by Liu and co-
workers [20]. For higher signal power, the gain starts to
drop. We measure a 1-dB compression point of −100 dBm
for a 20-dB reference gain (see Fig. 17).

APPENDIX G: rms VALUE OF GAIN RIPPLES

In this section, we explain how we extract the root-mean-
square value of the gain ripples for sample B. As explained
in Sec. VI, we fit the different gain profile with a Savitzky-
Golay filter in order to smooth it, on a −3-dB band as
shown in Fig. 18 for eight different magnetic fluxes. We
then define the standard deviation as

W ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ΣfðGexp;f −Gsmooth;fÞ2

N

s
: ðG1Þ

W is plotted as the rms value of the gain ripples in the main
text for more than 25 different gain profiles taken at
different magnetic fluxes. The rms value is plotted as a
function of the small-signal characteristic impedance
ZcðΦÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L̄ðΦÞ=C̄g

p
. C̄g is kept the same for all magnetic

fluxes while L̄ðΦÞ is inferred by fitting the dispersion
relation for each corresponding flux.
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Université de Grenoble, 2011.

[59] A. Savitzky and M. J. E. Golay, Smoothing and Differ-
entiation of Data by Simplified Least Squares Procedures,
Anal. Chem. 36, 1627 (1964).

[60] A. L. Grimsmo and A. Blais, Squeezing and Quantum State
Engineering with Josephson Travelling Wave Amplifiers,
npj Quantum Inf. 3, 20 (2017).

[61] A. B. Zorin, Josephson Traveling-Wave Parametric Ampli-
fier with Three-Wave Mixing, Phys. Rev. Applied 6, 034006
(2016).

[62] A. B. Zorin, M. Khabipov, J. Dietel, and R. Dolata, Trav-
eling-Wave Parametric Amplifier Based on Three-Wave

LUCA PLANAT et al. PHYS. REV. X 10, 021021 (2020)

021021-18

https://doi.org/10.1063/1.4980102
https://doi.org/10.1063/1.4980102
https://doi.org/10.1063/1.5063252
https://doi.org/10.1147/rd.44.0391
https://doi.org/10.1147/rd.44.0391
https://doi.org/10.1103/PhysRevB.95.104506
https://doi.org/10.1063/1.2750520
https://doi.org/10.1088/0957-4484/21/44/445202
https://doi.org/10.1088/0957-4484/21/44/445202
https://doi.org/10.1038/s41467-018-06386-9
https://doi.org/10.1038/s41467-018-06386-9
https://doi.org/10.1063/1.5098469
https://doi.org/10.1063/1.5098469
https://doi.org/10.1126/science.aaa8525
https://doi.org/10.1109/TMAG.1985.1063777
https://doi.org/10.1109/TMAG.1985.1063777
https://doi.org/10.1063/1.116845
https://doi.org/10.1103/PhysRevB.87.144301
https://doi.org/10.1103/PhysRevB.87.144301
https://doi.org/10.1103/PhysRevLett.113.157001
https://doi.org/10.1103/PhysRevLett.113.157001
https://doi.org/10.1063/1.4922348
https://doi.org/10.1109/TASC.2014.2374836
https://doi.org/10.1103/PhysRevApplied.12.064017
https://doi.org/10.1103/PhysRevApplied.12.064017
https://doi.org/10.1038/s41534-018-0104-0
https://doi.org/10.1038/s41534-018-0104-0
https://doi.org/10.1103/PhysRevB.83.014511
https://doi.org/10.1103/PhysRevB.83.014511
https://doi.org/10.1103/PhysRevB.92.024507
https://doi.org/10.1109/TAP.1959.1144771
https://doi.org/10.1109/TAP.1959.1144771
https://doi.org/10.1103/PhysRevB.92.104508
https://doi.org/10.1103/PhysRevB.98.094516
https://doi.org/10.1063/1.3224703
https://doi.org/10.1063/1.3224703
https://doi.org/10.1103/PhysRevApplied.8.024012
https://doi.org/10.1103/PhysRevApplied.8.024012
https://doi.org/10.1021/ac60214a047
https://doi.org/10.1038/s41534-017-0020-8
https://doi.org/10.1103/PhysRevApplied.6.034006
https://doi.org/10.1103/PhysRevApplied.6.034006


Mixing in a Josephson Metamaterial, in Proceedings of
the 2017 16th International Superconductive Electronics
Conference (ISEC) (IEEE, Piscataway, NJ, 2017), pp. 1–3.

[63] N. E. Frattini, U. Vool, S. Shankar, A. Narla, K. M. Sliwa,
and M. H. Devoret, 3-Wave Mixing Josephson Dipole
Element, Appl. Phys. Lett. 110, 222603 (2017).

[64] M. T. Bell and A. Samolov, Traveling-Wave Parametric
Amplifier Based on a Chain of Coupled Asymmetric Squids,
Phys. Rev. Applied 4, 024014 (2015).

[65] W. Zhang, W. Huang, M. E. Gershenson, and M. T. Bell,
Josephson Metamaterial with a Widely Tunable Positive or
NegativeKerrConstant, Phys.Rev.Applied8, 051001 (2017).

PHOTONIC-CRYSTAL JOSEPHSON TRAVELING-WAVE … PHYS. REV. X 10, 021021 (2020)

021021-19

https://doi.org/10.1063/1.4984142
https://doi.org/10.1103/PhysRevApplied.4.024014
https://doi.org/10.1103/PhysRevApplied.8.051001

