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Although ultrafast lasers provide unique capabilities for advanced manufacturing, important challenges remain, since super-

resolution naturally conflicts with high repeatability in material processing. In this work, we perform statistical analyses of 

ablation precision at varying pulse durations, down to the sub-picosecond regime. By comparing the results with a ‘noise 

model’ accounting for laser fluctuations, we establish that pulses shorter than 200 fs allow us to obtain the highest achievable 

level of determinism. Our model is a simple extension of an extensively used method proposed by Liu, in which error 

propagation theory is applied to allow us to derive and reach the limits of precision and reproducibility in laser machining. Its 

validity is confirmed by an experimental demonstration in which reproducible features as small as 1/10 of the beam size are 

produced with a stable laser source exhibiting energy fluctuations of 0.3%.  

 

As defined in the Cambridge Dictionary, ‘precision’ is the quality of being exact. In science and engineering, this is 

commonly associated with both the accuracy of an instrument and the repeatability of a physical process. These aspects have 

attracted considerable attention in the context of laser fabrication since the significant advances made with the advent of 

femtosecond lasers for highly accurate material processing 1. Material modification is limited to the focal volume, an aspect 

that forms the basis of precise 3D-writing technologies involving transparent dielectrics and semiconductors 2,3. However, the 

modification threshold changes from stochastic for long pulses to deterministic for shorter pulses 4, which makes the 

interaction process extraordinarily controllable, and allows for super-resolution machining performances 5,6. 

To illustrate this second point, the reader is typically referred to the impressive demonstration given by Joglekar et al. 7 

in which ablation features as small as 40 nm were produced with strongly focused 800-fs pulses at a wavelength of 1053 nm. 

This sub-diffraction limit on machining resolution can be explained by the threshold response of ablation, which is 

independent of material defects and absorption nonlinearity 8. This makes it possible to restrict ablation to extremely small 

areas, far below the laser spot size, provided that the fluence at the center of the laser spot is adjusted to near-threshold 

conditions. Based on this mechanism, there is in principle no limit on the machining resolution. However, in practice, 

fluctuations always arise in the space-time characteristics of laser pulses, preventing repeatable digital writing at the 
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nanometer scale. The same fluctuations also make it difficult to experimentally evaluate the real level of determinism of the 

underlying physical mechanisms. 

To date, very few experimental studies have attempted to quantify the determinism of the ultrafast laser ablation 

response, and this is generally addressed by determining the ablation probability as a function of the incident fluence. The 

most relevant studies 9–11 using this methodology lead to contradictions, giving rise to an interesting debate. Some argue that 

the dielectric material damage response is almost perfectly deterministic for picosecond or sub-picosecond pulses 9,11, while 

others find thresholds not better defined than about 40% in relative fluence (transition between zero and 100% probability of 

damage) at a pulse duration of 300 fs, and a relatively modest improvement for pulse durations as short as 7 fs 10. This 

contradiction probably persists because it is difficult to maintain and control all aspects of an experiment while varying a 

single parameter. In addition, when fluctuating or non-perfectly repeatable features are observed, it is hard to establish 

whether these originate from stochastic aspects of the interaction physics or from experimental fluctuations. The commonly 

accepted relationship between a deterministic response and the dominant role of tunneling ionization also raises questions 

regarding the observations of very reproducible thresholds found for pulse durations of 800 fs 7, and less reproducible 

thresholds for pulses of less than 10 fs 10. While the Keldysh parameter 12 certainly indicates the important role of tunneling 

for the shortest pulses, it has minor importance in principle in an ablation experiment with pulses of hundreds of 

femtoseconds. 

In this letter, we focus on clarifying the determinism and the precision limits in ultrafast laser ablation and establishing 

the connection between them, using pulses at 1030 nm with durations of 200 fs and 1, 2 and 5 ps. Careful metrology of the 

applied laser conditions and crater characterization by confocal microscopy allow us to compare the results and facilitate 

discussion. A classical analysis of the ablation probability is performed, and is complemented by a simple but original 

analysis characterizing the repeatability of laser machining, adapted from Liu’s widely used method 13. These reveal that 

pulses of 200 fs give a sufficiently high level of determinism to make the laser energy fluctuation the only factor limiting the 

precision. This allows us to shed light on the remaining challenges in laser technology in terms of delivering a reliable 

writing solution at the nanometer scale. 

The experiments were based on a commercial femtosecond laser (Pharos, Light Conversion) delivering linearly polarized 

pulses at a wavelength of 1030 nm. The compressor of the laser system was motorized and calibrated so that the 

investigations were done at a pulse duration of  200 fs and repeated with chirped pulses of 1, 2 and 5 ps while maintaining the 
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same pulse-to-pulse energy stability of about 0.3 % (standard deviation, SD) as shown in Fig. 1 (a). The spectral and spatial 

stability characteristics of the beam were also verified, as any source of fluctuation could have affected the experiments 14. 

The measurement of an excellent spectral stability reasonably translates into good temporal stability for the chirped pulses 

(see the Supplementary section for details of the metrology). 

The irradiation setup contained a filtering aperture (4 mm) before a focusing lens of focal length 50 mm, a sample holder 

on XYZ motorized stages, and an in situ microscope for precise sample positioning, as used in Ref. 8. Pulse energy control 

using a combination of a half-wave plate and polarizer allowed us to perform experiments at different energies, which were 

characterized using a pyroelectric energy meter (PE9-C, Ophir). A total of 16 irradiations at normal incidence were repeated 

for each energy value, distributed in a 4 x 4 matrix with separation of 50 µm. The sample was a sapphire window of thickness 

1 mm and c-cut orientation. The choice of this target material was motivated by the very neat craters produced with ultrashort 

pulses, without apparent thermally affected zones 8 that can introduce ambiguity. Characterization of the ablated surface was 

performed by means of confocal microscopy (Leica DCM3D, 460 nm illumination, 150x objective lens). This methodology 

has an advantage over other microscopy techniques in that surfaces can be characterized based on their topography rather 

than on changes in contrast, which may depend on the type of modifications achieved in different interaction regimes 15. The 

use of topographic images together with automated software analyses (Mountains 8) allowed us to monitor the onset of 

ablation and properly determine the ablated area. In all the analyses, the same criterion for ablation was applied (removal of 

material to a depth of 10 nm), independent of the pulse duration and the shape of the induced modification. This criterion 

avoided any visual interpretation and solved the issue of subjectivity, as it did not depend on the observer.  

Fig. 1 (b) shows the measurements of the ablated area induced in sapphire after single-shot irradiation at different pulse 

energies, for pulse durations of 200 fs and 1, 2 and 5 ps. The mean values of the ablated areas over 16 irradiations are shown 

with symbols. Using this format, the graph displays all energy conditions for which ablation is detected, even if it only occurs 

on a single irradiated site (with non-zero probability). In addition, vertical bars indicate the span between the maximum and 

minimum sizes of the ablated crater for each statistical analysis, allowing for direct observation of the degradation in 

repeatability with increased pulse durations in the picosecond range. For a more visual assessment, Fig. 1(c-d) shows the 

images corresponding to the maximum and minimum ablated areas for each pulse duration, in a series of 16  irradiations at 

energies leading to similar crater sizes for the different pulse durations. At 200 fs, almost perfect replicas are observed for 

both energy levels tested, while differences in size and morphology are clearly visible for pulses of 1 ps at near-threshold 
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conditions, and under all tested experimental conditions at 2 ps. These observations are taken as initial evidence of a 

reduction of determinism in the picosecond domain. 

 

Fig. 1. (a) Measured pulse energy distribution over 300,000 consecutive pulses and the corresponding Gaussian noise function (dashed 

line); (b) ablated areas on sapphire produced after irradiation with single pulses (λ = 1030 nm) of different durations. Symbols: mean 

ablated area over 16 craters produced at a fixed energy. Vertical bars: span between minimum and maximum crater sizes at a fixed energy. 

Grey line: linear fitting (Eq.1) for a Gaussian beam waist of 18.7 µm. (c-d) Confocal microscopy images of the surface modifications. 

Black regions correspond to depressions below a depth of 10 nm. The selected images correspond to the minimum and maximum ablated 

areas over a set of 16 irradiated sites (scale bar: 10 μm). In (c), craters are produced at ~1.5 times the energy threshold for ablation for each 

case. In (d), craters are produced at ~1.05 times the threshold.   

The data in Fig. 1(b) are also represented according to Liu’s ‘thresholding’ method 13, which allows to retrieve under  a 

Gaussian spot approximation the beam waist (radius at 1/e2), 𝑤0, and the energy threshold of ablation, 𝐸𝑡ℎ. This gives rise to 

a linear mathematical relationship between the ablated area, 𝐴, and the logarithm of the pulse energy, 𝑙𝑛(𝐸), as follows: 

  𝐀 (𝐄) = 𝛑𝐰𝟎𝟐𝟐 𝐥𝐧 (𝐄 𝐄𝐭𝐡⁄ )            (1) 

 
Applying this linear fit to the ablated areas induced with pulses of 200 fs, we obtain 𝑤0 =  18.7 μm and 𝐸𝑡ℎ =  27.3 μJ. 

From the relationship that relates the fluence and the energy for a Gaussian beam, 𝐹𝑡ℎ = 2 · 𝐸𝑡ℎ /(𝜋 · 𝑤02 ), we obtain  𝐹𝑡ℎ =5.0 𝐽/𝑐𝑚2. Using the same waist for the measurements at 1 ps and 2 ps, we obtain  𝐹𝑡ℎ = 10.6 J/cm2 and 11.6 J/cm2. The 

material responses at 5 ps tend to make this fitting procedure invalid, and the threshold is derived below. 

To further explore the determinism with ultrashort pulses, we represent the ablation probability as a function of the pulse 

energy, as in Refs. 9–11. The data are plotted in Fig. 2, where the x-axis is normalized with respect to the ablation energy 

threshold to enable direct comparisons between different pulse durations. The ablation energy threshold is arbitrarily taken as 
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the energy associated with a 50% probability of ablation (half transition). The energy values obtained using this definition 

and those obtained with Liu’s method differ by less than 2% for pulses of 200 fs and 1 ps. However, the value obtained at 2 

ps is about 7% lower than that derived from Liu’s method. For a pulse duration of 5 ps, we obtain  𝐸𝑡ℎ =  87 μJ, which 

corresponds to  𝐹𝑡ℎ = 16 J/cm2. In order to account for the limited size of our statistical sample (N=16 irradiations), we 

include a vertical error bar representing the statistical error (SE) in the probability (P) determination 𝑆𝐸(𝑃) =√(𝑃 ⋅ (1 − 𝑃)/𝑁) .  

 

Fig. 2. Laser ablation probability as function of pulse energy (normalized to threshold) for different pulse durations. The horizontal error 

bars represent the pulse-to-pulse energy fluctuations, while the vertical bars indicate an estimate of the minimum statistical error due to 

sampling. Solid lines show a comparison with a ‘noise model’ that accounts only for the measured energy fluctuations (see Eq. 3).   

A sharp transition in the probability of ablation  ( ± 1% · 𝐸𝑡ℎ) is observed in Fig. 2 for pulse durations of 200 fs and 1 

ps. The transition becomes significantly broader for pulses of 2 and 5 ps (±10% · 𝐸𝑡ℎ and   ±20% · 𝐸𝑡ℎ), providing further 

direct evidence of a lack of determinism for these pulse durations. Furthermore, our observation is consistent with those of 

previous works 4,9, which associated the lack of determinism with the increasing importance of avalanche ionization and an 

associated sensitivity to precursor defects in the picosecond domain. However, the Keldysh parameter of 𝛾 ≈ 1.8 for the 

intensities used for the 200 fs pulse tends to contradict the essential role played by tunneling ionization in obtaining the 

deterministic material ablation response, as suggested by other authors 7,10. 

To attribute the sharp transition observed in Fig. 2 for pulses of 200 fs and 1 ps to a deterministic laser/matter interaction, 

it is necessary to deconvolute the experimental fluctuations. We therefore present comparisons with predictions that account 

for the measured energy fluctuations (Fig. 1 (a)), which can be fitted to a Gaussian noise function as follows:  
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𝝆(𝑬, �̅�)  = 𝟏𝝈(�̅�)√𝟐𝝅  𝒆(−𝟏𝟐(𝑬−�̅�)𝟐𝝈𝟐(�̅�) )
           (2) 

with a ratio between the SD, 𝜎(�̅�), and the mean value of the distribution, �̅�, of 0.3 %. Accounting only for these energy 

fluctuations, we apply a ‘noise model’ of the probability of ablation, based on integrals of the density function: 

𝑷(�̅�) = ∫ 𝝆(𝑬, �̅�)𝒅𝑬∞𝑬𝒕𝒉             (3) 

By applying this equation for different values of  �̅� that are above and below 𝐸𝑡ℎ, we can calculate the ablation 

probability as a function of the pulse energy, as shown by the solid lines in Fig. 2 with the experimental data. An initial 

conclusion is that this simple ‘noise model’ compares relatively well with the experimental data at 200 fs and 1 ps, unlike the 

data for longer pulses. This can be attributed to a high deterministic response. The modest discrepancies observed for 200 fs 

and 1 ps can be reasonably attributed to the size of the statistical sample (horizontal error bars), which is insufficient to 

ensure a well-established Gaussian noise distribution.  

In addition, since determinism is inherently associated with precision and repeatability, a statistical analysis of crater 

sizes is also instructive. In Fig. 3 (a), we show the fluctuation in the ablated area, 𝜎𝐴 /�̅� (where �̅� is the mean value and 𝜎𝐴  is 

the SD over the 16 ablated areas), as a function of the excitation level (𝐸 𝐸𝑡ℎ⁄  or 𝐹 𝐹𝑡ℎ⁄ ). This alternative representation 

shows the decrease in the reproducibility when the pulse duration is increased. It is interesting to note that it shows a 

difference between 200 fs and 1 ps, which was more difficult to obtain with the other analyses. At 200 fs, we note the 

excellent stability of the features, with a fluctuation in their size of less than 1% at a fluence significantly exceeding the 

ablation threshold. We also note that a behavior common to all the measurements is an increase in the fluctuation at near-

threshold conditions. To describe this observation, we use a derivation of Liu’s method to account for the laser energy 

fluctuations, as proposed in Ref. 16. By applying the error propagation theory in Eq. 1, we obtain an expression for the ablated 

area fluctuations, 

  𝝈𝑨𝑨 = (𝐥𝐧 ( 𝐄𝑬𝒕𝒉))−𝟏 · 𝝈𝑬𝑬            (4) 

The results of this calculation for laser fluctuations of 𝜎 𝐸 = 0.3%⁄   are plotted with a solid line in Fig. 3 (a). The curve 

describes the increase in the size fluctuations as the peak fluence approaches the ablation threshold, and exhibits reasonable 

agreement with experiment at a pulse duration of 200 fs. At this stage, it should be noted that it would not be correct to 
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conclude that the results obtained at pulse duration of 200 fs show perfect, physically deterministic behavior. However, the 

excellent energy stability of 0.3% (SD) for this experiment directly indicates a lower limit for the high level of determinism 

under these conditions. From a fundamental perspective, we cannot definitively conclude that 200 fs gives a perfectly 

deterministic response, since this requires us in principle to deconvolute all potential sources of noise in the experiment, 

while our model accounts only for laser energy fluctuations. Although we can confirm the presence of extremely low laser 

fluctuations in the temporal, spectral and spatial domains (see the Supplementary Material section),  this analysis shows that 

the physical response fluctuations (if any) are apparently so low that a proper deconvolution may require a more advanced 

methodology to account for additional sources of low levels of noise in the experimental conditions.  

  

Fig. 3.  (a) (Symbols) Ablated area fluctuations based on statistical analyses of 16 irradiation sites at each laser condition. (Line) 

Calculation derived from Liu’s method that accounts for the measured laser energy fluctuations (Eq. 4). (b) Craters produced at near-

threshold conditions (see arrow in (a)) with pulses of 200 fs. (c) (Lines) Laser machining repeatability calculations for laser stabilities of 

between 0.1% and 5% (Eq. 6). (Symbols) Lower energy limit for obtaining craters with fluctuations of below 10%. (d) (Line) Crater size as 

a function of the excitation energy level (Eq. 1). (Symbols) Minimum crater size with fluctuations of below 10% that is achievable with the 

laser stabilities shown in (c). 

However, on the technological front, we can be more definite about the significance of our observations. Firstly, we 

establish that a pulse duration of 200 fs is short enough to give highly reproducible regimes. Even if we hypothesize that 

some stochastic responses remain at this pulse duration, their influences are negligible in comparison to the inherent laser 

fluctuations. Secondly, we demonstrate that the assumptions of Liu’s method, which is widely used in machining studies, 

allow us to predict not only the size (Eq. 1) but also the repeatability of the feature (Eq. 4). This observation is important 
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because it allows us to quantify the trade-off between repeatability and resolution, two aspects that are essential in defining 

the precision of a technology, as shown in Figs. 3 (c) and (d), respectively. As can be seen from Fig. 3 (d), there is in 

principle no physical limitation on the resolution that is achievable at near-threshold peak fluences (Eq. 1). However, Fig. 

3(c) shows an asymptotic behavior of the fluctuations that tends to infinity at rates correlated with the stability of the laser. 

To illustrate the implications of this latter aspect, the circular symbols in Fig. 3(d) show the minimum feature size that is 

obtainable with a variation tolerance of 10%, calculated for the different laser stabilities in Fig (c). It can be seen that craters 

smaller than  𝑤0/3 can be routinely produced, even with modest energy stability. A much higher precision of 𝑟 = 𝑤0/10 is 

expected from exploiting the stability of our laser (0.3% SD), as shown by the experimental results in Fig 3 (b).  

Although we have focused on sapphire here, we have also tested other dielectrics such as fused silica and soda lime glass 

in order to confirm that the general ‘precision abacus’ derived in Fig. 3 remains valid for these materials and can serve as a 

general guideline for technology development. However, we anticipate that our simple hypotheses, which are based on a pure 

local fluence response, will not rigorously hold when extreme precision is achieved, due to the increasing importance of 

energy diffusion and dissipation phenomena at the nanoscale 17 and/or when the surrounding affected zones become limiting 

aspects 8. In support of our conclusions, it is also interesting to note that our analysis allow to make a comprehensive review 

of the literature. In the pioneering work of Joglekar et al. 7, repeatable arrays of holes with diameter 350 nm were 

demonstrated. This situation corresponds to 𝑟 ≅ 𝑤0/3, where the value of 𝑤0≈550 nm is inferred from the Abbe limit for 

NA=1.3 and 𝜆 = 1053 nm. Our analysis shows that this resolution can be achieved even with a modest laser energy stability 

(4%). However, the 40 nm diameter hole 7 is inevitably non-repeatable, since this resolution level (𝑤0/30) cannot be 

maintained without the use of a super-stable laser (<<0.1%). 

In summary, a strict threshold nature of the femtosecond laser ablation of dielectrics is observed at a pulse duration of 200 fs. 

One consequence is the possibility of obtaining super-resolution machining by slightly exceeding the fluence ablation 

threshold, without the need for more sophisticated laser technologies for shorter pulses. As demonstrated by our 

experimentally validated ‘noise’ model, however, the precision becomes limited by the laser stability using this strategy. Our 

statistical treatment clearly demonstrates why highly reproducible laser processing with sub-100 nm precision remains an 

important problem. It therefore offers both a comprehensive vision of the current limitations and tools that will be crucial in 

inspiring practical solutions to this exciting precision problem.  

Supplementary material. See the supplementary material for an additional analysis of laser fluctuations. 
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