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Abstract - This paper deals with a Wind Conversion System (WCS) based on a Hybrid Excitation Synchronous 
Generator (HESG) connected to an isolated load. The set is modeled under Matlab-Simulink. To ensure an efficient and 
reliable use of the system, a tight control remains vital. In fact, the dynamic equations of a turbine are strongly nonlinear 
as are the ones of a HESG; most of the system parameters are highly uncertain, and, at last, a WCS is always affected by 
disturbance sources such as load variances, harmonics, mechanical vibrations…To address these problems, robust control 
methods must be adopted. In this paper, two strategies for the control of variable speed wind turbine are investigated. 
First, an H∞ controller is implemented. Then, a second-generation CRONE controller is designed. The performance of 
the two regulators is compared with respect to the tracking of the optimal rotation speed, the attenuation of the 
mechanical vibration and the robustness to the uncertainty of the parameters, using time-domain simulations. It has been 
found that the CRONE controller is more robust to parameters uncertainty and minimizes the fluctuations of the torsional 
torque and the generator’s angular velocity. Finally, an experimental validation of the velocity controllers is presented to 
complete the simulation results and fully validate the chosen approach. 

 Keywords – WCS, HESG, H∞ controller, 2nd generation CRONE controller, Optimal power tracking, Robustness 

1. Introduction 

Faced with fossil fuels depletion, their high cost and some pollution concerns, on the one hand, and with the 
worldwide demand for the reduction of carbon dioxide emissions and for the nature conservation, on the other hand, the 
use of renewable energies such as solar, geothermal and wind is now necessary. Among these alternatives, wind power is 
one of the most cost-effective. It is also one of the cleanest: while producing energy, wind turbines do not pollute neither 
the waters, nor the soils, and they don’t propagate any greenhouse gas effects  [1]  [2]. 

However, because of the stochastic nature of the wind and the inevitable uncertainties of a WCS, wind turbines have 
operated with a low efficiency for many years. Previously, classical controllers such as P, PI, and PID based on 
linearized models were used  [3]  [4]  [5]. Nowadays, the design of robust controllers with a capability of tracking 
smoothly and more efficiently the optimal wind extracted energy is of great interest for the wind power industry. 

Among the different methods investigated in recent years, gain-scheduled controllers have been widely used for the 
control of variable speed wind turbines  [6]  [7], while using quasi-LPV models  [8]. Adaptive algorithms  [9], model 
predictive control  [10], fuzzy logic approach  [11] and predictive control using linear matrix inequalities  [12] have also 
been applied to maximize the wind’s extracted power. Yet, in most of these works, the implemented control strategy was 
validated and tested in a specific operating region, either the second area where the turbine is operated with an optimal 
efficiency or the third area where the wind extracted power must be limited (Fig 1). Likewise, several researchers have 
compared the performance of linear and nonlinear control methods  [5]  [13]. The effectiveness of the H∞ regulator in the 
field of wind conversion systems' control has also been proved in many works  [1]  [14]. A comparison between LQG 
control and H∞ control established in  [15] proved that both controllers have the same performance regarding power 
generation and another comparative study, established in  [1], has validated the performance of the H∞ control method 
compared to a classical PID regulator. 
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In this work, the optimal power tracking in area 2 (Fig 1), as well as the limitation of the generator speed in area 3, of 
the considered structure, is ensured by an internal current loop and an external speed loop. A PI controller is designed for 
the current loop. Then, robust control techniques are applied in order to regulate the generator velocity loop. An H∞ 
controller based on the Normalized Coprime Factors robust stabilization problem is implemented and tested in both 
partial and full load regimes. Furthermore, a second-generation CRONE controller is tested and compared to the H∞ 

controller.  

The CRONE controller, known as a robust controller is widely used in small passenger vehicles such as in  [16]  [17]. 
To the author’s knowledge, this work is the first is to propose a description and a validation of the CRONE control 
methodology for the whole operating range of a WCS. Indeed, few works dealt with the CRONE methodology in wind 
conversion system. Besides, the focus was mainly on the maximum power point tracking zone as in   [18] and  [19]. In 
these works, a very simple electrical model of a DC-excited synchronous generator was presented, whereas this work 
considers an advanced model of a HESG.   

The comparison of the two robust controllers is made with respect to the maximization of the wind energy captured in 
the second operating zone and the minimization of the drive train transient loads in the third one. The robustness to 
parameters’ uncertainties and nonlinearities of the WCS for various wind profiles (including step ones and stochastic 
ones) is also evaluated for both controllers.  

 

Fig 1: Shaft output power versus wind speed of a 3kW WCS 

This research is also motivated by the use of a HESG in a wind conversion system as described in Fig 2. If many 
papers have dealt with the conception and the structural features of this innovative generator  [16]  [17], a few if any have 
evaluated its efficiency for a wind conversion system. Here, the focus is mainly on the development of an efficient and 
reliable overall control strategy for the hybrid generator in the wind energy field. In fact, in this type of generator, the 
excitation flux is created by permanent magnets and DC coils. This specificity adds a degree of freedom to the WCS 
architecture since the excitation winding current can be used as a control parameter. Here, the optimal rotation speed 
tracking is achieved by adjusting the excitation winding current. Moreover, a DC/DC converter, with very low power 
compared to the one necessary in a more conventional architecture, is sufficient for this control. This is the main asset of 
the proposed architecture. 

 
Fig 2: Architecture of the wind generator  [18] 

The paper is organized as follows. In section 2, a two masses mechanical model is presented to model the mechanical 
power transmission and an advanced electrical model taking into account generator harmonics and commutation effects 



   
 

is implemented. Section 3 deals with control strategies. Finally, a comparison of the velocity controllers’ performance is 
investigated by simulation and experimentally. 

2. WCS modeling 

A WCS converts wind energy into an electrical one. Its main parts are the turbine, the gearbox, and the generator. The 
choice of the latter and its control remains a crucial factor. Before dealing with the control concepts, the dynamic models 
and the nonlinear equations governing the studied system (Fig 2) will be described. Fig 3 shows a complete Matlab-
Simulink model of this architecture.  

 
Fig 3: WCS under Matlab-Simulink  [19] 

2.1. Wind Turbine dynamical model 

In the presence of an aerodynamic torque Ct (1), the gearbox, connected between the turbine and the generator, adapts 
the turbine rotation speed Ωt to the one of the generator Ωg  [4],  [14]. 

30.5 ( , )t p w tC C S Vλ β ρ= ⋅ ⋅ ⋅ ⋅ Ω  (1)  

Vw is the wind velocity, ρ is the air density and S is the surface swept by the turbine blades radius Rp. Cp is the turbine 
performance coefficient. It’s a function of the pitch angle β and the tip speed ratio λ  (2)  [20].  

t p wR Vλ = Ω ⋅  (2)  

To represent power transmission, a one, two or three masses mechanical model may be used  [14]. In a single mass 
mechanical model  (3), the shaft is supposed to be totally rigid.  

tot t t t t rtJ d dt K C CΩ + Ω = −  (3)  

Where Jtot is the total inertia of the WCS, Kt is the turbine viscous friction coefficient. rtC , given in  (4), is the resistant 

torque representing the hybrid generator electromagnetic torque noted emC  multiplied by minus the coefficient 

multiplier mp. The minus is added because of the motor convention chosen to model the HESM  [14]. 

rt p emC m C= −  (4)  

With the one-mass model used in  (3), the potential mechanical oscillations are not properly represented. So, in order to 
take into account a possible mechanical torsion between the slow shaft and the fast one, the drive train should be 
described with a two-mass model [21]  [22] (Fig 4). In fact, a comparison between a one, two and three masses mechanical 
model was established in  [23], and it turns out that the two masses model is sufficient for the stability analysis. So, in this 
work, the mechanical behavior is described with a two masses mechanical model. It is given by  (5) and  (6) in the 
reference of the slow shaft  [3]. 
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θ
θ

Ω Ω
= − Ω − − − − Ω  

(6)  

θg and θt are the angular positions of the generator and of the turbine, Jg and Jt are the inertias of the generator and of 
the turbine, Kg and Kls are respectively the generator and the slow shaft viscous friction coefficients and Dls is the torsion 
coefficient of the slow shaft. 

                                                      

Fig 4: Two masses wind turbine model 

Referring to  (5) and  (6), the generator speed can be expressed as in  (7). 
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Fig 5 shows a couple of very flexible modes. The resonant frequency is noted rw  while the anti-resonant one is a rw − . 

For some particular operating points, if the frequencies close to rw and a rw −  are excited, the drive train may be 

threatened. 

 
 

Fig 5: Bode diagram of g emC∆Ω ∆ of a 3kW WCS 

While designing the velocity regulators, the drive train dynamics should be considered in order to guarantee the 
stability of the system and to avoid possible mechanical vibrations.  

All the mechanical parameters of a 3kW WCS have been calculated using the scale down model method  [24]  [25]. In 
this approach, a mechanical parameter is calculated assuming a geometric similarity. Under the assumption of having the 
same blade tip speed ratio, two wind turbines are considered. The first one is the reference device. Its size is noted l’ . The 
second one is the considered wind system and its size is noted l. The scale ratio noted “s” is calculated as in  (8) where 
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emCtC
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,g gJ K

,t tJ K



   
 

'pR  and pR  are known.  

' 'p

p

Rl
s

l R
= =  

(8)   

The slow shaft inertia, the turbine viscous friction coefficient, the slow shaft viscous friction coefficient and the torsion 
coefficient of the slow shaft are calculated as in  (9) using three reference’s turbines  [26],  [27] and  [28]. Finally, a mean 
value is estimated. The corresponding values are provided in Table 1.  

' ' ' '

4 4 4 5
ls ls t t

ls ls t t

K D K J
K D K J

s s s s
= = = =  

(9)   

2.2. WCS electrical parts’ models 

The described parts include the HESG, the rectifier, the resistive load and the DC/DC converter. 

2.2.1 HESG model 

Among the inevitable uncertainties affecting in a significant way the power quality extracted from the wind, one can 
mention the generator’s current harmonics  [29]. It’s a common practice to neglect this phenomenon. For instance, in  [3], 
 [14],  [30] and  [31], the generators are modeled in a d-q reference frame and a first harmonic model is considered. 
However, the distortion in the currents and armature voltages waveforms are due mainly to the harmonics which may 
cause torque rippling  [21] and can lead to a bad reference tracking. Therefore, their impact on the wind extracted power 
needs further consideration.  

To take into account the harmonics’ effects, the HESG is modeled using the results presented in  [32]. For example, for 
the “a”  phase, the stator inductance is expressed as in  (10), the mutual inductance as in  (11) and the flux as in  (12). A 
18th order of Fourier series development is considered to express the stator inductances.  
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(11)  

( 2 1)

8

0

cos( (2 1) )
he a h

h

p hφ φ θ ζ
+

=

= + −∑
 

(12)  

With
0

( ) 3s d qL L L= + ,
0 0

3s sM L= −  

Ld and Lq are the d and q-axis inductances. aφ is the flux created by the magnets in the armature coils, eφ  is the flux 

created by the magnets in the DC field excitation coils and p is the number of pole pairs. 

Then, the generator is modeled in Concordia reference frame as in  (13)- (17). 

• Fluxes : 

[ ] [ ][ ] [ ] [ ]2 2 2 2 2e e eL I M Iφ φ= + +  
(13)   

[ ] [ ]2 2

t

e e e e aeM I L Iφ φ= + +  
(14)   

• Voltages 

[ ] [ ] [ ]2 2 2sV R I d dtφ= +  
(15)   

e e e eV R I d dtφ= +  
(16)   



   
 

• Electromagnetic torque 
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t
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Here,Lα , Lβ , Mαβ , eM α , eM β andMαβ are analytically calculated then stocked in “lookup tables” so that the 

corresponding appropriate values may be generated according to the corresponding rotor’s position. 

The electrical parameters of the generator were measured using the volt amperometric method (Fig 6). The 
corresponding values are given in Table 1.  

 

Fig 6: Ld, Lq and M measurement  [32] 

2.2.2 Converters and load models 

A DC/DC converter controls the excitation coils of the HESG and the resistive load is connected to the WCS through a 
full bridge rectifier. SimPowerSystem tools are used for the modeling of the converters. They allow to take into account 
the commutations effects and test the controllers in a realistic environment  [21]. 

The resistive load Rc is also implemented using SimPowerSystem blocks. A value of 15Ω is selected  [33].  

The nominal WCS’s parameters values and their variation ranges are summarized in Table 1. 

Table 1: Parameters of the WCS 

Parameter Nominal value (variation range) Parameter Nominal value (variation range) 
ρ (Kg/m3) 1.2  Pn (kW) 3 
Kt (kg.m2s-1) 0.055 (±75%) P 6 
Jt (Kg.m2) 3.6  Me (mH) 1.1 (80-100%) 

Rp (m) 1.5 Ld (mH) 5 (50-100%) 
mp 5 Lq (mH) 9.2 (50-100%) 
Dls 0.8 (±25%) Le (mH) 46 (50-100%) 
Kls 160(+48%/-34%) Re (Ω) 3 (100-150%) 
Jg(Kg.m²) 0.015 Rs (Ω) 0.87 (100-150%) 
ɸa (mWb) 66 (80-100%) EDC (V) 50 
G0 10 VPM (V) 5 
Vd(m/s) 3 Rc (Ω) 15 
Vn(m/s) 11.5 Vm(m/s) 24 

3. Control of the WCS 

The control of a wind turbine must secure an appropriate reference tracking while minimizing its dynamic error. For a 
maximum power extraction using a HESG, the optimal turbine rotation speed may be adjusted by controlling the 
excitation current of the generator  [14]. This section deals with the design of two robust controllers able to handle 
parametric uncertainties, external disturbance such as the wind’s brutal variations and that give a good closed-loop 
performance in all cases.  

Where: 



   
 

3.1. Open loop analysis 

A typical output power versus wind speed for a WCS is illustrated in Fig 1. Based on this shape, and while knowing 
the turbine characteristics, a preliminary steady-state study allows to find the optimal turbine rotation speed and the 
optimal turbine torque to follow. They are illustrated in Fig 7 and Fig 8.  

In fact, in order to operate with an optimal aerodynamic efficiency, a Maximum Power Point Tracker (MPPT) control 
algorithm has to be implemented. Below the rated wind speed Vn, the WCS rotation speed is adjusted to its optimal value 
as in  (18). Since the turbine optimal characteristics (Cpmax and λopt) are known, it is possible to apply the optimum tip 
speed ratio (TSR) method  [34] to derive the optimal turbine velocity reference  (18). Once the wind velocity surpasses Vn , 
the turbine rotation speed is limited to 450rpm in order to not surpass the WCS electrical and mechanical physical limits.   

ref opt w pV RλΩ = ⋅  (18)  
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Fig 7: Optimal turbine torque versus wind speed 
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Fig 8: Optimal turbine speed versus wind speed  

The open-loop analysis aims to find the variation range of the variables to control (the excitation current ei  and the 

rotation speed Ωg) as a function of the system inputs (the turbine torque Ct and the control voltage vec) and verify that 
each optimal point can be reached without violating the physical limits. The two inputs must vary between two maximal 
limits where:  

1 0ecm t tmV and C C≤ ≤ ≤  
(19)   

Finally, the open loop study shows that each optimal point can be reached (Fig 9 and Fig 10). 

 

Fig 9: The steady state generator speed versus the turbine 
torque and the control voltage 

 

Fig 10: The steady-state excitation current versus the 
turbine torque and the control voltage 

3.2. Current loop 

The current’s loop model was described in  [14] and is shown in Fig 11. As one can see, it is a multi-input and 

nonlinear model. The input ( )3 d d s d q qM L v R i L iω× − +  can be considered as a perturbation to design the current’s 



   
 

controller so the current’s loop synopsis is as in Fig 12.  

 

 
 

Fig 11: Excitation current model 

 

Fig 12: Excitation current loop 

Where Rs, Re are respectively the stator and the excitation resistances, σ is the Blondel coefficient defined by  (20). 

edLL

M 23
1−=σ  

(20)   

M is the mutual inductance and Le is the excitation coils inductance. G0 is a constant gain modeling the DC/DC 
converter’s gain. 

Ki (s) is an integral proportional regulator PI characterized by a time constant Ti and a gain Ki. It is designed to satisfy 
the following specifications: 

• A control voltage vec less than Vecm (maximum control voltage); 
• A static error trend to zero; 
• A closed-loop response time equal to 0.015s which is coherent for a 3kW HESG  [29]. 

A satisfying closed-loop response may be obtained for a damping factor of ξ =0.6. Using the relation ω0tr=f(ξ), mixing 
the damping ratio, the bandwidth and the settling time of a second order system, one can deduce that ω0 must be settled 
around 300rd/s. 

1
( ) where 0.02s and 1.3i e

i i i i
i e

Ts L
K s K T K

Ts R

σ +
= × = = = 

 
 

(21)   

The current controller performance is now tested by simulation. As one can see in Fig 12, the commutation effects and 
the space harmonics are neglected during the controller synthesis procedure: the converter is modeled as a pure gain G0 
and the generator is modeled in the d-q reference frame under an assumption of a first harmonic model. It is then 
important to test the PI current regulator with an advanced model where these phenomena are taken into account. 
Simulations show that, for the rated rotation speed of the generator (Fig 8), the harmonics’ effects are the more obvious. 
Indeed, Fig 13 (a) shows that the converters’ commutations amplify a bit the rippling of the current’s shape but it’s not 
very significant and this phenomenon may be neglected compared to the one caused by the generator’s harmonics. Fig 13 
(b) proves that the regulator is robust enough to the harmonics’ effects. Indeed, the same response is obtained in terms of 
settling time and overshoot while considering or not the space harmonics effects. Unfortunately, the excitation current’s 
quality is affected, which may badly influence the velocity loop performance since the angular velocity is imposed by the 
excitation current. For this reason, the consideration of the current’s harmonics effect in the design of the velocity 
controllers is crucial. 
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Fig 13: Robustness’s analysis of the current controller (simulations) 

The test bench of Fig 14 is used for the experimental validation of the current regulator. As the purpose of the present 
work is to evaluate the contribution of a HESG in wind applications, a WCS emulator with a 3kW HESG generator was 
constructed. The wind, gearbox, and turbine’s rotor are replaced with a 7kW asynchronous motor connected to the HESG 
through a flywheel Fig 14 (b). This latter was added to the structure in order to increase the emulator total inertia thus 
emulating faithfully a WCS’s dynamic. For the control and measurements, a Humusoft real-time interface and Matlab-
Simulink real-time control software are used. The hybrid generator is connected to a resistive load through a full bridge 
rectifier and a full bridge DC/DC converter controls its excitation coils (Fig 14 (a)). 

 
 

  
 

Fig 14: Wind turbine emulator  

Very satisfying results, illustrated in Fig 15 and Fig 16, were obtained. The desired closed-loop time response was 
0.015s. In practice, the settling time does not surpass 0.011s in the worst, case demonstrating the quality of the current 
controller. The overshoot is almost null in all cases.  
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Fig 15: Experimental validation of the current controller (stepped reference) 
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Fig 16: Experimental validation of the current controller (stochastic reference) 

3.3. WCS linearization 

The angular velocity model is given in Fig 17. It is a multi-input and strongly nonlinear model. For the synthesis of 
both the CRONE and the H∞ velocity controllers, a linear model is required. Thereby, the nonlinear model described in 
Fig 3 and Fig 17 must be linearized. The WCS linearization is performed in zone 2 (Fig 1). In this area, the blades pitch 
angle β is constant and equal to 0°. The performance coefficient Cp is also constant and is set to its optimal value  [21].  

                

Fig 17: Angular velocity model 

An identification process is conducted for four operating points in zone 2 (Fig 18). For a given input signal ieref, 
corresponding to an operating point, the output Ωg (see Fig 17) is analyzed in terms of overshoot and settling time in 
order to derive an equivalent linear model.  

Fig 1 shows that zone 2 encompasses a wind speed between 3m/s and 11.5m/s and Fig 7 shows that in this zone the 
optimal turbine rotation speed (respectively the generator rotation speed) is a linear function. Therefore, four operating 
points well distributed in zone 2 are chosen: the wind speed is set to 4, 6.5, 8.5 and 11 m/s respectively. A set of transfer 
functions from the input ieref to the output Ωg is then obtained and an average model is selected. 
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As shown in Fig 18 (c), the consideration of a two masses mechanical model allows a faithful illustration of the 
flexible coupling between the slow and the fast shaft. For instance, considering a constant wind speed of 8.5m/s, one can 
notice some vibrations in the angular velocity response. This vibration may decrease the WCS lifetime and even break 
the shaft. For this reason, the designed controllers have to guarantee a mechanical damping of the WCS.  

 
Fig 18: Angular velocity versus time for different operating points (blue: nonlinear – red: identified) 

Only three operating points are considered in the identification process because of the uncertainty of the equivalent 
model computed in Fig 18 (c). Fig 19 shows the Bode diagrams of the local transfer functions ( ) ( )g erefs i sΩ  obtained 

from the identification process.    

 

Fig 19: Identified Bode diagrams of ( ) ( )g erefs i sΩ for different operating points 

An average model is selected for 6.5 m/s (Fig 19). It’s transfer function is given by  (22). 
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The closed-loop is illustrated by Fig 20 where KΩ(s) is the velocity controller to synthesize. 

                     

Fig 20: Angular velocity closed-loop 

In the present work, the settling time of the angular velocity’s closed-loop is set to 6s which is mechanically coherent 
for a WCS  [26]. The inner current loop needs to be at least 10 times faster than the outer velocity loop. This is verified in 
the present case where the current settling time is about 0.01s. As said previously, the current loop’s bandwidth is around 
300rd/s. So, a value of 7.7rd/s for the velocity loop’s bandwidth is coherent and guarantee a ratio of ten between the two 
loops. 

K
Ω
(s) K

i
(s) Dc/Dc 

 

HESG 
model 

Gear-
box 

Ω
ref

 

Ω
g
 

i
e-ref

 
i
e
 

v
ec
 v

e
 

E
dc
 

i
abc

 
C

em
 

C
t
 

Ω
g
 

Ω
t
 

i
e
 

v
abc

 

(a) (b) (c) (d) 

+ + - 
- 



   
 

3.4. H∞ control strategy 

The H∞ control theory includes two main approaches. The first one is based on closed-loop specifications and it is 
known as the standard H∞ problem. The second one, known as the Normalized Coprime Factors (NCF) robust 
stabilization problem  [35]  [36], is based on open-loop specifications and it is considered in the present work. 

A synthesis using the NCF method requires that the model to control is described with its prime factors  [35]. The 
normalized left coprime factorization of the nominal model ( ) ( )g erefs i sΩ , noted G(s), is: 

1( ) ( ) ( ) ( ) ( )g erefG s s i s M s N s−= Ω = ⋅  
(23)  

Where N(s) and M(s) are stable transfer functions.  

The NCF method gives a controller stabilizing the nominal model G(s) as well as any model subject to additive 
uncertainties on N(s) and M(s) and belonging to the set of perturbed models written as: 
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Where ɛ denotes the “size” of the uncertainty that the model can handle without being destabilized  [36].  

The purpose is then to find a single controller K(s) stabilizing all the plants defined by  (24) solving:  
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Where εmax denotes the maximum stability margin. 

As the H∞ method based on the NCF robust stabilization problem does not address performance directly, pre and post 
compensators W1(s), W2(s) must be added to the nominal model to give the open-loop the wanted shape. The augmented 
model is defined by Ga(s)=W2(s)G(s)W1(s). In the studied case, the model to control is a single input single output (SISO) 
one, so only a pre-compensator W1(s) is necessary. The latter has to ensure that the open-loop has a high gain in low 
frequencies and a low gain in high frequencies to secure a good reference tracking and a good disturbance rejection. To 
do so, a proportional integral PI compensator WPI(s) is selected  (26). Indeed, the Bode diagram of Fig 19 shows that in 
order to ensure a high gain in the low frequencies, the pre-compensator must introduce an integral action. The integral 
action of WPI(s) stops around the cut-off frequency of  (22) so T1 =Tn. 
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As one can see in (Fig 19), the natural slope of  (22) is -20dB/decade: this is not enough to have a satisfying roll-off. 
Thus, a low-pass filter is added to the PI in the pre-compensator W1(s) The time constant of the filter must be much 
smaller than Tn (a ratio of 10 is usual) to not modify the natural phase margin of  (22) around w0, so, Tf =0.025Tn. Finally, 
W1(s) is given by:  
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(27)  

The H∞ controller is computed for Ga(s)=G(s)W1(s) with the Matlab ncfsyn function. It is given by  (28). As one can 
see on the Bode plot of the controlled open-loop (Fig 21), a good phase margin of 72.1° is achieved and the crossover 
frequency is correct. A good maximum stability margin of 0.57 is achieved.  
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(28)  

3.5. CRONE control strategy 

CRONE control (French abbreviation of non-integer order robust control) is a frequency approach for a robust control 



   
 

methodology. In such an approach, the corrected open-loop transfer function has a non-integer (fractional) order, real or 
complex, that allows defining the optimal open-loop transfer function in terms of overshoot, rapidity and precision with 
few high-level parameters  [37]. The CRONE control includes three generations  [37]. The first generation is based on a 
constant phase of the controller around the desired open-loop cross-over frequency w0. The second one is used when 
there are variations of the gain of the nominal model to control as well as transitional frequencies variations. The third 
generation should be used when the frequency response of the model to control has uncertainties of various kinds (other 
than gain and phase types)  [37]. Considering the Bode shapes of Fig 19, the second generation seems to be a good 
choice. It consists in determining, for the nominal state of the plant, the open-loop’s transfer function β(s), defined by 
 (29), which ensures the required specifications [12]: 
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(29)  

Where G(s) is the uncertain plant model  (22). KCRONE(s) is the controller. Ku is a constant ensuring unity gain at the 
desired frequency given by  (30)  [38]. w0, wh and wl are the transitional high and low frequencies. wl and wh are 
geometrically distributed around w0 and they are calculated as in  (31) and  (32). nh, nl and n are respectively the order at 
high frequencies, low frequencies and the order around the crossover frequency  (33).  
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(180 ) / 90n Mφ= −  
(33)  

∆β is the gain variation in the open-loop due to parametric uncertainties and Mɸ is the desired phase margin. It is set to 
85° in this case. nh is set to 2 to limit the input sensitivity and nl is set to 2 ensure zero steady-state error  [38]  [39]. 

The constraints defined in the  3.3 section are used in the CRONE toolbox  [40] to synthesize the desired controller 
given by  (34). A good phase margin of 86.4° (Fig 21) is achieved around the crossover frequency. 
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Fig 21: Bode plots of the controlled open-loops 

4. Comparison of the two controllers 

The performance and robustness of the two regulators are now compared, based on simulations conducted using the 
WCS model of Fig 3. 



   
 

4.1. Simulation results 

In the present paragraph, the performance of the two controllers is compared in zone 2 and 3 based on simulations 
conducted on the advanced model of Fig 3 and taking into account the space harmonics and the commutations’ effects. In 
a first test, an artificial wind made of five levels (Fig 22), varying in zone 2, is injected into the nonlinear model of Fig 3 
in order to compare the performance of the two controllers to brutal variations of the wind. The results are analyzed 
regarding the settling time and the overshoot. The same test is done in zone 3 (Fig 25) in order to judge the transient 
stability of the drive train dynamic. 

Fig 23 shows the generator’s rotation speeds obtained under a stepped wind profile. It turns out that, with the H∞ 
controller, the static error tends to zero and the oscillations during the transient state are well damped for all the tested 
operating points with a maximum overshoot of 20%. The CRONE controller causes more overshoot, which can reach 
27% in the worst case, showing lesser stability than the H∞ controller does. Regarding the settling time, the same 
performance is registered for the considered speed levels. In the worst-case, it is 6.5s for the two controllers. While a bit 
higher than expected (6s), this value is quite satisfying. In steady state, the CRONE controller is a bit more precise which 
justify the small difference in the wind extracted power (Fig 24). 

 

Fig 22: Wind profile 

 

Fig 23: Rotation speed versus time 
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Fig 24: Turbine power versus time 

The same test is done in the third zone. The mechanical stress is much greater here. So, it’s very important to maintain 
a constant rotation speed with no rippling. Fig 25 shows the wind profile and Fig 26 shows the velocity response. The 
slow shaft torque (Cls) response as well as the turbine’s speed shape, reflect the shaft’s twist angle. Thereby they’re good 
indicators of the structural mechanical behavior. It turns out that the CRONE controller provides a better closed-loop 



   
 

response. The angular velocity rippling is much smaller while using the CRONE controller. Thus, the fluctuations of the 
torsional torque are lower (Fig 27). Fig 28 illustrates the turbine power, some peaks are observed while changing the 
wind velocity. These peaks appear only because the wind profile of Fig 25is very severe. In reality, turbulences can occur 
but the changes are not quite as tough as the ones imposed by step changes. As one can see in Fig 35, with a stochastic 
wind profile, the peaks appear no more   

 

Fig 25: Wind profile  

 

Fig 26: Rotation speed versus time 

 

Fig 27: Slow shaft torque versus time 
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Fig 28: Turbine power versus time 

The previous tests are not sufficient to validate the controllers. They do not represent a real wind in a meteorological 
context. Therefore, the studied architecture is now tested with a stochastic wind profile (Fig 29 and Fig 32). One can 



   
 

remark that both controllers provide a good reference tracking (Fig 30). In fact, they handle correctly the commutations 
of the full-bridge rectifier and the DC/DC converter and are robust to the generator’s current harmonic perturbations. The 
CRONE controller is more efficient than the H∞ regulator regarding the track of the optimal rotation speed, which 
justifies the small difference in the turbine-extracted power in Fig 31. 
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Fig 29: Wind profile  

 

Fig 30: Rotation speed under a realistic wind profile 

 

Fig 31: Turbine power versus time  

In the third zone, and under a realistic wind profile (Fig 32), the peaks observed in seconds 50 and 70 in Fig 27 do not 
appear anymore. The CRONE controller is more performant regarding the mechanical vibration and a less oscillatory 
behavior is observed in Fig 33 and Fig 34: both the slow shaft torque and the rotation speed have better-damped 
oscillations. Fig 35 presents the turbine power. It can be noticed that the peaks observed in Fig 28 does not appear any 
more. The power is limited to 3kW for the whole variation range of the wind speed (from 11.5m/s to 24m/s).  
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Fig 32: Wind profile  

 

Fig 33: Rotation speed versus time 

 

Fig 34: Slow shaft torque versus time 
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Fig 35: Turbine power versus time  

4.2. Robustness analysis 

As explained in section 2.1, the mechanical parameters were estimated using the down-scale method and a mean value 
was calculated. So, they can be considered as quite uncertain. Their uncertainty’s range was given in table 1. In the tests 
thereafter, the robustness of the velocity controllers to these uncertainties is evaluated with simulations conducted on the 
Simulink model of Fig 3. Here, Dlsi, Klsi, Kti and Jti are the values used in the simulations and Dls, Kls, Kt and Jt are the 
nominal values given in table 1 and used in the linearization process.  

Fig 36 proves that the viscous friction and the damping coefficients have no effect on the angular velocity performance 
even if they are at their maximum uncertainty range. Moreover, the CRONE controller is more performant than the H∞ 

+ 



   
 

controller regarding the obtained settling time. In this test, the wind velocity is changed from 6.5m/s to 7.5m/s, the H∞ 
controller settling time is around 6s versus 4s for the CRONE controller.  

Practically, the same overshoot is obtained with the two controllers: 20% for the CRONE regulator versus 21% for the 
H∞ controller. 

 

Fig 36: Robustness analysis to mechanical parameters’ uncertainty for a wind varying from 6.5m/s to 7.5m/s 

The second test focuses on the robustness of the controllers to the electrical parameters’ uncertainty. As shown in 
Table 1, the parameters of the hybrid generator are very uncertain. They may vary with temperature or currents 
frequencies for instance. Here, the harmonics effects are neglected and the electric parameters vary as follows:  



   
 

• Case 1: nominal values 

• Case 2: M=0.8Me, Ld=0.9Ldnom, Lq=0.9Lqnom. 

• Case 3: M=0.8Me, Ld=0.7Ldnom, Lq=0.7Lqnom, Rs=1.5Rsnom, Re=1.5Renom, ɸa=0.8ɸanom 

In the considered cases, Me, Ldnom, Lqnom, Rsnom, Renom and ɸanom are the nominal parameters and M, Ld, Lq, Rs, Re and ɸa 
are the ones used for the simulations. 

The two controllers are robust to the electrical parameters’ variation as shown in Fig 37. The settling time obtained 
with the CRONE controller (4s) is smaller than the one obtained using the H∞ controller (6s) in all cases, but the 
transitional response of the angular velocity is more violent than the one caused by the H∞ controller. However, Fig 30 
shows that this vibration does not persist in a realistic wind velocity, so it can be neglected here.   

 

 

Fig 37: Robustness analysis to electrical parameters’ variation for a wind varying from 6.5m/s to 7.5m/s  

Fig 38 examines the effects of the space harmonics on the performance of the velocity regulators. The same behavior 
is observed while considering or not the space harmonics’ effects, in terms of overshoot and settling time. Their presence 
causes a very small rippling of 0.1rd/s on the generator’s velocity in steady state. This fluctuation is very small so its 
impact may be neglected. 

 

Fig 38: Robustness analysis to space harmonics for a wind varying from 6.5m/s to 7.5m/s  

Unlike the test presented in Fig 23, where the wind speed changes brutally, the robustness tests (Fig 36, Fig 37 and Fig 
38) are performed around a specific operating point, and in this case, the CRONE controller has a smaller overshoot. In 



   
 

fact, if the angular velocity’s variation g∆Ω  is small (around a given operation point), the CRONE controller is more 

robust since its phase margin is greater. However, if the angular velocity’s variation is important ( 30 /g rd s∆Ω ≥ ), in the 

case of a gust of wind for example, the H∞ controller is more efficient. This is due to the fact that in high frequencies its 
open-loop gain is smaller (Fig 21) so the H∞ controller has a better disturbance rejection. 

Finally, the robustness of the two controllers versus the variation of the load is evaluated. Harmonics and switching 
effects are taken into account. An inductance of 10mH noted Lcnom is connected in series with the resistive load Rc. Fig 39 
shows that the speed regulators handle perfectly the load’s variations and the possible induced disturbances are correctly 
rejected. Such a result could be qualified as very important, since the load evolution mirrors users supply requirements. 
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Fig 39: Robustness analysis to the load variation for a wind varying from 6.5m/s to 7.5m/s  

The velocity controllers are now evaluated on the test bench of Fig 14. First, a slope-type reference is considered, then, 
a stochastic one is injected to the emulator. In this case, the average wind velocity’s value changes each 20 seconds. It 
increases from 4m/s to 6.5m/s. 

 

Fig 40: Experimental validation of the velocity regulators  



   
 

The obtained results prove the efficiency of the CRONE controller. It guarantees a perfect reference tracking (Fig 40). 
The H∞ controller is also validated. However, the angular velocity oscillates around its operation point. These oscillations 
may reach 8rd/s in the case of a slope-type reference. These experimental tests validate the simulation results and prove 
that the CRONE controller is mechanically more performant and thereby more adequate for the generator speed’s control 
in a WCS.  

5. Conclusion and Perspectives 

The present paper presents two robust control strategies for a HESG in a wind conversion system connected to an 
isolated load. The efficiency of the CRONE controller was proved in the small passenger vehicles domain in several 
works. This motivates the authors to test its performance in the wind energy field. Moreover, the H∞ regulator was 
compared to other robust controllers and its efficiency was proved. Here, the two approaches are introduced and a 
comparison between a CRONE controller and an H∞ controller is presented.  

The comparison examines both performance and robustness to the inevitable uncertainties of the parameters of the 
generator as well as to the space harmonics, the electronic commutations, the wind brutal variations, the mechanical 
vibrations and the load’s variations. The simulation results show that the CRONE regulator has better performance 
regarding the mechanical parametric uncertainty and the mechanical stress reduction, which testify its robustness. 
Regarding the optimal rotation speed tracking, similar performances are obtained. However, the H∞ controller has a better 
disturbance rejection. A hybridization of these two control methods may be an attractive solution for an optimal 
utilization of the WCS. The very good performance of the CRONE controller was also fully validated experimentally 
under ramped and stochastic references. Future works intend to explore two directions: First, the CRONE controller's 
robustness to the load variations will be tested by simulations and experimentally. Then, in addition to the advanced 
electrical model, a complete mechanical model will be implemented using the FAST (Fatigue, Aerodynamic, Structure, 
and Turbulence) code developed by NREL laboratory  [41]. This code models a wind turbine as a combination of rigid 
and flexible bodies. For now, a 1.5Mw HESG has been dimensioned analytically in order to implement it on this 
software. Only the current loop of this 1.5Mw machine has been validated. 
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