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Abstract - This paper deals with a Wind Conversion System (WCS) based on a Hybrid Excitation Synchronous
Generator (HESG) connected to an isolated load. The set is modeled under Matlab-Simulink. To ensure an efficient and
reliable use of the system, a tight control remains vital. In fact, the dynamic equations of a turbine are strongly nonlinear
as are the ones of a HESG; most of the system parameters are highly uncertain, and, at last, a WCS is always affected by
disturbance sources such as load variances, harmonics, mechanical vibrations...To address these problems, robust control
methods must be adopted. In this paper, two strategies for the control of variable speed wind turbine are investigated.
First, anH,, controller is implemented. Then, a second-generation CRONE controller is designed. The performance of
the two regulators is compared with respect to the tracking of the optimal rotation speed, the attenuation of the
mechanical vibration and the robustness to the uncertainty of the parameters, using time-domain simulations. It has been
found that the CRONE controller is more robust to parameters uncertainty and minimizes the fluctuations of the torsional
torque and the generator’s angular velocity. Finally, an experimental validation of the velocity controllers is presented to
complete the simulation results and fully validate the chosen approach.

Keywords— WCS, HESGH,, controller, 2d generation CRONE controller, Optimal power tracking, Robustness
1. Introduction

Faced with fossil fuels depletion, their high cost and some pollution concerns, on the one hand, and with the
worldwide demand for the reduction of carbon dioxide emissions and for the nature conservation, on the other hand, the
use of renewable energies such as solar, geothermal and wind is now necessary. Among these alternatives, wind power is
one of the most cost-effective. It is also one of the cleanest: while producing energy, wind turbines do not pollute neither
the waters, nor the soils, and they don’t propagate any greenhouse gas effects [1] [2].

However, because of the stochastic nature of the wind and the inevitable uncertainties of a WCS, wind turbines have
operated with a low efficiency for many years. Previously, classical controllers such as P, Pl, and PID based on
linearized models were used [3] [4] [5]. Nowadays, the design of robust controllers with a capability of tracking
smoothly and more efficiently the optimal wind extracted energy is of great interest for the wind power industry.

Among the different methods investigated in recent years, gain-scheduled controllers have been widely used for the
control of variable speed wind turbines [6] [7], while using quasi-LPV models [8]. Adaptive algorithms [9], model
predictive control [10], fuzzy logic approach [11] and predictive control using linear matrix inequalities [12] have also
been applied to maximize the wind's extracted power. Yet, in most of these works, the implemented control strategy was
validated and tested in a specific operating region, either the second area where the turbine is operated with an optimal
efficiency or the third area where the wind extracted power must be limited (Fig 1). Likewise, several researchers have
compared the performance of linear and nonlinear control methods [5] [13]. The effectiveneds, ofeipelator in the
field of wind conversion systems' control has also been proved in many works [1] [14]. A comparison between LQG
control andH,, control established in [15] proved that both controllers have the same performance regarding power
generation and another comparative study, established in [1], has validated the performantg, abittieol method
compared to a classical PID regulator.

© 2018 published by Elsevier. This manuscript is made available under the CC BY NC user license
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In this work, the optimal power tracking in areéF2g 1), as well as the limitation of the generagpeed in area 3, of
the considered structure, is ensured by an inteuraént loop and an external speed loop. A Plrcdlet is designed for
the current loop. Then, robust control techniques applied in order to regulate the generator vgldoop. An H,,
controller based on the Normalized Coprime Factolsist stabilization problem is implemented andesn both
partial and full load regimes. Furthermore, a seegeneration CRONE controller is tested and congpaoetheH,,
controller.

The CRONE controller, known as a robust contrdbewidely used in small passenger vehicles sudn §&6] [17].
To the author’s knowledge, this work is the firstté propose a description and a validation of theOSIE control
methodology for the whole operating range of a Wib8eed, few works dealt with the CRONE methodolagyind
conversion system. Besides, the focus was mainlthemrmaximum power point tracking zone as in [a8¢ [19]. In
these works, a very simple electrical model of a-&Cited synchronous generator was presented, atehis work
considers an advanced model of a HESG.

The comparison of the two robust controllers is enaith respect to the maximization of the wind gyecaptured in
the second operating zone and the minimizatiorhefdrive train transient loads in the third onee Thbustness to
parameters’ uncertainties and nonlinearities of W@S for various wind profiles (including step oreesd stochastic
ones) is also evaluated for both controllers.
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Fig 1: Shaft output power versus wind speed of W 3XCS

This research is also motivated by the use of aGiiiBa wind conversion system as described in Fif thany
papers have dealt with the conception and thetstralcfeatures of this innovative generator [[B]], a few if any have
evaluated its efficiency for a wind conversion syst Here, the focus is mainly on the developmerarpéfficient and
reliable overall control strategy for the hybridngeator in the wind energy field. In fact, in thygpe of generator, the
excitation flux is created by permanent magnets B€dcoils. This specificity adds a degree of fremdim the WCS
architecture since the excitation winding curreaih e used as a control parameter. Here, the dptotaion speed
tracking is achieved by adjusting the excitatiomding current. Moreover, a DC/DC converter, withhywéow power
compared to the one necessary in a more conveh#octatecture, is sufficient for this control. Bhis the main asset of
the proposed architecture.

Rectifier

POR

DC source

Fig 2: Architecture of the wind generator [18]

The paper is organized as follows. In section @y@masses mechanical model is presented to miedehechanical
power transmission and an advanced electrical ma#t@lg into account generator harmonics and coratiut effects



is implemented. Section 3 deals with control sgi@e Finally, a comparison of the velocity corerd’ performance is
investigated by simulation and experimentally.

2. WCS modeling

A WCS converts wind energy into an electrical diemain parts are the turbine, the gearbox, aadyénerator. The
choice of the latter and its control remains a i@luactor. Before dealing with the control conceghe dynamic models
and the nonlinear equations governing the studystes (Fig 2) will be described. Fig 3 shows a clatgpMatlab-
Simulink model of this architecture.
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Fig 3: WCS under Matlab-Simulink [19]

2.1.Wind Turbine dynamical model

In the presence of an aerodynamic tor@uél), the gearbox, connected between the turbidetfaen generator, adapts
the turbine rotation speé@ to the one of the generat@y, [4], [14].

C, =05C, 1,B8)pB/Q, 1

V,, is the wind velocityp is the air density anflis the surface swept by the turbine blades ragju€, is the turbine
performance coefficient. It's a function of thegbitangle} and the tip speed ratio(2) [20].

A=Q R\, ©)

To represent power transmission, a one, two orthnasses mechanical model may be used [14]. ingie snass
mechanical model (3), the shaft is supposed totadly rigid.

J th/dH—Kth:q_q 3

tot

WhereJ,, is the total inertia of the WCE; is the turbine viscous friction coefficienE,; , given in (4), is the resistant

torque representing the hybrid generator electromig torque notedCg,, multiplied by minus the coefficient
multiplier m,. The minus is added because of the motor conventiosen to model the HESM [14].

Crl =-m Q:m @

With the one-mass model used in (3), the potentathanical oscillations are not properly represeén$o, in order to
take into account a possible mechanical torsionvdéen the slow shaft and the fast one, the drivim tshould be
described with a two-mass model[21] [22] (Figl#)fact, a comparison between a one, two and thnagses mechanical
model was established in [23], and it turns oat the two masses model is sufficient for the §tsil@inalysis. So, in this
work, the mechanical behavior is described withwa masses mechanical model. It is given by (5) &)din the
reference of the slow shaft [3].
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04 and6; are the angular positions of the generator arttieturbineJ; andJ; are the inertias of the generator and of

the turbine Ky andKjs are respectively the generator and the slow stisdbus friction coefficients anids is the torsion
coefficient of the slow shaft.

Fig 4: Two masses wind turbine model

Referring to (5) and (6), the generator speedbeaexpressed as in (7).
Q - f252+f18+ fO [E(QS‘- %)C—C :| (7)
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Fig 5 shows a couple of very flexible modes. Treorant frequency is noted while the anti-resonant one i8,_

For some particular operating points, if the fremties close tow and w,_, are excited, the drive train may be
threatened.
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Fig 5: Bode diagram ofQ, /AC, of a 3kw WCS

While designing the velocity regulators, the drivain dynamics should be considered in order torantae the
stability of the system and to avoid possible med# vibrations.

All the mechanical parameters of a 3kW WCS haven lmadculated using the scale down model methodl [Z=]. In
this approach, a mechanical parameter is calcukgedming a geometric similarity. Under the assionptf having the
same blade tip speed ratio, two wind turbines aresiclered. The first one is the reference devisesite is notetl. The
second one is the considered wind system andzisisinoted. The scale ratio noted “s” is calculated as ihvw8&ere



R‘p and Rp are known.
s -Rb (8)
I R,

The slow shaft inertia, the turbine viscous friotmefficient, the slow shaft viscous friction digént and the torsion
coefficient of the slow shaft are calculated agdnusing three reference’s turbines [26], [aAf [28]. Finally, a mean
value is estimated. The corresponding values aréged in Table 1.
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2.2.WCS electrical parts’ models
The described parts include the HESG, the rectifier resistive load and the DC/DC converter.
2.2.1 HESG model

Among the inevitable uncertainties affecting inigngicant way the power quality extracted from thénd, one can
mention the generator’'s current harmonics [2%.dtcommon practice to neglect this phenomenonir&ance, in [3],
[14], [30] and [31], the generators are modeled d-q reference frame and a first harmonic masletonsidered.
However, the distortion in the currents and arnetoltages waveforms are due mainly to the harnsowicich may
cause torque rippling [21] and can lead to a lederence tracking. Therefore, their impact on tledvextracted power
needs further consideration.

To take into account the harmonics’ effects, theSlBEs modeled using the results presented in 3] example, for
the “a” phase, the stator inductance is expressed d@<d)nthe mutual inductance as in (11) and the #sxn (12). A
18" order of Fourier series development is considesazkpress the stator inductances.

L =L, +29: L., cos(hpf-{,) (10)

M :M%+§g“|v|% cos(hpd-7 ) (11)
h=1

@= qum cos(pf (h+ -, (12)

with L, =(L,+L)/3.M, =-L,/3

Ly andL, are the d and g-axis inductancesg.is the flux created by the magnets in the armatoiis, ¢ is the flux
created by the magnets in the DC field excitatioitsandp is the number of pole pairs.

Then, the generator is modeled in Concordia reterérame as in (13)-(17).

e Fluxes:
[@]:[LZ][I2]+[Me2]|e+[¢e2] (13)
2=[Mo][1.]+Ld * o, (14
* Voltages
[V,] = R[1,]+ d[@]/ dt (15)

V, =R+ dg/ dt (16)



¢ Electromagnetic torque

Ol =200 L g L],y ] an
o] =[2% ] VAEINAA M

. _| L ap t_
Where: 0] =[|,,|5J [LZ]_|:MaB L, } [M,] —[MmMeﬁ]

[4‘%2]t = [%;%g]

Herel,,L;, M, M, ,M andM ,are analytically calculated then stocked in “looktmbles” so that the
corresponding appropriate values may be generatading to the corresponding rotor’s position.

The electrical parameters of the generator weresumed using the volt amperometric method (Fig &)e T
corresponding values are given in Table 1.

Fig 6:L4, Ly andM measurement [32]

2.2.2 Converters and load models

A DC/DC converter controls the excitation coilstlbé HESG and the resistive load is connected t&\MBsS through a
full bridge rectifier. SimPowerSystem tools aredi$er the modeling of the converters. They allowtgke into account
the commutations effects and test the controlteesriealistic environment [21].

The resistive loa; is also implemented using SimPowerSystem block&le of 18 is selected [33].

The nominal WCS'’s parameters values and their tianiaanges are summarized in Table 1.

Table 1: Parameters of the WCS

Parameter Nominal value (variation range) Parameter Nominal value (variation range)
p (Kg/n) 1.2 Py, (KW) 3

K (kg.nfs?) 0.055 (£75%) P 6

J; (Kg.n?) 3.€ Me (mH) 1.1 (8(-100%

R, (m) 1t Ly (mH) 5 (5C-100%;

m, 5 Ly (mH) 9.2 (50-100%)
Dis 0.8 (+25%) Le (mH) 46 (50-100%)
Kis 160(+48%/-34%) Re (Q) 3 (100-150%)
Jo(Kg.m2) 0.015 R (Q) 0.87 (100-150%)
$a (MWh) 66 (8(-100% Epc (V) 50

Gy 10 Veu (V) 5

V4(m/s) 3 R. () 15

V(m/s) 115 Vu(m/s) 24

3. Control of the WCS

The control of a wind turbine must secure an apjatgp reference tracking while minimizing its dynararror. For a
maximum power extraction using a HESG, the optituabine rotation speed may be adjusted by contigpllhe
excitation current of the generator [14]. Thistset deals with the design of two robust contralable to handle
parametric uncertainties, external disturbance @asghhe wind’s brutal variations and that give ad@losed-loop
performance in all cases.



3.1.0pen loop analysis

A typical output power versus wind speed for a W€ 8lustrated in Fig 1. Based on this shape, ahiderknowing
the turbine characteristics, a preliminary steadyesstudy allows to find the optimal turbine raiatspeed and the
optimal turbine torque to follow. They are illuded in Fig 7 and Fig 8.

In fact, in order to operate with an optimal aematyic efficiency, a Maximum Power Point Tracker (B control
algorithm has to be implemented. Below the rateubveipeed/,, the WCS rotation speed is adjusted to its optiwahie
as in (18). Since the turbine optimal charactess{Comaxandlopt) are known, it is possible to apply the optimum ti
speed ratio (TSR) method [34] to derive the optitagbine velocity reference (18). Once the wirgdocity surpasses,,
the turbine rotation speed is limited to 450rpnoider to not surpass the WCS electrical and mechbphysical limits.

_ 18
Qref _Aopl N/W/Rp ( )
5 . 500 T T 80
= E | e
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Wind velocity v, (m/s) Wind velocity v,,, (m/s)

Fig 7: Optimal turbine torque versus wind speed Fig 8: Optimal turbine speed versus wind speed

The open-loop analysis aims to find the variatiange of the variables to control (the excitationrent i, and the
rotation speedy) as a function of the system inputs (the turborgiueC; and the control voltage,) and verify that
each optimal point can be reached without violatimg physical limits. The two inputs must vary beén two maximal
limits where:

V.;nsl and 0< G< G, (19)

ecm

Finally, the open loop study shows that each optpoat can be reached (Fig 9 and Fig 10).

<

3 2000 =5

a e¥E
g e 1500 a0
»n O > 3
3E R
3 2 1000 g9

T 500 o /////

Zy
0 0
C, (Nm) 0 V_ (V)
ec
Fig 9: The steady state generator speed versugrtiiae Fig 10: The steady-state excitation current vetses
torque and the control voltage turbine torque and the control voltage

3.2.Current loop

The current’s loop model was described in [14] &dhown in Fig 11. As one can see, it is a niofiat and
nonlinear model. The inpuM \/L—’,/Ld ><(vd -Ri,+ an)iq) can be considered as a perturbation to desigmuhent’s



controller so the current’s loop synopsis is aBin12.
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Fig 11: Excitation current model Fig 12: Excitation current loop

WhereR;, R, are respectively the stator and the excitatioistascesg is the Blondel coefficient defined by (20).

_m? (20)
Lole

M is the mutual inductance anq is the excitation coils inductanc&, is a constant gain modeling the DC/DC
converter's gain.

o=1

Ki (s)is an integral proportional regulator Pl chardetst by a time constaiit and a gairK;. It is designed to satisfy
the following specifications:

¢ A control voltageve. less thanVe., (maximum control voltage);
» A static error trend to zero;

» A closed-loop response time equal to 0.015s whidoherent for a 3kW HESG [29].

A satisfying closed-loop response may be obtaine@ fdamping factor & =0.6. Using the relatiotyt,=f (&), mixing

the damping ratio, the bandwidth and the settlimgtof a second order system, one can deduceshaiust be settled
around 300rd/s.

1+—T'S] where Tza—l‘*z 002s andK= 1 (1)
Ts R

&@=Kx(
I
The current controller performance is now testedibyulation. As one can see in Fig 12, the comnuriaffects and
the space harmonics are neglected during the dlemtsynthesis procedure: the converter is modeked pure gais,
and the generator is modeled in the d-q referermme under an assumption of a first harmonic modek then
important to test the Pl current regulator with advanced model where these phenomena are takeradntmunt.
Simulations show that, for the rated rotation spefethe generator (Fig 8), the harmonics’ effects the more obvious.
Indeed, Fig 13 (a) shows that the converters’ cotatians amplify a bit the rippling of the currenshape but it's not
very significant and this phenomenon may be negtecompared to the one caused by the generatoriwhics. Fig 13
(b) proves that the regulator is robust enouglm¢ohiarmonics’ effects. Indeed, the same resporsatasned in terms of
settling time and overshoot while considering or the space harmonics effects. Unfortunately, tt@tation current’s
quality is affected, which may badly influence thedocity loop performance since the angular veloistimposed by the

excitation current. For this reason, the considemaof the current's harmonics effect in the des@nthe velocity
controllers is crucial.

Generator model taking into account harmonics effect
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Fig 13: Robustness’s analysis of the current cdetr¢simulations)

The test bench of Fig 14 is used for the experialerglidation of the current regulator. As the mse of the present
work is to evaluate the contribution of a HESG iimavapplications, a WCS emulator with a 3kW HESGegator was
constructed. The wind, gearbox, and turbine’s raterreplaced with a 7kW asynchronous motor coedeict the HESG
through a flywheel Fig 14 (b). This latter was adide the structure in order to increase the emulati@al inertia thus
emulating faithfully a WCS’s dynamic. For the caftand measurements, a Humusoft real-time interéack Matlab-
Simulink real-time control software are used. Thbrid generator is connected to a resistive loadugh a full bridge
rectifier and a full bridge DC/DC converter confrdls excitation coils (Fig 14 (a)).

control software

(b)
Fig 14: Wind turbine emulator

Very satisfying results, illustrated in Fig 15 aRid) 16, were obtained. The desired closed-loop tiesponse was
0.015s. In practice, the settling time does nopass 0.011s in the worst, case demonstrating taktygof the current
controller. The overshoot is almost null in all eas
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3.3.WCS linearization

The angular velocity model is given in Fig 17.dtd multi-input and strongly nonlinear model. Hoe synthesis of
both the CRONE and thd,, velocity controllers, a linear model is requirddhereby, the nonlinear model described in
Fig 3 and Fig 17 must be linearized. The WCS lirzaion is performed in zone 2 (Fig 1). In thisaréhe blades pitch
anglef is constant and equal to 0°. The performance ioeft C, is also constant and is set to its optimal v§Rig.

Vv
Edc abc Ct_’ E _%t
Vv C ear- Q
| model |
Q —V_ab(
I_% o e

Fig 17: Angular velocity model

An identification process is conducted for four gimg points in zone 2 (Fig 18). For a given ingidnalieres

corresponding to an operating point, the outQyt(see Fig 17) is analyzed in terms of overshoot settling time in
order to derive an equivalent linear model.

Fig 1 shows that zone 2 encompasses a wind speed be8rgsrand 11.5m/s and Fig 7 shows that in this zbae
optimal turbine rotation speed (respectively theegator rotation speed) is a linear function. Tferees four operating
points well distributed in zone 2 are chosen: tihedvepeed is set to 4, 6.5, 8.5 and 11 m/s resmdgtiA set of transfer
functions from the input.sto the outpufy is then obtained and an average model is selected.



As shown in Fig 18 (c), the consideration of a tmasses mechanical model allows a faithful illugtratof the
flexible coupling between the slow and the fasfftsheor instance, considering a constant wind spd#e’i5m/s, one can
notice some vibrations in the angular velocity mese. This vibration may decrease the WCS lifetamé even break
the shaft. For this reason, the designed contsollexve to guarantee a mechanical damping of the WCS

137
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Time(s)

Fig 18: Angular velocity versus time for differesperating points (blue: nonlinear — red: identified

Only three operating points are considered in thntification process because of the uncertaintthefequivalent
model computed in Fig 18 (c). Fig 19 shows the Bo@grams of the local transfer functioms, (s) /i,.(s) obtained

from the identification process.
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An average model is selected for 6.5 m/s (Fig t8)transfer function is given by (22).

n

Q) G _ -195

H(s) =

I eref

(5) T,st1 3.28s+1

The closed-loop is illustrated by Fig 20 wh&g(s) is the velocity controller to synthesize.
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i
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\/ v_| HESG IJa_‘
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dc r C—>

10’

() for different operating points

(22)

Fig 20: Angular velocity closed-loop

In the present work, the settling time of the aagwelocity’s closed-loop is set to 6s which is megically coherent
for a WCS [26]. The inner current loop needs t@bkeast 10 times faster than the outer veloocitp! This is verified in
the present case where the current settling timbdasit 0.01s. As said previously, the current lsdgndwidth is around
300rd/s. So, a value of 7.7rd/s for the velocigp® bandwidth is coherent and guarantee a ratterobetween the two

loops.



3.4.H,, control strategy

The H,, control theory includes two main approaches. Tirst bne is based on closed-loop specifications il
known as the standarH, problem. The second one, known as the Normalizegri®e Factors (NCF) robust
stabilization problem [35] [36], is based on oppeop specifications and it is considered in thespnt work.

A synthesis using the NCF method requires thatntieelel to control is described with its prime fast¢B85]. The
normalized left coprime factorization of the nomimedelQ (S) /i, (S) , notedG(s), is:

G(9=0,(9/ Lu($= M*(3ON X (23)

WhereN(s) andM(s) are stable transfer functions.

The NCF method gives a controller stabilizing thmmimal modelG(s) as well as any model subject to additive
uncertainties oi(s)andM(s) and belonging to the set of perturbed models @ritts:

- {Gp = (M +4y )_1(N +AN) } (24)
£ llay aullse

Wheree denotes the “size” of the uncertainty that the et@@n handle without being destabilized [36].

The purpose is then to find a single controés) stabilizing all the plants defined by (24) solyin
K P _ 25
(IJ(l +GK) 1M y =ymin=£m1ax ( )

0

inf
K stabilisig

Whereg,ax denotes the maximum stability margin.

As theH,, method based on the NCF robust stabilization prabdoes not address performance directly, pre astd p
compensatoryV(s), Wax(s) must be added to the nominal model to give the -0pep the wanted shape. The augmented
model is defined bB,(s)=W,(s)G(s)W(S). In the studied case, the model to control isglsiinput single output (SISO)
one, so only a pre-compensatdf(s) is necessary. The latter has to ensure that the-lmgwp has a high gain in low
frequencies and a low gain in high frequenciessttuse a good reference tracking and a good distagbeejection. To
do so, a proportional integral Pl compensap((s) is selected (26). Indeedhet Bode diagram dfig 19 shows that in
order to ensure a high gain in the low frequendies,pre-compensator must introduce an integradacthe integral
action ofWp(s) stops around the cut-off frequency of (22)TseT,.

W, (9= K&;—Tj (26)

As one can see in (Fig 19), the natural slope2gj (s -20dB/decade: this is not enough to havatiafging roll-off.
Thus, a low-pass filter is added to the Pl in the-gpmpensatow,(s) The time constant of the filter must be much
smaller thar,, (a ratio of 10 is usual) to not modify the natysbhse margin of (22) aroumd, so,T;=0.025T,. Finally,
Wi(s) is given by:

_kothsg 1 (27)
e “}Tl_sglﬁs

The H,, controller is computed faB,(s)=G(s)W(s) with the Matlabncfsynfunction. It is given by (28). As one can
see on the Bode plot of the controlled open-lodg @), a good phase margin of 72.1° is achievaditha crossover
frequency is correcA goodmaximum stability margin of 0.57 is achieved.

k()= -6.§ - 2582 - 74.14- 55 (28)
® s'+81.8°+ 167+ 246

3.5.CRONE control strategy

CRONE control (French abbreviation of non-integeten robust control) is a frequency approach footaust control



methodology. In such an approach, the corrected-tpEp transfer function has a non-integer (fratidp order, real or
complex, that allows defining the optimal open-ldggnsfer function in terms of overshoot, rapidityd precision with
few high-level parameters [37]. The CRONE contnaludes three generations [37]. The first genenais based on a
constant phase of the controller around the desipsh-loop cross-over frequeney. The second one is used when
there are variations of the gain of the nominal eidd control as well as transitional frequenciasiations. The third
generation should be used when the frequency respafinthe model to control has uncertainties ofover kinds (other
than gain and phase types) [37]. Considering tbdeBshapes of Fig 19, the second generation semine & good
choice. It consists in determining, for the nomistdte of the plant, the open-loop’s transfer fiomcB(s), defined by
(29), which ensures the required specificatior2d:[1

n n Iy
B(9) = Konone(9 00 3 = &((HS)/ (s)j EE(1+S)/ (S)j / [1+SJ
w'/ w W/ w W

WhereG(s) is the uncertain plant model (2&crongS) is the controllerK, is a constant ensuring unity gain at the
desired frequency given by (30) [38},, W, andw; are the transitional high and low frequencies.and w, are
geometrically distributed aroungh, and they are calculated as in (31) and (82)n andn are respectively the order at
high frequencies, low frequencies and the ordewraddhe crossover frequency (33).

(29)

(n=-ny)/2 (m-n)/2
K, =y EE1+ (%)2] EE1+ (ﬂf} 0
W w W
_ _ (31)
w=w/10Ja and w= w0/ ¢
1 (32)
a=AgB"
(33)

n=(180- Mg)/90

Ap is the gain variation in the open-loop due to peetiic uncertainties andg is the desired phase margin. It is set to
85° in this casen, is set to 2 to limit the input sensitivity ands set to 2 ensure zero steady-state error[333]

The constraints defined in the 3.3 section arel isehe CRONE toolbox [40] to synthesize the debicontroller
given by (34). A good phase margin of 86.4° (Fly B achieved around the crossover frequency.

-3.58¢- 0.618 - 0.01

S+ 23.%°
CRONE: Gm = -Inf dB (at 0 rad/s)Pm = 86.4 ° (at 7.71 rad/s)
H :Gm = InfdB (at Infrad/s) , Pm =72.1 deg (at 7.71 rad/s)

infinity
T T

(34)

K crone(S) =
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Fig 21: Bode plots of the controlled open-loops
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4. Comparison of the two controllers

The performance and robustness of the two regglat@ now compared, based on simulations condusied the

WCS model of Fig 3.



4.1. Simulation results

In the present paragraph, the performance of tleedwntrollers is compared in zone 2 and 3 basesdimonlations
conducted on the advanced model of Fig 3 and takimgaccount the space harmonics and the commogteffects. In
a first test, an artificial wind made of five lesdlFig 22), varying in zone 2, is injected into ti@nlinear model of Fig 3
in order to compare the performance of the two raliets to brutal variations of the wind. The rasudre analyzed
regarding the settling time and the overshoot. S&me test is done in zone 3 (Fig 25) in order tigguthe transient
stability of the drive train dynamic.

Fig 23 shows the generator’s rotation speeds dadaimder a stepped wind profile. It turns out théth the H,,
controller, the static error tends to zero anddbeillations during the transient state are wethgad for all the tested
operating points with a maximum overshoot of 20%e TTRONE controller causes more overshoot, whichreach
27% in the worst case, showing lesser stabilityntiize H,, controller does. Regarding the settling time, saene
performance is registered for the considered sfmesdls. In the worst-case, it is 6.5s for the twatcollers. While a bit
higher than expected (6s), this value is quitesBatig. In steady state, the CRONE controller stanore precise which
justify the small difference in the wind extractealver (Fig 24).
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Fig 24: Turbine power versus time

The same test is done in the third zone. The méchlastress is much greater here. So, it's veryoirtgmt to maintain
a constant rotation speed with no rippling. Figshews the wind profile and Fig 26 shows the velooitsponse. The
slow shaft torque(;) response as well as the turbine’s speed shaftetrthe shaft's twist angle. Thereby they're good
indicators of the structural mechanical behavibtuins out that the CRONE controller provides &dveclosed-loop



response. The angular velocity rippling is much lfenavhile using the CRONE controller. Thus, theciuations of the
torsional torque are lower (Fig 27). Fig 28 illagés the turbine power, some peaks are observdd aHnging the
wind velocity. These peaks appear only becauswithe profile of Fig 25is very severe. In realityrlbulences can occur
but the changes are not quite as tough as theimpesed by step changes. As one can see in Figi8ba stochastic
wind profile, the peaks appear no more
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Fig 27: Slow shaft torque versus time
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Fig 28: Turbine power versus time

The previous tests are not sufficient to valid&ie ¢ontrollers. They do not represent a real wind imeteorological
context. Therefore, the studied architecture is mested with a stochastic wind profile (Fig 29 dfid 32). One can



remark that both controllers provide a good refeeemacking (Fig 30). In fact, they handle corrgt¢tie commutations
of the full-bridge rectifier and the DC/DC convertnd are robust to the generator’s current harcnpaiturbations. The
CRONE controller is more efficient than tihe, regulator regarding the track of the optimal riomtspeed, which
justifies the small difference in the turbine-extesd power in Fig 31.
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Fig 31: Turbine power versus time

In the third zone, and under a realistic wind peofFig 32), the peaks observed in seconds 50 @rid FFig 27 do not
appear anymore. The CRONE controller is more perémt regarding the mechanical vibration and a éssdllatory
behavior is observed in Fig 33 and Fig 34: both dlev shaft torque and the rotation speed haveebd#mped
oscillations. Fig 35 presents the turbine powecalt be noticed that the peaks observed in Figo28 dot appear any
more. The power is limited to 3kW for the wholeia#ion range of the wind speed (from 11.5m/s to 23m
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Fig 35: Turbine power versus time

4.2.Robustness analysis

As explained in section 2.1, the mechanical pararaetere estimated using the down-scale method aneéan value
was calculated. So, they can be considered as guitertain. Their uncertainty’s range was givetainle 1. In the tests
thereafter, the robustness of the velocity corgrelto these uncertainties is evaluated with sitimia conducted on the
Simulink model of Fig 3. HerdD;, Kisi, Ky andJ,; are the values used in the simulations BpdK, K; andJ; are the
nominal values given in table 1 and used in thediization process.

Fig 36 proves that the viscous friction and the plewg coefficients have no effect on the angulaoeiy performance
even if they are at their maximum uncertainty rarigereover, the CRONE controller is more performtnan theH,,



controller regarding the obtained settling timethis test, the wind velocity is changed from 6.51@ 7.5m/s, théd,,
controller settling time is around 6s versus 4slier CRONE controller.

Practically, the same overshoot is obtained withttho controllers: 20% for the CRONE regulator wer21% for the

H., controller.
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Fig 36: Robustness analysis to mechanical paragietecertainty for a wind varying from 6.5m/s t&ivs

The second test focuses on the robustness of thieotters to the electrical parameters’ uncertaiftg shown in
Table 1, the parameters of the hybrid generatorverg uncertain. They may vary with temperaturecarrents
frequencies for instance. Here, the harmonics &ffa® neglected and the electric parameters wafigllaws:



¢ Case 1: nominal values

* Case 2M=0.8V, L4=0.9 gnom L4=0.9Lgnom
» Case 3M=0.8Me, L4=0.7gnom Lg=0.7Mgnom R=1.FRsnom Re=1.FRenom $a=0.8panom
In the considered caséd, Lainom Lanom Rsnom Renom@ndganomare the nominal parameters avdLg, Ly, Ry, Re andg,

are the ones used for the simulations.

The two controllers are robust to the electricalapgeters’ variation as shovim Fig 37. The settling time obtained
with the CRONE controller (4s) is smaller than the obtained using thid, controller (6s) in all cases, but the
transitional response of the angular velocity igendgolent than the one caused by Hhe controller. However, Fig 30
shows that this vibration does not persist in &isgéawind velocity, so it can be neglected here.
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Fig 37: Robustness analysis to electrical pararsetariation for a wind varying from 6.5m/s to 7.56m

Fig 38 examines the effects of the space harmamadbe performance of the velocity regulators. $ame behavior
is observed while considering or not the space baits’ effects, in terms of overshoot and settlinge. Their presence
causes a very small rippling of 0.1rd/s on the getiog's velocity in steady state. This fluctuatisnvery small so its

impact may be neglected.
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Fig 38: Robustness analysis to space harmonias fiond varying from 6.5m/s to 7.5m/s

Unlike the test presented in Fig 23, where the vgipeled changes brutally, the robustness test8@rigig 37 and Fig
38) are performed around a specific operating paindl in this case, the CRONE controller has alsmaVershoot. In



fact, if the angular velocity's variatioAQ  is small (around a given operation point), the Gf&controller is more

robust since its phase margin is greater. Howevéfte angular velocity’s variation is importamAQ = 30rd /s), in the

case of a gust of wind for example, tHg controller is more efficient. This is due to tteef that in high frequencies its
open-loop gain is smaller (Fig 21) so tHe controller has a better disturbance rejection.

Finally, the robustness of the two controllers usrghe variation of the load is evaluated. Harm®mind switching
effects are taken into account. An inductance ofihotedL.,miSs connected in series with the resistive |Badrig 39
shows that the speed regulators handle perfealyoidd’s variations and the possible induced distuces are correctly
rejected. Such a result could be qualified as iraportant, since the load evolution mirrors usensgpdy requirements.
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36

The velocity controllers are now evaluated on g bench of Fig 14. First, a slope-type referemcensidered, then,
a stochastic one is injected to the emulator. is thse, the average wind velocity’s value chamgeh 20 seconds. It
increases from 4m/s to 6.5m/s.
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The obtained results prove the efficiency of theODFE controller. It guarantees a perfect referenaeking (Fig 40).
TheH,, controller is also validated. However, the angukocity oscillates around its operation pointe$a oscillations
may reach 8rd/s in the case of a slope-type refetefhese experimental tests validate the simulagsults and prove
that the CRONE controller is mechanically more perfant and thereby more adequate for the genespéad’s control
ina WCS.

5. Conclusion and Perspectives

The present paper presents two robust controlegiie for a HESG in a wind conversion system caegeto an
isolated load. The efficiency of the CRONE con&plvas proved in the small passenger vehicles doinaseveral
works. This motivates the authors to test its peménce in the wind energy field. Moreover, tHe regulator was
compared to other robust controllers and its edficy was proved. Here, the two approaches aredimssl and a
comparison between a CRONE controller andHarcontroller is presented.

The comparison examines both performance and nogsstto the inevitable uncertainties of the pararsedf the
generator as well as to the space harmonics, g@rehic commutations, the wind brutal variatiotie mechanical
vibrations and the load’'s variations. The simulatiesults show that the CRONE regulator has bgeformance
regarding the mechanical parametric uncertainty #ed mechanical stress reduction, which testifyrdbustness.
Regarding the optimal rotation speed tracking, Isinperformances are obtained. However Hheontroller has a better
disturbance rejection. A hybridization of these teontrol methods may be an attractive solution dar optimal
utilization of the WCS. The very good performandet® CRONE controller was also fully validated exmentally
under ramped and stochastic references. Futureswot&nd to explore two directions: First, the CRObBbntroller's
robustness to the load variations will be testedsinyulations and experimentally. Then, in addittonthe advanced
electrical model, a complete mechanical model lallimplemented using the FAST (Fatigue, Aerodyna®inucture,
and Turbulence) code developed by NREL laboraféty. This code models a wind turbine as a cominadof rigid
and flexible bodies. For now, a 1.5Mw HESG has bdenensioned analytically in order to implementoit this
software. Only the current loop of this 1.5Mw mamhhas been validated.
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