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ABSTRACT

Context. The contribution of quiet-Sun regions to the solar irradiance variability is currently unclear. Certain solar-cycle variations
of the quiet-Sun’s physical structure, such as the temperature gradient, might affect the irradiance. Accurate measurements of this
quantity over the course of the activity cycle would improve our understanding of long-term irradiance variations.
Aims. In a previous work, we introduced and successfully tested a new spectroscopic method for measuring the photospheric tempera-
ture gradient directly on a geometric scale in the case of non-magnetic regions. In this paper, we generalize this method for moderately
magnetized regions that may be encountered in the quiet solar photosphere.
Methods. To simulate spectroscopic observations, we used synthetic Stokes profiles I and V of the magnetic FeI 630.15 nm line
and intensity profiles of the non-magnetic FeI 709 nm line computed from realistic three-dimensional magneto-hydrodynamical sim-
ulations of the photospheric granulation and line radiative transfer under local thermodynamical equilibrium conditions. We then
obtained maps at different levels in the line-wings by convolution with the instrumental point spread function (PSF) under var-
ious conditions of atmospheric turbulence – with and without correction by an adaptive optics (AO) system. The PSF were ob-
tained with the PAOLA software and the AO performance is inspired by the system that will be operating on the Daniel K. Inouye
Solar Telescope.
Results. We considered different conditions of atmospheric turbulence and photospheric regions with different mean magnetic
strengths of 100 G and 200 G. As in non-magnetic cases studied in our previous work, the image correction by the AO system is
mandatory for obtaining accurate measurements of the temperature gradient. We show that the non-magnetic line at 709 nm may
be safely used in all the cases we have investigated. However, the intensity profile of the magnetic-sensitive line is broadened by
the Zeeman effect, which would bias our temperature-gradient measurement. We thus implemented a correction procedure of the line
profile for this magnetic broadening in the case of weakly magnetized regions. In doing so, we remarked that in the weak-field regime,
the right- and left-hand (I + V and I − V) components have similar shapes, however, they are shifted in opposite directions due to the
Zeeman effect. We thus reconstructed the intensity profile by shifting back the I + V and I − V profiles and by adding the re-centered
profiles. The measurement then proceeds as in the non-magnetic case. We find that this correction procedure is efficient in regions
where the mean magnetic strength is smaller or on the order of 100 G.
Conclusions. The new method we implement here may be used to measure the temperature gradient in the quiet Sun from ground-
based telescopes equipped with an efficient AO system. We stress that we derive the gradient on a geometrical scale and not on an
optical-depth scale as we would do with other standard methods. This allows us to avoid any confusion due to the effect of temperature
variations on the continuum opacity in the solar photosphere.

Key words. techniques: high angular resolution – techniques: spectroscopic – Sun: photosphere

1. Introduction

The variation of the total solar irradiance (TSI) in phase with
the solar cycle has been well-established thus far thanks to mea-
surements performed in space by dedicated instruments over
the past four solar cycles. However, long-term variations of the
TSI at solar minimum are still under debate because different
groups that have used different composite data have either found
a constant or a varying TSI at solar minimum (see the reviews
by Yeo et al. 2014; Solanki et al. 2013). Moreover, the spectral
dependance (SSI) of the solar cycle variability is also a con-
troversial topic (e.g., Ermolli et al. 2013). These variations are

an important forcing term for the evolution of the climate on
Earth (e.g., Lean 2017). In recent years, solar irradiance vari-
ability studies have also been motivated by the necessity for
achieving an understanding of and modeling stellar variability
(Fabbian et al. 2017; Faurobert 2019) which, in turn, may ham-
per exoplanet detectability (e.g., Cegla 2019) and affect both
the determination of the physical properties of exoplanet atmo-
spheres (e.g., Kowalski et al. 2019) and the abundance of bio-
markers (e.g., Grenfell 2017).

The efforts made to model TSI and SSI variations cur-
rently rely on the hypothesis that the main drivers of solar
variability are magnetic features at the solar surface and that
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the thermodynamical state of the quiet-Sun atmosphere is
invariant. Other plausible mechanisms that imply a modula-
tion of the global structure of the Sun have also been pro-
posed. Ideas on global structural changes are supported by
the observation of the frequencies of the acoustic p-modes
that also show a well-documented solar-cycle variation (see
Fossat et al. 1987; Salabert et al. 2015). Possible contributions
of the quiet Sun to long-term variations of the irradiance could
be investigated via a systematic long-term follow-up of the
photospheric temperature gradient. Intensity center-to-limb vari-
ation in continua and lines is a well-known tool for estimat-
ing the physical properties of stellar atmospheres, in particular,
the temperature gradient. Nevertheless, several studies have
indicated that the shape of the intensity limb darkening in
photospheric continua remains constant with time and, in par-
ticular, no variation has been reported with the magnetic activity
cycle (e.g., Petro et al. 1984; Elste & Gilliam 2007). Recently,
Criscuoli & Foukal (2017) employed three-dimensional (3D)
magneto-hydrodynamic (MHD) simulations of the solar pho-
tosphere to show that variations of the temperature gradient
that are consistent with cyclic variations of unresolved magnetic
fields produce variations of the intensity limb darkening shape
that are below the precision of modern instrumentation.

More sensitive measurement methods are needed to attain
progress in that field. In Faurobert et al. (2018; Paper I), we
therefore tested a new spectroscopic method that allows us
to measure the photospheric temperature gradient. One of the
main advantages of this method is that it yields the temperature
gradient on a geometric scale without having to rely on atmo-
spheric models. With standard methods based on the measure-
ment of center-to-limb variation in continua, we can obtain the
temperature gradient on an optical-depth scale. Yet, as the con-
tinuous absorption coefficient is highly dependent on tempera-
ture, a variation of the temperature gradient induces variations
of the optical depth scale in such a way that the temperature
at the formation depth of the continuum varies very little. In
other words, even if the temperature gradient would vary on a
geometrical scale, its variations on the continuum optical-depth
scale would be very small and the center-to-limb variation of
the continuum intensity would be hardly detectable. This effect
is described in greater detail in Faurobert et al. (2016) and it
may bring on some insights with regard to the negative results
of Criscuoli & Foukal (2017). This is why the method we have
developed is based on a completely different approach. We use
a very sensitive differential-interferometry technics to measure
the perspective shift between images formed in the continuum
and in the wing of a spectral line when they are observed away
from disk center. This allows us to measure the formation-depth
difference between the images directly on a geometrical scale. In
Paper I, the tests were performed on synthetic data derived from
3D-hydrodynamical simulations of the photosphere. However,
the photosphere of the quiet Sun is not magnetic-free. The quiet
Sun magnetism has been investigated for decades and it contin-
ues to stand as a challenging question. A thorough review of the
subject is presented in Bellot Rubio & Orozco Suárez (2019).
The most sophisticated inversion method, namely, the spatially-
coupled inversion applied to Hinode/SOT spectropolarimetric
observations, allows for the inference of the probability distribu-
tion function of the magnetic strength in inter-network regions.
Its average value was found to be on the order of 130 G at optical
depth unity (Danilovic et al. 2016).

Here, we present a generalization of our method that is
aimed at dealing with magnetized regions of the quiet Sun.
We used snapshots from the same time series of 3D-MHD

simulations that were employed in Criscuoli & Foukal (2017) to
investigate the constancy of the center-to-limb variations of pho-
tospheric continua. Specifically, we employed snapshots from
the Copenhagen-Stagger code (Galsgaard & Nordlund 1996),
which are representative of quiet and modest activity regions.
We computed the simulated data by performing radiative trans-
fer calculations of both the intensity and circular polarization in
the FeI 630.15 nm line that was used in Paper I. In addition to
this magnetic line, we also computed the intensity profiles of the
non-magnetic line of FeI at 709 nm.

As in Paper I, we wish to study the feasibility of ground-
based measurements under different conditions of turbulence
in the Earth atmosphere. The image degradation at a telescope
focus due to atmospheric turbulence is related to the so-called
Fried parameter r0, which represents the coherence scale of the
turbulent motions. Here, we used four values for r0, r0 = 15 cm,
12 cm, 7 cm, and 5 cm. The value of 7 cm is the median value
measured at the Haleakala site where the National Science Foun-
dation’s Daniel K. Inouye Solar Telescope (DKIST) is located.
The point spread functions (PSFs) in the different situations are
obtained from the PAOLA software (Jolissaint 2006, 2010) and
for the characteristics of the adaptive optics (AO), we refer to the
description of the system that will operate on DKIST, which was
presented in Johnson et al. (2016) and Marino et al. (2016)

In Sect. 2, we explain the procedure we introduced to correct
the line profile for the Zeeman broadening of the FeI 630.15 nm
line and we recall very briefly the main steps of the measurement
method that was presented in more detail in the previous papers,
namely, Faurobert et al. (2018, 2016). Section 3 is devoted to the
presentation of the results.

2. Measurement method and synthetic data

2.1. Synthetic data

We used 3D radiative MHD simulations of the solar pho-
tosphere produced with the Copenhagen-Stagger code, which
is a dedicated magneto-hydrodynamics code that solves the
time-dependent equations for conservation of mass, momen-
tum, and energy together with the induction equation. For
our analysis, we employed a total of ten snapshots, obtained
from simulation runs initialized with a vertical unipolar mag-
netic field of '100 G and '200 G, respectively, which were
then evolved until a statistically stationary state was reached.
We note that in this state, the magnetic field is concen-
trated by advection into intergranular lanes and at the ver-
tices of granules, where it forms sheet-like and micropore-like
structures, while the average magnetic field remains close to
the initial one (Fabbian et al. 2012; Fabbian & Moreno-Insertis
2015). Each snapshot covers an area of 6 × 6 Mm2 on the
solar surface with a horizontal spatial sampling of 24 km
pixel−1. Snapshots from these simulation runs have already
been employed in a variety of studies (e.g., Fabbian et al.
2012; Beck et al. 2013; Criscuoli 2013; Criscuoli & Uitenbroek
2014a,b; Fabbian & Moreno-Insertis 2015), including an inves-
tigation of the cyclic variation of the intensity center-to-limb
variation of solar photospheric continuum mentioned in Sect. 1
(Criscuoli & Foukal 2017). We refer to Fabbian et al. (2010,
2012) and Fabbian & Moreno-Insertis (2015) for a detailed
description of the simulations. Stokes I and V emerging from
the simulated photospheres were synthezised with the Rybicky
and Hummer code (RH, Uitenbroek 2001) at different inclination
angles. The syntheses were performed assuming Local Thermo-
dynamic Equilibrium at the spectral ranges of the 630.1 nm and
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Fig. 1. Synthetic image of the granulation in the 630 nm continuum at
cos θ = 0.9. The pixel size is 0.0326′′.

709.0 nm FeI lines. The atomic parameters employed for the syn-
theses were derived from the Kurucz database1, adjusted so that
the average spectra emerging along the vertical direction from
a set of ten purely hydrodynamic snapshots, also obtained with
the Stagger code, matched the observed ones. We note that zero
micro-turbulence was assumed and the non-thermal Doppler
broadening of spectral lines only uses the self-consistent velocity
fields taken directly from the three-dimensional simulations.

For a given inclination angle (location on the solar disk), we
obtain cubes of simulated I(x, y, λ) and V(x, y, λ) data that repre-
sent solar scenes. We show in Fig. 1 a continuum image obtained
at the heliocentric angle θ with cos θ = 0.9 for one snapshot
of the MHD simulation. In Fig. 2, we show the magnetic-flux
map computed with the center-of-gravity method (Semel 1970;
Uitenbroek 2003) applied to the FeI 630.15 nm line. The mean
value of the unsigned longitudinal magnetic component at this
disk position is 75 G. We observe the concentration of the mag-
netic field in the inter-granular lanes, where it may reach val-
ues up to 1 kG. Figure 3 shows the histogram of the longitudinal
magnetic component at the formation depth of the line-wings for
this snapshot of the simulation. Most of the pixels have longitu-
dinal magnetic fields smaller than 250 G.

To obtain synthetic cubes of (x, y, λ) data observed with a
telescope, we need to convolve the solar scene with the PSF of
the instrument that accounts for the image degradation due to tur-
bulence in the Earth atmosphere (with or without AO correction)
and the diffraction by the telescope pupil and by the spectrograph
slit. For the diffraction, we assume that the telescope has a 4 m
diameter off-axis mirror like the DKIST and the spectrograph
profile is a Gaussian function with a half-width of 2.1 pm. In
the absence of atmospheric turbulence, the spatial resolution due
to the diffraction by the telescope mirror is λ/D = 0.0325′′ at
630 nm, which is very close to the resolution of the numerical
simulation and the line profiles are only slightly broadened. To
compute the convolution of the images with the PSF, we over-
sampled the simulated images by a linear interpolation between
the grid points to get a pixel size of 0.01325′′ that is slightly
smaller than the Shannon criteria for both the 630.15 nm and the
709 nm lines. Then we re-binned the images to a pixel size of
0.053′′ × 0.106′′ to account for a typical observing mode with
a spectrograph slit-width of 0.106′′ that would be used for this

1 Available at http://kurucz.harvard.edu/
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Fig. 2. Synthetic magnetic-flux map for a snapshot of the simulation
initialized with a vertical field of 100 G.
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Fig. 3. Histogram of the values (in Gauss) of the longitudinal compo-
nent of the magnetic field in the same snapshot of the MHD simulation
as in Fig. 2.

observing program. As found in Paper I, photon noise and read-
out noise are negligible for a typical exposure time of 0.5 s.

To model the PSF of the system (atmosphere+telescope+AO
system), we made use of the semi-analytical code PAOLA
(Jolissaint 2006, 2010) as described in Paper I, for four values
of the Fried parameter, namely r0 = 5, 7, 12, 15 cm, correspond-
ing respectively to bad, median, good, and excellent seeing at
the Aleakala site. Two cases of long-exposure post-AO PSFs
(bad seeing case and excellent seeing case), together with the
corresponding seeing-limited PSFs and the ideal PSF (no per-
turbation at all) are presented in Fig. 4. We should note that the
corresponding Strehl ratios range from 0.125 (bad seeing case)
to 0.727 (excellent seeing case). The full-width at half-maximum
(FWHM) is, in turn, greatly enhanced, basically changing from
∼ λ

r0
to ∼ λ

D , where D denotes the diameter of the telescope. The
simulated PSFs were then used for convolution with the vari-
ous previously modeled solar scenes in order to obtain the final
observed images (assuming stability of the correction on the
whole field of observation). The resulting images in the con-
tinuum are shown in Fig. 5 (excellent seeing case) and Fig. 6
(bad seeing case). It is worthwhile to note that the contrasts in
these images greatly benefit from the AO correction. The con-
trast, thus, goes from 0.019 to 0.066 in the bad seeing case (with
a gain of ∼3.5) and from 0.065 to 0.129 in the excellent seeing
case (with a gain of ∼2.0).
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Fig. 4. Logarithmic plot of the simulated post-AO and seeing-limited
PSFs for the cases of excellent seeing (r0 = 15) and bad seeing (r0 =
5 cm) compared with the ideal PSF.

Fig. 5. Left panel: continuum image obtained without AO for atmo-
spheric turbulence, r0 = 15 cm, for one snapshot of the granulation at
µ = 0.9. Right panel: continuum image with AO for the same r0 value.
The pixel size is 0.053′′ along the slit direction (y-axis) and 0.106′′ in
the x-direction.

2.2. From spectrograms to images at constant continuum
optical depth

To measure the mean temperature gradient, we must measure the
mean temperature on constant continuum optical-depth surfaces.
So, we have to construct images formed on surfaces at a roughly
constant continuum optical-depth spanning a depth range from
the deepest visible layers around continuum optical-depth unity
to the highest accessible altitudes. Our reconstruction method
relies on the relation between the line and continuum absorption
coefficients in the Lorentzian damping wings of a line.

2.2.1. In the absence of a magnetic field

In the absence of a magnetic field, or for non-magnetic lines, the
line opacity that varies steeply with the wavelength is given by

k(λ) = kc + klφ((λ − λ0)/∆λD), (1)

where kc is the continuum opacity, kl is the frequency-averaged
line opacity, λ0 is the line center wavelength in the observer
frame, and φ is the normalized absorption profile (which in

Fig. 6. Same as Fig. 5 for r0 = 5 cm.

the general case is given by the Voigt function), and ∆λD is
the line Doppler width. In the following, we use the notations
δλ = (λ − λ0)/∆λD and r = kl/kc. The Doppler broadening
is due both to thermal broadening and to unresolved velocities.
The ratio of line to continuum absorption coefficients is equal
to 1 + rφ(δλ). The absorption profile and r vary over the solar
surface because of temperature, velocity, density, while the line
central wavelength varies as a result of the varying global con-
vective motions of the matter with respect to the observer. The
line central wavelength is defined as the position of the minimum
of the line-intensity profile.

For a given value of the line cord λ − λ0, the ratios of line to
continuum absorption show significant variations over the solar
surface because of the Doppler-width and line-strength varia-
tions. So, to recover images at a constant continuum optical
depth, we use the line information in a non-standard way, which
we explain in the following.

First, we show that at small line depressions the shape of the
intensity profile follows the shape of the absorption profile rφ.
For a line formed under local thermodynamical equilibrium, the
radiative transfer equation along a given line of sight is written
as

dI(λ, τc)
dτc

=

(
1 +

kl

kc
φ(δλ)

)
(I(λ, τc) − B(τc)), (2)

where we use the continuum optical depth τc as the depth vari-
able and B denotes the Planck function.

As in Milne-Eddington models, we now assume that the
ratios r = kl/kc and φ are depth-independent and that the Planck
function is a linear function of the continuum optical depth,
B(τc) = B0 + B1τc. The emergent intensity is then given by

I(λ) = B0 + B1 − B1
rφ(δλ)

1 + rφ(δλ)
· (3)

The emergent intensity in the continuum (where rφ(δλ) = 0) is
Ic = B0 + B1 and the line depression at wavelength λ is

Ic − I(λ) = B1
rφ(δλ)

1 + rφ(δλ)
· (4)

In the far wings of the line, rφ(δλ) � 1, so the line depression
is proportional to the line absorption profile. Furthermore, the
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Voigt function decreases as a/[
√
π(δλ)2], where a denotes the

Voigt parameter (see Mihalas 1978, p. 281). We take advantage
of this property to construct maps of the line intensity at a con-
stant value of rφ(δλ) over the solar surface.

To do so, we first consider at each pixel of the solar scene
the line-cord width at 2% line depression, denoted by ∆λc and
we define line-cord levels at given fractions of ∆λc, namely
∆λi = αi∆λc, with αi < 1. In the line damping-wings, we have
rφ(δλi) ' (1/α2

i )rφ(δλc). The ratio of line to continuous absorp-
tion is thus constant over a map of intensity at constant α. To
obtain a fine enough depth grid, we chose to consider 25 line
cords given by ∆λi = (i − 1)∆λc/24. For the FeI 630.15 nm line,
the damping wings correspond to levels 15 to 25; whereas for
the weaker 709 nm line, they correspond to levels between 20
and 25. This approach, which relies on Eq. (4), is valid when
r and the line-absorption profile are depth-independent or do
not vary significantly within the line-wing formation height.
In Appendix A, we present a test of this image reconstruction
method in the wings of the FeI 630.15 nm line.

2.2.2. In the presence of a weak magnetic field

Next, we consider the case where the line has a Landé factor
different from zero and is formed in a region of the quiet Sun
where weak inhomogeneous magnetic fields are present. This
situation is likely to appear in the inter-network. In that case,
the magnetic fields affect the line absorption profile because of
the Zeeman splitting of the atomic levels. When the Zeeman
splitting is smaller than the Doppler broadening, the Zeeman
effect acts as an additional broadening mechanism. The line
also gets polarized and the line radiation field may be described
by a four-component vector with the four Stokes parameters
(I,Q,U,V). The polarized radiative transfer equation becomes
a vectorial equation where the 4 × 4-absorption matrix couples
the Stokes parameters. However, in the case of weak Zeeman
effect one can show that, at first order, the linear polarization
described by the two parameters Q and U is negligible and
that it is possible to derive two decoupled radiative transfer
equations for the two quantities I + V and I − V , that is, the
intensities of the left- and right-hand circular polarization sig-
nals in the line (see Sánchez Almeida & Trujillo Bueno 1999;
Landi Degl’Innocenti & Landolfi 2004, p. 404). These equations
are formally identical to the scalar equation that holds for non-
polarized radiation, namely,

d(I ± V)
ds

= −(kI ± kV )(I ± V) + jL ± jV , (5)

where s denotes the position along the line of sight, kI is the
usual line absorption coefficient, kV is the absorption coefficient
for Stokes V , and jI and jV are emissivity terms. In the weak
Zeeman-effect regime, kV � kI and jV � jI . The absorp-
tion coefficients for the two signals I ± V are slightly shifted in
wavelength in opposite directions with respect to the absorption
coefficient kI . The value of the shift depends on the magnetic
component along the line of sight. This gives rise to an additional
magnetic broadening of the line intensity profile I, obtained as
the half-sum of the two signals.

In order to apply the image construction method recalled
above, we need to correct the line profile for this magnetic broad-
ening. To do so, we shift the I + V and I −V profiles to put them
on a same arbitrary wavelength position before adding them. We
recover an intensity profile that is just the sum of the left- and
right-hand circular profiles. Its Lorentzian wings are not modi-
fied by the magnetic field.

-15 -10 -5 0 5
0

5000

10000

15000

20000

Fig. 7. Histogram of the displacement (in mÅ) between the left-hand
and right-hand circular polarization in the FeI 630.15 nm line in a snap-
shot of the MHD simulation initialized with a vertical field of 100 G,
where the average unsigned longitudinal magnetic field is 75 G.

In the following, we show that this correction method
gives good results for the measurements performed with the
FeI 630.15 nm line when the averaged magnetic flux over the
area is smaller or on the order of 100 G. For larger values,
the weak Zeeman regime is not valid anymore.

In effect, the weak field regime is valid for magnetic
field strength, verifying the condition gB� 2500 G for
a typical iron line formed in the solar photosphere (see
Landi Degl’Innocenti & Landolfi 2004, p. 397). Thus, for
the FeI 630.15 nm line, g= 1.67, so the weak field regime is
extended to B � 1500 G. We show in Fig. 3 the histogram of
the vertical component of the magnetic field in a snapshot of
the MHD simulation initialized with a vertical magnetic field
of 100 G, where the mean unsigned longitudinal magnetic
component is 75 G. We also show in Fig. 7 the histogram of
the Zeeman shift between the left-hand and right-hand circular
polarization profiles and we verify that it is, indeed, in a large
fraction of the pixels, much smaller than the Doppler width
of the line that is on the order of 30 mÅ. Here, we note that
the differential interferometry technics that we implemented
to measure the formation-depth difference between images
relies on the cross-spectrum of the images. This Fourier method
requires the use of full compact images so that we cannot
eliminate any pixel in the images. This is the reason why we
need to perform tests to assess its validity in the case where the
weak field regime does not take hold everywhere throughout the
observed region.

2.3. Temperature measurement

Assuming that the FeI 630.15 nm and the 709 nm lines are
formed under local thermodynamical equilibrium (LTE) condi-
tions in the solar photosphere, we may derive the mean tem-
perature from the intensity in the images at the different line
levels. The LTE assumption has been tested by various authors
(see Shchukina & Trujillo Bueno 2001) and, in Paper I, we also
tested it for the FeI 630.15 nm line through a comparison with
the Hinode SOT/SP observations.

In Paper I, we computed the mean temperature at a given
line level from the mean intensity in the image and we compared
its depth-variation to a semi-empirical model of the quiet photo-
sphere. Here, we proceed differently as we wish to test the tem-
perature measurement with respect to the temperature-gradient
derived from the MHD simulation itself. So, we compute the
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temperature by inverting the Planck law at each pixel of the
image and we average the temperature maps for every line level.

2.4. Measurement of the formation-depth

We first measure the depth difference between the formation
height of the line-cord images and the continuum level. This is
achieved exactly in the same way as described in Paper I (see
also Faurobert et al. 2016), that is, we measure the perspective
shift along the radial direction between images taken in a line
wing and in the continuum when they are observed away from
disk center, that is, at heliocentric angles different from 0. We
stress that the depth-difference is obtained in km or in second of
arc, without any reference to a model.

To measure this very small displacement, we use the phase
of the cross-spectrum of the continuum and line-wing images.
This Fourier method requires us to consider the power spectra of
intensity fluctuations in images taken rigorously at the same time
in the continuum and in the line. In effect, we have to observe the
same granular structures at both levels, but only slightly shifted
by the perspective effect. This is why we need spectroscopic
observations, however 2D images are not needed as far as the
spectrograph slit is oriented radially, namely, in the direction of
the perspective shift. In practice, we use 1D power spectra of
the intensity variations along the spectrograph slit and we sum
over all the slit positions to decrease the statistical noise on the
cross-spectrum. Denoting Ii(x) and Ic the 1D cuts of the line-
wing and continuum images, respectively, and assuming that the
line-wing image is similar to the continuum one, but slightly dis-
placed radially at a distance, δ, by the perspective effect, we can
write

Ii(x) ∼ Ic(x − δ) (6)

and

Îi(u) ∼ Îc(u) exp(2iπuδ). (7)

Shifts can then be derived from the phase of the cross-spectrum.
We used a series of spectrograms to estimate the cross-spectrum
Q̂ci between Ic(x) and Ii(x):

Q̂ci(u) = 〈Îc(u)Î∗i (u)〉

∼ 〈| Îc(u) |2〉e−2iπδu, (8)

where Î∗i (u) represents the conjugate Fourier transform of Ii(x),
and the brackets refer to the ensemble average. A linear fit of the
phase variation with respect to the spatial frequency variable, u,
allows us to measure δ. We stress here that this method allows
us to measure very small displacements between images, as it
is not limited by the spatial resolution of the instrument. The
main limitation is the signal-to-noise ratio (S/N) of the granu-
lation spectrum and the domain of validity of Eq. (6), that is,
based on the assumption of similarity between the line-wing and
continuum images.

Still, we can only measure differences between image-
formations heights. We need to know where our reference image
in the continuum is formed. Here, we simply compute the mean
temperature in the continuum image and assume that it obeys the
temperature-law derived from the simulation. This means that
the reference point in our (T, z) plots at each heliocentric angle
is always, by construction, on the curve derived from the simula-
tion. We stress again here that we can only measure temperature
gradients.
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Fig. 8. Temperature gradient measured on five snapshots of the simula-
tion with 〈B〉 ' 100 G using the FeI 630.15 nm line under bad seeing
conditions (r0 = 5 cm). The light-blue full line shows the tempera-
ture gradient derived from the simulation. Red dots: measurements at
µ = 0.9, green dots: measurements at µ = 0.8, blue dots: measurements
at µ = 0.7. The error bars show the one-sigma uncertainty on the depth
measurements. Upper panel: with AO, lower panel: without AO.

3. Results

The measurements of temperatures and depth-differences
between the images were performed by averaging over five snap-
shots of the MHD simulation and for three positions on the solar
disk at µ = 0.9, 0.8, 0.7. We considered the images at levels 14 to
25 for the strong FeI 630.15 nm line and at levels 19 to 25 for the
weaker FeI 709 nm one. We recall that our method is meant to be
applied to images obtained in the Lorentzian damping wings of
a line. Figure 8 shows the comparison between the temperature
gradient derived from the simulation with 〈B〉 ' 100 G and the
results of the measurements on the images in the FeI 630.15 nm
line, in the case of a bad seeing with r0 = 5 cm without and with
AO correction. Figure 9 shows the same comparison for mea-
surements performed on images in the FeI 709 nm. We see that
for both lines, the AO correction is crucial for obtaining mean-
ingful measurements.

As in Paper I, measurements performed on perturbed images
are biased and show large error bars. However, by implementing
the AO correction and the correction for the Zeeman broadening
presented above, we can accurately measure the temperature gra-
dient from images in the magnetic-sensitive line. The measure-
ments are even more accurate when one uses the non-magnetic
line but, as the line is weaker, it gives access to lower altitudes.
We also notice that more images can be used in the strong line
that has stronger damping wings. This allows us to check the
consistency of the measurements because the depth intervals
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Fig. 9. Same as Fig. 8, but for measurements performed in the
FeI 709 nm line.

spanned at different heliocentric angles are partially superim-
posed so we may get several measurements at the same depth
from different heliocentric positions. For example, we notice in
Fig. 8 that the measurement performed at µ = 0.9 allows to reach
altitudes between 70 km and 90 km (red dots in the figure) and
that the measurements are consistent with the ones that are per-
formed at µ = 0.8 (green dots) and µ = 0.7 (blue dots). We also
notice that the error bars become larger for measurements per-
formed on images at smaller line levels; the reason for this is that
at smaller line levels, in other words, closer to the line core, there
is a change of regime of the absorption profile from Lorentz to
Doppler and the assumption of similarity between the continuum
and line-wing images (Eq. (6)) cannot be verified fully.

Figure 10 shows the results obtained from both lines in the
case of the MHD simulation initialized with a vertical mag-
netic field of 200 G. We assumed median seeing conditions
(r0 = 7 cm) with AO correction. We clearly see that using the
magnetic-sensitive line leads to a temperature gradient that is
too low and also leads to inconsistent measurements at differ-
ent heliocentric angles. The non-magnetic line may still be used
but we remark that the measurements performed on images at
level 19, that is, those forming at higher altitudes, deviate signif-
icantly from the expected values. This effect is probably related
to stronger depth-variations of the physical parameters affecting
the line formation in the presence of stronger magnetic fields. We
recall that the method we are testing here relies on the assump-
tion that the images in the continuum are similar to the images
in the line wings but shifted radially by the perspective effect.

The comparison between the two lines clearly points out that
the Zeeman-broadening correction we have implemented is not
valid in the case where 〈B〉 ' 200 G. This method is based on the
approximation of weak Zeeman effect so it is not surprising that
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Fig. 10. Temperature gradient measured on five snapshots of the sim-
ulation with 〈B〉 ' 200 G with AO under median seeing conditions
(r0 = 7 cm). Color code applied as above. Upper panel: obtained with
the FeI 630.15 nm line, lower panel: obtained with the non-magnetic
line FeI 709 nm.

it fails above a certain magnetic-strength limit. Our tests show
that this limit is between 100 G and 200 G.

4. Conclusion

In this paper, we test a method for measuring the tempera-
ture gradient in the low solar photosphere of the quiet Sun
from a ground-based instrument with AO correction. In a pre-
vious work, we investigated the non-magnetic case using radia-
tive hydrodynamical simulations of the granulation from the
Stagger-code. As the quiet solar photosphere is likely to be
permeated with mixed-polarity magnetic fields on the order of
100 G, the method has to be tested with simulations where mag-
netic fields are taken into account. To do so, we used snapshots
from the MURaM code initialized with uniform vertical mag-
netic fields of 100 G and 200 G and we performed polarized 3D
radiative transfer calculations to derive simulated intensity and
circular polarization profiles in the FeI 630.15 nm magnetic line
and intensity profiles in the non-magnetic 709 nm line. Then the
observed solar scenes at different line-cord levels were derived
through a convolving with the PSF of the telescope and atmo-
spheric turbulence with and without adaptive optics.

The method for measuring the temperature gradient from
the images is similar to what we presented in Paper I, the dif-
ference being that we had to correct the intensity profiles in
the FeI 630.15 nm line for the Zeeman effect. In the presence
of mixed-polarity magnetic fields on the order of 100 G, the
Zeeman effect acts as an additional broadening mechanism. We
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proposed a correction procedure based on the weak Zeeman
effect approximation where the left- and right- hand circular-
polarization components are simply shifted symmetrically with
respect to the line center in the absence of magnetic field.

Our results show that AO corrections is necessary to obtain-
ing a satisfying measurement of the temperature gradient. We
also show that implementing the Zeeman-broadening correction
allows us to safely use the magnetic FeI 630.15 nm line to derive
the temperature gradient in magnetic regions up to mean mag-
netic strengths of 100 G, but that it fails when 〈B〉 ' 200 G.
The weak Zeeman-effect approximation breaks down for mag-
netic strength between those two values. In that case, the mea-
surements made with the non-magnetic line are still relevant, but
they span a smaller altitude range.
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Appendix A: Mean intensity in reconstructed
line-wing images

In this appendix, we present a test of the method we use to relate
the mean intensity in line-wing images to the mean tempera-
ture at constant continuum optical depth surfaces. This method
is based on a Milne-Eddington model of the line formation. We
start by explainining the testing procedure. It uses both observa-
tions of the intensity profile in the line wings and a realistic 3D
numerical simulation of the line formation. The test is then car-
ried out on the FeI 630.15 nm line using observations obtained
onboard the Hinode satellite and a numerical simulation from
the Stagger code.

A.1. Test procedure

We start from the expression of the line depression given in
Eq. (4). In the far wings of the line, where rφ(δλ) � 1, the line
depression is proportional to the line absorption profile and we
can write

rφ(δλi) =
Ic − I(∆λi)

B1
, (A.1)

where we consider the line intensity at the line cords ∆λi =
(i− 1)∆λc/24 that have been introduced in Sect. 2.2.1. We recall
that Ic and I denote respectively the continuum intensity and the
line-wing intensity at a given location on the solar surface. We
obtain an average value of rφ(δλi) from Eq. (A.1) by replac-
ing the line depression by its average over the image and B1
by an average value extracted from a realistic numerical simu-
lation of the photospheric granulation. From this expression of
rφ(δλi), we derive an estimate of the average formation depth
of the emergent line-wings intensity at the line cords ∆λi which,
according to the Milne-Eddington model, is given by

τf(∆λi) =
cos θ

1 + rφ(δλi)
(A.2)

for observations performed at the heliocentric angle θ. Then we
compare this estimate of the formation depth to the continuum
optical-depth where the average Planck function of the 3D sim-
ulation is equal to the observed average intensity at the line-cord
∆λi. If both values agree, we conclude that our averaging method
is consistent and that the line-wing images at the line cords ∆λi
may be used to recover the average temperature on constant con-
tinuum optical-depth surfaces.

A.2. Test on Hinode observations in the FeI 630.15 nm profile

We perform the test described above on observations of the
FeI 630.15 nm line obtained onboard the Hinode satellite with
the SOT/SP instrument. We use center-to-limb observations
taken on 19 December 2007 in the quiet Sun and we record the
line intensity at the 25 line-cords defined in the text, then we
average it on surfaces of 20′′ × 20′′ at µ = cos θ = 0.9, 0.8,
0.7. The line depression observed at levels 15 to 25 is shown
in Fig. A.1 for these three values of µ. To calibrate the num-
ber of counts in Hinode data in physical units the mean signal
measured in the continuum at the center of the solar disk was
identify to the mean continuum intensity at µ = 1 derived from
the 3D-numerical simulation.

We also use the numerical simulation to estimate B1. To do
so, we extract from the simulation the values of the Planck func-
tion on constant continuum optical-depth surfaces and we then
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Fig. A.1. Line depression, in cgs units, at the line-cord levels 15 to 25
averaged over 20′′ × 20′′ images, for three values of µ. Blue line: µ =
0.7, green line: µ = 0.8, orange line: µ = 0.9.
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Fig. A.2. Dotted line: mean value of the Planck function on constant τc
surfaces. Full line: linear fit.
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Fig. A.3. Vertical axis: formation-depth of the average line-wing radi-
ation according to the Milne-Eddington model; horizontal axis: contin-
uum optical depth where the average Planck function is equal to the
average line-wing radiation. Red dots are line cords 15 to 25 at µ = 0.9;
green dots are line cords 15 to 25 at µ = 0.8, blue dots are line cords 15
to 25 at µ = 0.7. Dashed lines show the first bisector.

compute their average as a function of τc. We obtain the result
shown in Fig. A.2, where we also show the linear fit that allows
us to derive B1.

We can now obtain the values of rφ(δλi) at the line cords
15 to 25 by using Eq. (A.1) and the Milne-Eddington formation
depths τf(δλ) given by Eq. (A.2). We then compare these for-
mation depths to the continuum optical depths where the Planck
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function is equal to the observed emergent intensity at the same
line cord. The comparison is shown in Fig. A.3. Both values are
in good agreement for the line-cords 15 to 25 at the three values
of µ.

The test, hence, is positive and shows that the Milne-
Eddington model does quite a good job in capturing the main
physical ingredients of the line-wing formation when spatially-
averaged profiles are concerned. We also point out that the

relation between the formation depth and the line depression is
valid only in the line-wings. Furthermore, we stress that the spa-
tial averaging of the line profile is done at line cords ∆λi, which
vary from pixel to pixel over the solar surface, following the vari-
ation of the Doppler width in the granular structures. Averaging
at constant line-cords would not be userful because the relevant
wavelength variable is the distance from the central wavelength
of the line measured in Doppler-width units.
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