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Brest, France

Abstract

This paper investigates the data gain brought by Multiple Input Multiple Output (MIMO) principle

for Underwater Acoustic (UWA) communication. By considering a class of acoustic MIMO channel

where each fading coefficient is modelled by a Rice distribution law with correlation factor depending

on channel Doppler spread, we derive the achievable rate of such system that takes into account both

channel estimation error and training sequence overhead. Model parameters are then estimated from

an experiment campaign in MIMO shallow water channel conducted in the roadstead of Brest, France.

The system achievable rate is evaluated for several MIMO architectures and channel configurations and

then compared against conventional Single Input Multiple Output (SIMO) transmission. The achievable

rate gain is finally put in perspective with end-to-end data rate performance of a single carrier MIMO

transmission system experimented at sea.

Index Terms

Underwater acoustic communications, channel capacity, information rate, MIMO.

I. INTRODUCTION AND MOTIVATIONS

Achieving reliable UWA communications exhibits significant technical challenges due to

the doubly-selective fading nature of the UWA channels that experience extremely long delay

spread and fast time variation [1]–[4]. Furthermore, power consumption of UWA communication

modems is clearly constrained since most of them are battery powered and it is difficult to
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extend the capacity or to recharge batteries. On the other side, data rates required for UWA

communications applications are continuously growing with the introduction of high-quality

images, real-time video as well as the deployment of sensor networks, seafloor observatories or

autonomous fleets of cooperating Autonomous Underwater Vehicle (AUV) [5], [6].

First introduced in the field of radio communications, the use of multiple transmitters and

multiple receivers sharing the same frequency band, referred as MIMO, is often viewed as an

efficient mean to increase spectral efficiency at same transmission power [7]–[10]. On the one

hand, by transmitting multiple copies of the same information through different independently

fading channels and by exploiting the different independent replica of the received signal, a spatial

diversity gain is obtained that increases the reliability of the transmission. On the other hand, by

transmitting multiple independent streams of information from multiple transmitters, so-called

multiplexing gain, may be achieved leading to a data rate increase. According to the Shannon’s

theory, it has been demonstrated that the theoretical MIMO channel capacity in a scattering-rich

environment increases linearly with the minimum between the number of transmit and receive

antennas but the capacity gain is also shown to be strongly linked to the spatial correlation within

the transmit-receive transducer array [11].

In the past ten years, researchers have deeply explored the potential of MIMO principle

to improve the data rate of UWA communications and overcome the natural limitation of

UWA channel. In a pioneering work, the authors of [12] demonstrated the feasibility of spatial

modulation on single carrier transmission with existing equalization techniques and reported a

100-percent capacity gain with 4 transmitted streams. Associated with channel coding, spatial

multiplexing with single carrier waveform is demonstrated to achieve excellent performance

on UWA channel by using on the receive side linear Minimum Mean Square Error (MMSE)

based iterative decoder as shown in [13]–[19]. The combination of MIMO with multi-carrier

waveforms like Orthogonal Frequency Division Multiplex (OFDM) is also another attractive

scheme to increase data rates in underwater acoustic channels [20]–[23]. In [20], pilot-aided

channel estimation and iterative equalization are associated with two-step Doppler compensation

to remove phase rotation providing a spectral efficiency up to 3.5 bit/s/Hz. In [21] the authors

suggest including in the iterative loop a channel estimation algorithm exploiting the sparse

structure of the UWA channel to improve performance and reduce pilot overhead, a spectral
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efficiency around 5.3 bit/s/Hz is approached with 3 transmitted stream and 64-QAM constellation.

While OFDM equalization enables low-complexity implementation even over highly dispersive

channel, it usually requires extra guard interval (zero-padded or cyclic prefix) among transmission

blocks which reduces the spectral efficiency. Moreover, the inherent sensitivity of OFDM system

to Carrier Frequency Offset (CFO) makes robust signal equalization very challenging especially

in mobile scenario.

In order to analyze and predict the gain brought by MIMO approach to UWA communication,

MIMO UWA channel capacity has been computed and studied in various references [24]–[27].

In [24], the authors propose a first derivation of the capacity of multiple underwater acoustic

channels. In [25], Radosevic et al. compute the capacity of a MIMO system by assuming a

Rician fading model while the authors of [26] evaluate the MIMO capacity from a ray tracing

channel model. The MIMO underwater acoustic channel capacity gain is estimated from real

experimental data in [27]. In [28], [29] the authors investigate the impact of channel estimation

errors and pilot overhead on the achievable rate of OFDM based UWA communications but their

analysis is limited to SIMO architecture.

In the aforementioned references [13]–[16], [18], [20], [21], either single carrier and multi-

carrier MIMO UWA systems are shown to provide improved data rate with respect to their

equivalent single transmitter systems but no comparison takes into account the potential robust-

ness loss due to spatial modulation. Capacity studies provided in the literature (as shown in

[24]–[27]) allow a fair comparison between MIMO and non-MIMO systems, but to the best of

our knowledge, there is no existing work focusing on MIMO UWA information rate gain that

assumes not perfectly known channel at the receive side but only an estimate.

The main objective of this paper is to compute a realistic rate gain brought by MIMO

technology for UWA communication by taking into account the sensitivity of the receiver to

time-varying nature of UWA channel. By extending recent works on the topic [27], [28], we

derive a theoretical achievable rate of MIMO transmission that includes rate loss due to channel

estimation error induced by fast time-varying effect like Doppler spread. Such system achievable

rate is carried out on the one hand from experimental data on shallow water (based on measured

channel impulse responses and time-varying estimation error) and on the other hand from UWA
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MIMO synthetic channels. In order to simulate frequency and time selectivity of MIMO UWA

channel fading and to derive an estimate of the channel estimation error, we consider in the

present analysis a per-path Rician model as proposed in [30]–[32]. Theoretical achievable rate

gains provided by UWA MIMO system over conventional SIMO transmission are then compared

against performance results obtained at sea experiments and extended to various MIMO UWA

channel configurations.

The paper is organized as follows: in Section II we describe the MIMO UWA system model

including the transmission structure and the considered UWA channel model. In Section III

we derive the theoretical achievable rate of the considered transmission system. In Section IV,

rate comparison of MIMO systems against conventional single stream transmission system over

simulated and experimental channels are presented whereas Section V provides comparisons

w.r.t. experimental decoding performance. Finally, conclusions are summarized in VI.

II. SYSTEM MODEL

A. Transmission system

We consider a burst data transmission modulated around center frequency f0. As described

in Fig. 1, the frame starts with a training sequence xp,m[k] of Np symbols belonging to binary

phase shift keying (BSPK) constellation with unit variance. This training sequence is used for

synchronization and channel estimation and is followed by the data sequence xd,m[k] including

Nd data symbols belonging to a M -state Phase-Shift Keying (PSK) constellation. In order to

prevent from Inter-Bloc Interference (IBI), guard interval of size Ng symbols is inserted at the

end of the frame. Let us denote by P the total power of the payload signal, the passband signal

transmitted through the m-th transducer can be written as:

sm(t) = <

[
√
P
{ +∞∑
u=−∞

xm[u]gT
(
t− uT

)}
ej2πf0t

]
(1)

where gT (t) represents the transmit pulse shaping filter chosen as Square Root Raised Cosine

(SRRC) filter [33] with a roll-off factor of β and a symbol bandwidth of B = (1 + β)/T where
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Fig. 1. Transmitted frame.

T is the symbol duration. The payload frame sequence xm[k] sent through the m-th transmitter

is expressed as:

xm[k] =


xp,m[k] k ∈ [1, Np]

xd,m[k] k ∈ Np + [1, Nd]

0 k ∈ Np +Nd + [1, Ng]

(2)

The transmitting system considered here utilizes single carrier modulation, however we will

show in Section III-A that rate analysis presented in this paper can be easily extended to multi-

carrier modulations like OFDM.

B. MIMO UWA time-varying channel

Let’s assume a MIMO UWA communication channel employing Nt transmitting transducers

and Nr receiving hydrophones. Due to the relative low speed of sound in water, the UWA channel

is characterized by extended multipath propagation and fast time-variation brought by Doppler

effect [4]. Dominant motion-induced Doppler shift is usually removed in a pre-processing stage

by resampling and phase compensation [34]–[37]. At the output of such pre-processing stage,

the channel frequency function linking the m-th transducer to the n-th hydrophone observed at

frequency bin ν and sampling time k can be expressed as:

Hmn[ν, k] =
1√
Ak

Lc−1∑
l=0

hmn[l, k]e−j2πf0kTan[l]e−j2πlTfν (3)

where Ak is frequency-dependent attenuation factor (representing both absorption and spread-

ing loss), hmn[l, k] is the l-th path gain observed at sampling time k and an[l] is the residual

motion-induced Doppler scaling factor coming from non-perfect Doppler compensation. The
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frequency bins are defined as fν = f0 −B/2 + νB/Nν with ν ∈ [0, Nν − 1].

For the frequency bands and transmission ranges considered in the experimental results (see

Section IV), the frequency dependent attenuation factor is quasi flat over the transmitted band-

width, thus for simplicity of notation we will assume Ak = 1 in the following.

As originally proposed in [32], we model each coefficient hmn[l, k] as independent first order

autoregressive (AR) processes obeying to following recursive equation:

hmn[l, k] = h̄mn[l] + ρmn[l]
[
hmn[l, k − 1]− h̄mn[l]

]
+
√

1− ρ2mn[l]σmn[l]χmn[l, k] (4)

where h̄mn[l] is the mean value of the gain hmn[l, k] whereas σ2
mn[l] represents its variance and

χmn[l, k] is an uncorrelated noise process following a complex Normal law with zero mean and

unit variance. The correlation coefficient ρmn[l] is linked to the Doppler spread Bds
mn[l] of l-th

path as [32]:

ρmn[l] = exp
(
− πTBds

mn[l]
)

(5)

With such model, for a given l, the fading coefficient gain |hmn[l, k]| is demonstrated to follow a

Rician distribution where the ratio |h̄mn[l]|2/σ2
mn[l] is referred in the literature as Rician K-factor.

Although no consensus exists yet on statistical UWA channel modeling (see [38], [39] and the

reference herein), Rician distribution has been found to provide a good match for some UWA

channel fading measurements [25], [28], [32]. We assume that channel gains are normalized

such as:
Nt∑
m=1

Lc−1∑
l=0

(
|h̄mn[l]|2 + σ2

mn[l]
)

= Nt ∀n ∈ [1, Nr] (6)

This power normalization is justified by the fact that transmit and receive elements are separated

by 2.5 wavelengths in the experimental campaign (see Section IV-A) leading approximately to

an equal average signal power for each receive streams. Finally, the residual Doppler scaling

factor an[l] is assumed to be constant over a frame and to follow a Normal law with zero mean

and variance σ2
a for each path l and each receive stream n as proposed in [28].

Under these assumptions, the baseband received signal on stream n can be written as:

yn[k] =
√
P

Nt∑
m=1

Lc−1∑
l=0

hmn[l, k]e−j2πf0kTan[l]xm[k − l] + wn[k] (7)
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The term wn[k] denotes the noise samples assumed to follow a complex normal law with zero

mean and variance σ2
w. Thus, the Signal to Noise Ratio (SNR) obtained before decoding on each

receive hydrophone can be expressed in linear scale as:

SNR =
P

σ2
w

(8)

III. ACHIEVABLE RATE OF MIMO UWA COMMUNICATION

A. Capacity and achievable rate

Let’s assume that the total radiated power P is uniformly distributed across the signal band-

width B. For simplification we will also suppose that the power spectral density (p.s.d.) of noise

samples wn[k] is flat over B . Under such assumptions, capacity of MIMO channel is given by

[7], [10], [40]:

C =
B

Nν

Nν−1∑
ν=0

log2 det

[
INr +

P

Ntσ2
w

H[ν, k]HH [ν, k]

]
[bit/s/Hz] (9)

where H[ν, k] ∈ CNr×Nt is the MIMO channel matrix on sub-band ν at sampling time k with

entries equal to {H[ν, k]}n,m = Hmn[ν, k]. As described extensively in the literature, MIMO

capacity gain is optimal if the MIMO channel matrix is sufficiently random and statistically well

conditioned with the overall channel gain well distributed across the singular values [10], [26].

Eq. (9) assumes that channel state information is unknown at the transmitter. If the channel could

be known at the transmit side (with for example a feedback loop), capacity could be maximized

by adjusting transmit signal power as function of the frequency by using water-filling techniques

[10], [28]. However, in UWA communications, the high variability and latency of the channel

makes challenging any feedback from receiver to transmitter [28].

Achieving the maximum spectral efficiency stated by (9) requires at the receive side a perfect

knowledge of each time-varying frequency coefficients H[ν, k] which is not realistic. In fact, in

conventional MIMO UWA decoding systems, channel estimation is performed at the beginning

on the transmitting frame (owing to Np pilot symbols xp,m[k] sent from Nt transmitters) and

then channel coefficients are updated dynamically by using adaptive algorithms to track channel

variation along the frame [15], [19], [41]. The bit rate achievable, when only the channel estimates

are available, can be derived from system capacity as follows [28], [42]:

R = (1−Ovh) ·
B

Nν

Nν−1∑
ν=0

log2 det

[
INr +

P · Ĥ[ν] · ĤH [ν]

Nt(σ2
w + Pσ2

E)

]
(10)
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where Ovh represents the overhead due to training sequence:

Ovh =
Np

Np +Nd

(11)

and Ĥ[ν] denotes the estimate of MIMO UWA channel provided by the receiver whereas

parameter σ2
E captures the average quality of the channel estimation along the frame that can

be approximated as:

σ2
E =

1

Nd

Nd∑
k=1

σ2
E[k] (12)

where σ2
E[k] denotes the error variance of the channel estimation at sampling time k ∈ [1, Nd].

The previous parameter is linked to two factors: on the one hand the channel estimation algorithm

and on the other hand the time evolution of the UWA channel. Following the notations of [28],

to deal with multiple channel realizations, we denote as R̄ = E{R} the average rate and RPout

the outage rate for a given probability of outage Pout = P{R < RPout}.

Without loss of generality, expression (10) may be easily extended to OFDM waveform by

including in Ovh the loss due to cyclic prefix (if any) plus pilot symbols and by particularizing

parameter σ2
E to OFDM channel estimation error (see [28] for more details).

B. MIMO channel estimation

In case of Least Square (LS) estimation, the initial MIMO channel coefficients are estimated

from receive pilot sequences yp,n as follows [43], [44]:

ĥn =
(
XH
p Xp

)−1
XH
p yp,n ∀n ∈ [1, Nr] (13)

where Xp is the pilot matrix of size (Np−Lc+1)×NtLc and ĥn is the channel estimates vector

of size NtLc. In the following we will note ĥmn[l] the LS estimate of hmn[l, 0] (and respectively

Ĥmn[ν] in frequency domain). The Mean Square Error (MSE) provided by the LS algorithm

denoted σ2
LS is assumed equal for each sub-band ν and is demonstrated in [10], [43] to be equal

to:

σ2
LS =

NtLc
Np − Lc + 1

σ2
w

P
(14)
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As expected, the channel estimation error is inversely proportional to the training sequence length

Np and the SNR. Furthermore, to achieve the same error, a MIMO system requires Nt times

more training symbol than a single transmission stream system1.

C. Time-varying channel estimation error

We define the channel estimation error variance at sampling time k as the MSE between the

initial channel estimates Ĥmn(ν) and the real channel coefficients at sampling time k:

σ2
E[k] =

1

NtNr

Nt∑
m=1

Nr∑
n=1

E
{∣∣Hmn[ν, k]− Ĥmn[ν]

∣∣2} (15)

= σ2
LS +

1

NtNr

Nt∑
m=1

Nr∑
n=1

E
{∣∣Hmn[ν, k]−Hmn[ν, 0]

∣∣2} (16)

The error variance of channel estimates at sampling time k can be viewed as the sum of

initial channel estimation error σ2
LS and the average squared difference between Hmn[ν, k] and

Hmn[ν, 0]. With the assumption of channel model described in previous section, we demonstrate

in appendix A that the error evolution obeys to the following relationship:

E
{∣∣Hmn[ν, k]−Hmn[ν, 0]

∣∣2} = 2
Lc−1∑
l=0

(∣∣h̄mn[l]
∣∣2(1− e−k2φ2)+ σ2

mn[l]
(
1− ρmn[l]k

))
(17)

with φ =
√

2πσaTf0. As a result, the evolution of channel estimation error variance σ2
E[k] is

mainly influenced by resulting Doppler shift variance σ2
a and channel Doppler spread Bds

mn[l].

D. Upper and lower bounds

In order to study the behaviour of the achievable rate, we rewrite (10) as function of the

ordered singular values λm[ν] of Ĥ[ν] [7]:

R = (1−Ovh)
B

N

Nν−1∑
ν=0

Nt∑
m=1

log2

(
1 +

SINR

Nt

λ2m[ν]

)
(18)

with the assumption Nr ≥ Nt and λ1[ν] ≥ λ2[ν] ≥ · · · ≥ λNt [ν]. In order to simplify the

notation, we define the Signal to Interference plus Noise Ratio (SINR) as:

SINR =
P

σ2
w + Pσ2

E

(19)

1In order to guarantee that the system equation of (13) is not under-determined, a minimum of Np ≥ (Nt + 1)Lc − 1 pilot

symbols are required on each transmit stream [15]
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Relation (18) shows that the MIMO information rate is function of the distribution of the singular

values λm that characterize the number of degrees of freedom of the channel matrix [10]. In the

extreme favourable case that will constitute an upper bound on the achievable rate, all the singular

values are equals, and (18) leads to a raw MIMO information rate that grows linearly with Nt. To

achieve such conditions, matrix Ĥ must be sufficiently random and statistically well-conditioned

which requires, in our model, the Rician K factor to tend towards 0. The MIMO channel matrix

becomes Rayleigh i.i.d. meaning that each Ĥmn[ν] follows a Normal law with zero mean and

unit variance. At moderate to high SNR, the capacity of an m × m system is about m times

the capacity of a 1× 1 system, referred as degree of freedom gain in the literature [10]. If such

hypothesis on the channel statistics can be satisfied in radio-communications [9], we will see in

the results section that this is absolutely not the case in our underwater acoustic experimentation.

In the extreme unfavourable case, all the MIMO sub-channels are correlated which require in

our model the Rician K factor to tend towards +∞. The rank of Ĥ becomes equal to 1 and

the power normalization imposed in (6) leads to λ1 =
√
NtNr and λm = 0 for m ∈ [2, Nt]. By

replacing in (18), we obtain a lower bound on the achievable rate [45]:

RLB = (1−Ovh)
B

N

Nν−1∑
ν=0

log2

(
1 +Nr SINR

)
(20)

On the other hand, in case of SIMO transmission, the achievable rate becomes [10]:

RSIMO = (1−Ovh)
B

N

Nν−1∑
ν=0

log2

(
1 + SINR

Nr∑
n=1

∣∣Ĥ1n[ν]
∣∣2) (21)

By applying again the power normalization of (6), we can easily show that if Nr if large, the

average SIMO achievable rate is approximately equal to the lower bound i.e. R̄SIMO ≈ RLB.

The SIMO architecture is thus demonstrated to provide a power gain w.r.t. to a single receiver

system resulting in a parallel shift of the capacity versus SNR curves.

IV. RESULTS

A. Experimentation at Sea Test base

The experiments took place in Sea Test Base from April 27th to May 2nd, 2016. Located

in the roadstead of Brest in France, the nonprofit organization Sea Test Base / Celadon [27]

has deployed a coastal observatory based on an offshore experimental platform connected to the

shore by a high speed WiFi link. For the project, on the one hand a 4-channel acoustic transceiver
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is installed on this platform, powered by a hybrid renewable energy system, and on the other

hand an 8-hydrophone acoustic receiver array is installed on a WiFi remote buoy. On each side,

the transducers are equally spaced by a distance of 16.3 cm that represents 2.5 wavelengths. As

depicted in Fig. 2, the projectors array is placed in vertical direction whereas the receiver array is

horizontal. The embedded transmitting system is able to autonomously transmit various acoustic

waveforms, the working of the system is scheduled and synchronized, and data are stored at the

same time within the buoy and on a hard disk drive at the shore station. For the experiment, the

transmission platform and reception buoy are separated by a range of 500 m. Depending on the

tide, the water depth fluctuates between 7 m and 12 m. Fig. 3 illustrates the realized experiments.

System parameters of the experiments are summarized in Table I. We have considered two

MIMO modes with 2 and 4 spatial streams respectively and a single stream conventional mode

with multiple receivers denoted SIMO. The chosen center frequency f0 = 23 kHz theoretically

authorizes an underwater transmission range in order of several kilometres however to guarantee

high data rate for the WiFi link between the buoy and the pontoon, the transmission range is

set to 500 m. For each frame, all data symbols are bit interleaved and encoded with a rate Rc

Forward Error Correcting (FEC) encoder to protect information bits against channel fading and

enable iterative decoding at the receive side. The FEC code considered in this paper is a 64-state

convolutional code with generator polynomials of (133, 171)o. MIMO modes employ a 4-state

PSK whereas SIMO mode a 8-state PSK. The fact that a higher order constellation is used in

single transmission is justified later in Section V.

For each record, 110 frames of each 3 modes are time multiplexed to ensure same channel

conditions (Doppler, echoes, noise...) and perform accurate comparison between each mode. The

channel delay spread is demonstrated to be in order of 5 ms, thus in the MIMO decoder we set

the estimated channel length to Lc = 50. The data rate of the full system noted D is computed

as follows:

D =
(

1−Ovh

)NtRc log2M

T
(22)

As expected, by increasing Nt, the data rate D increases but so does the training sequence

size Np (since Np ≥ 2LcNt + 1). Thus the increase in data rate provided by spatial multiplexing

is not really linear with Nt. One can note that rate loss due to guard band is not considered here
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Fig. 2. Illustration of transmitter and receiver structures.

Fig. 3. Experiment scheme on Sea Test Base platform (map from Geoportail).

since it does not contribute to the signal power.

B. Channel sounding

At the receive side, after base-band conversion, frame synchronization and Doppler compensa-

tion, MIMO LS channel estimation is performed as described in Section III-B. Fig. 4 provides the

Channel Impulse Response (CIR) estimates for each sub-channel of a MIMO 2×2 configuration

during one experiment representing 110 frames with a total duration of 18 minutes, each CIR is

thus separated roughly by 10 s. One can easily see on each sub-channel the large time variation

that characterizes the UWA channel.

Time-evolution of the CIR coefficients within a frame, can be estimated by shifting the channel

estimation window from the beginning until the end of frame as depicted in [44]. Figs 5a and 5b

provide histograms of the path gain magnitude |hmn[l, k]| for main path (l = 0) and one reflected
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TABLE I

SYSTEM PARAMETERS

Notation Parameter Mode

SIMO MIMO2 MIMO4

Nt Number of transmit streams 1 2 4

Nr Number of receive streams 8

f0 Center frequency [kHz] 23

β SRRC roll-off factor 0.4

B = 1/T Symbol bandwidth [kHz] 6.4

fs Sampling frequency [kHz] 125

Np Pilot symbols 150 300 600

Nd Data symbols 2518

A Constellation 8-PSK QPSK QPSK

M Bits per PSK symbol 3 2 2

, Rc FEC rate 1/2

D Data rate [kbit/s] 8.83 11.15 20.17

path (l = 6). For each histogram, the fitted Ricean distribution is plotted with the corresponding

K-factor estimated by using the maximum likelihood method. The Ricean distribution appears

to provide a good fit for all measured CIR making sense to the Rice fading assumption in the

considered experiments.

Fast time variation of CIR coefficients is influenced by both small-scale fluctuations and

residual motion-induced Doppler shift that are characterized in our model by Doppler spread

Bds
mn[l] and resulting Doppler shift standard deviation σa. As demonstrated in [28], the randomly

varying part of the path gains, (hmn[l, k] − h̄mn[l]) is shown to fade at rate ρmn[l]k · e−k2φ2. It

can be easily shown that for small value of time sample k, time-variation is mainly induced by

ρmn[l] i.e. Doppler spread Bds
mn[l] that can be estimated from (5) as follows:

Bds
mn[l] ≈ log 2

π∆t0.5
(23)

where ∆t0.5 is the time over which the normalized correlation function of (hmn[l, k] − h̄mn[l])

drops from 1 to 0.5. For simplicity, the Doppler spread is assumed to be equal for each path of

each subchannel i.e. Bds
mn[l] = Bds. In practice, parameter Bds is estimated by applying (23) to

the channel coherence function computed as the inverse Fourier transform of the Doppler power

spectrum of (hmn[l, k]− h̄mn[l]) where h̄mn[l] is estimated as the slow varying mean of hmn[l, k]
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Fig. 4. Time evolution of |ĥmn[l]| during one experiment including 110 frames, MIMO2 mode, 500 m transmission range.

(see [46] for details). In the considered experiments, a value of Bds = 4 Hz is measured. On the

other hand, since the average path gains h̄mn[l] are demonstrated to fade in our model at rate

e−k
2φ2 , parameter σa can be extracted by using a similar approach but from the time coherence

function of the slow varying mean h̄mn[l] leading to a standard deviation value in the order of

σaf0 = 0.1 Hz in the considered experiments.

Finally, from the channel estimation process, the average noise power can be estimated frame

by frame, leading for the studied experimentation to an estimated SNR oscillating between 19

and 21 dB.

C. Achievable rate of a MIMO UWA transmission

In the following, we consider a MIMO UWA 4×8 transmission with MIMO4 mode described

in Section IV-A. In a first step, we compute the average achievable rate in case of perfect

channel estimation by averaging (10) with channel frequency coefficient estimates provided by

the receiver (see Fig. 4) and by fixing σ2
E = 0. The number of sub-bands is set to Nν = 640

to obtain a frequency step of 10 Hz. The resulting average achievable rate R̄ relatively to the

bandwidth B is plotted as function of the SNR in Fig. 6 with the solid line curve. We then replace

in (10) the real channel estimates by the channel frequency coefficients obtained from the model

presented in Section II where the mean gain values h̄mn[l] are computed according to UWA
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(a) Main path

(b) Reflected path

Fig. 5. Histogram of selected path magnitude during one experiment including 110 frames, MIMO2 mode, 500 m transmission

range.

channel geometry as shown in [32]. The latest channel model provides also standard deviation

of each path noted as σ̃2
mn[l]. In our model we scale these coefficients such as σmn[l] = α · σ̃mn[l]

where α is determined according to the normalization constraint (6) and the average Rician factor:

K̄ =

∑Lc−1
l=0 σ2

mn[l]∑Lc−1
l=0 |̄hmn[l]|2

(24)

The resulting average achievable rate is plotted in Fig. 6 as function of average Rician factor

K̄ where a value of K̄ = 150 is demonstrated to produce an achievable rate that matches the
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Fig. 6. Average achievable rate for UWA MIMO 4×8 channel without channel estimation error: experiment versus model with

different K̄ factors.

experimental one.

In a second step, we compute the channel estimation error from the experiment by rewriting

(16) as function of time-varying channel frequency coefficient estimates denoted Ĥmn[ν, k] and

Ĥmn[ν] yielding to the following expression:

σ2
E[k] = σ2

LS +
1

NtNr

Nt∑
m=1

Nr∑
n=1

E
{∣∣Ĥmn[ν, k]− Ĥmn[ν]

∣∣2} (25)

The resulting time-varying MSE and frame averaged error are plotted in Fig. 7 against the

theoretical channel estimation error (16) obtained with model parameters estimated previously

from channel soundings. We can see that theoretical curves are quite close to the experimental

ones demonstrating the validity of the first order AR channel model.

In a final step, we include in equation (10) the channel estimation error on the one hand

estimated from experiments and on the other hand computed from the channel model. The

resulting rates are carried out in Fig. 8. For comparison purpose, we add on the same figure the

achievable rates obtained without channel estimation error (see Fig. 6). Finally, as reference, we

plot theoretical Rayleigh i.i.d. capacities for 4×8 MIMO channel and 1×1 channel respectively

for which the channel coefficients Hmn[ν, k] follow a complex Gaussian law with zero mean

and unit variance [7]. As pinpointed in [26], the Rician characteristic of the considered UWA
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Fig. 7. Time-varying and mean errors on channel estimates over one frame, MIMO 4× 8, 500 m range
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Fig. 8. Average achievable rate for UWA MIMO 4× 8 channel with and without channel estimation error: experiment versus

model.

channel provides a substantial rate loss: 16.3 bps/Hz at 20 dB SNR in case of perfect channel

estimation compared to 23.3 bps/Hz in case of Rayleigh i.i.d. channel. By taking into account

the noise provided by the channel estimation error, the rate loss is even more significant indeed

the achievable rate goes down to 8.16 bps/Hz at same SNR.
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Fig. 9. Average achievable rate for UWA channel with channel estimation error for MIMO and SIMO configurations, model

versus experiment.

D. Influence of MIMO and SIMO architectures

Fig. 10 provides respectively at SNR = 20 dB the average and 1 % outage achievable rate as

function of the number of receive elements (Nr) for different MIMO and SIMO architectures

by using channel model parametrization obtained in previous section. In order to optimize the

MIMO gain, we impose Nr ≥ Nt for each configuration. As predicted by (20), the achievable

rate of all systems grows logarithmically as function of Nr due to the so-called power gain. On

the other side, one can see that the degree of freedom gain provided by spatial multiplexing

increases with Nr but grows less as Nt increases.

This phenomenon is highlighted in Fig. 11 where are plotted the average and outage rate gains

over SIMO defined respectively as:

∆R̄ =
R̄m×n

R̄1×n − 1 (26)

and

∆R1% =
Rm×n

1%

R1×n
1%

− 1 (27)

where R̄m×n and Rm×n
1% denote the respective achievable rates for a MIMO m by n configuration.

At Nr = 8, a 2-stream multiplexing scheme provides a gain about 43 %, a 3-stream scheme
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Fig. 10. Average and outage achievable rate for UWA channel model with channel estimation error as function of transmit

streams and receive elements, SNR = 20 dB, K̄ = 150, Bds = 4 Hz and fd = σaf0 = 0.1 Hz.

about 53 % and a 4-stream scheme about 59 %. This rate gain curve is explained by two factors:

first the channel estimation error that put an upper limit to the SINR and thus prevents the

MIMO scheme to reach the maximum degree of freedom gain. Secondly, the overhead ratio Ovh

that grows with Nt reduces substantially the rate gain.
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Fig. 11. Average and outage achievable rate MIMO gain over SIMO for UWA channel model with channel estimation error as

function of transmit streams and receive elements, SNR = 20 dB, K̄ = 150, Bds = 4 Hz and fd = σaf0 = 0.1 Hz.
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E. Influence of frame length

Average and outage achievable rates of SIMO and MIMO systems against the number of

data symbols per frame (Nd) are drawn in Fig. 12 with the same channel model parameters as

defined in the previous section. We can see that for small value of Nd, the overhead ratio Ovh

becomes close to 1 and dramatically limits the achievable rate. On the opposite, by increasing Nd,

relation (17) demonstrates that channel estimation error variance σ2
E increases and thus limits the

achievable rate. These results suggest the existence of an optimal value of Nd for which the rate is

maximized that is clearly visible in aforementioned figures. By examining Fig. 13 we notice that

the rate gain of MIMO grows with Nd and reaches a maximum stage for Nd > 2000 in 2-stream

multiplexing scheme and Nd > 2500 in 4-stream multiplexing scheme. This behaviour suggests

that rate loss due to an increase of the channel estimation error is noticeably equivalent for both

MIMO and SIMO systems. Finally, we notice that the nominal value of Nd = 2500 chosen

for the experiment is demonstrated to be near optimal for MIMO data rate gain optimization.

However, one can note the impact of the frame length could be efficiently mitigated by using

an advanced adaptive equalization strategy like the Improved Proportionate Normalized Least

Mean Squares (IPNLMS) algorithm [18].
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4 x 8 model (average)

4 x 8 model (outage)

Fig. 12. Average and outage achievable rate for UWA channel model with channel estimation error as function of number of

data symbols per frame (Nd), SNR = 20 dB, K̄ = 150, Bds = 4 Hz and fd = σaf0 = 0.1 Hz.
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Fig. 13. Average and outage achievable rate gain of UWA MIMO channel model versus SIMO as function of number of data

symbols per frame (Nd), SNR = 20 dB, K̄ = 150, Bds = 4 Hz and fd = σaf0 = 0.1 Hz.

F. Influence of Doppler spread

In Fig. 14, we investigate the influence of Doppler spread Bds to the achievable rates. In the

case of the Doppler spread tends towards 0, the time coherence of the channel increases to the

infinity, this leads relation (17) to converge to 0 and the channel estimation error variance to be

equal to σ2
LS . As a result achievable rates are maximized for all studied systems as we can see

in the aforementioned figure. Inversely, by increasing Bds, the time coherence of the channel

is reduced, and the channel estimation error variance increases that leads to a rate reduction.

However, the gradient of the curve is clearly lower at high Doppler spread which is explained

by factor (1− ρmn[l]k) included in (17). A similar behaviour can be found in Fig. 15 where the

average and outage achievable rate gains are plotted.

G. Influence of transmission range and water depth

Figs 16 and 17 provide the average achievable rate gain of MIMO 4 × 8 and respectively

MIMO 2 × 8 over SIMO architecture as function of transmission range and water depth by

using UWA channel model. For each range and water depths channel gains and delays are

computed by using a geometrical approach as shown in [26] [32]. Rician and Doppler factors

used for channel time variation are set identical to those measured in Section IV-B. In both

cases, for a given range, we can notice that there exists a water depth for which the rate gain
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Fig. 14. Average and outage achievable rate for UWA channel model with channel estimation error as function of Doppler

spread (Bds), SNR = 20 dB, K̄ = 150, Nd = 1500 and fd = σaf0 = 0.1 Hz.
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Fig. 15. Average and outage achievable rate gain of UWA MIMO channel model versus SIMO as function of Doppler spread

(Bds), SNR = 20 dB, K̄ = 150, Nd = 1500 and fd = σaf0 = 0.1 Hz.

is maximized. As the transmission range increases, the maximum rate gain increases too for a

growing water depth: at 500 m range, the rate gain of 4× 8 mode reaches a maximum of 70 %

at 20 m water depth, whereas at 5000 m range the rate gain reaches a maximum of 89 % at 95 m

water depth. These phenomena are explained by the fact that as the transmission range increases
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the reflected paths that provide MIMO diversity are severely attenuated leading to a near zero

capacity gain in case of very shallow water channel. As both transmission range and water depth

increase, the propagation time of reflected waves increases leading to higher delay spread and

as a result higher MIMO capacity gain. However, at low transmission range (< 1000 m), the

rate gain appears in average more stable as function of water depth than at higher transmission

range. As a result, MIMO transmission over very shallow water should be restricted to relative

low range to maximize the rate gain over SIMO transmission.

Fig. 16. Average achievable rate gain of UWA MIMO 4 × 8 channel model versus SIMO 1 × 8 as function of transmission

range and water depth, Bds = 4 Hz, SNR = 20 dB, K̄ = 150, Nd = 1500 and fd = σaf0 = 0.1 Hz.

V. EXPERIMENTAL DECODING PERFORMANCE

In this section, experimental decoding performance of the SIMO and MIMO modes described

in Table I are analysed and compared against the previous computed achievable rates. In the

following, we consider the iterative equalizer described in a previous paper [41] that takes as

inputs on the one-hand the pre-processed symbols yn[k] with n ∈ [1, Nr] and k ∈ [1, Nd] and

on the other side the MIMO channel estimates ĥmn[l] with m ∈ [1, Nt] and l ∈ [0, Lc − 1].

The iterative equalizer is based on the turbo-equalization principle and optimized under MMSE

criterion [47]. A residual Doppler phase correction algorithm [17] is also performed at each

iteration by estimating and averaging the symbol phase rotation along a block of symbols to

track residual phase shift along the frame.
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Fig. 17. Average achievable rate gain of UWA MIMO 2 × 8 channel model versus SIMO 1 × 8 as function of transmission

range and water depth, Bds = 4 Hz, SNR = 20 dB, K̄ = 150, Nd = 1500 and fd = σaf0 = 0.1 Hz.

In order to measure the performance of equalization scheme we compute the MSE between

the equalized symbols x̂m[k] and the transmitted ones xm[k] as follows:

ε2[k] =
1

Nt

Nt∑
m=1

E
{
|x̂m[k]− xm[k]|2

}
(28)

In [41] [48], it was demonstrated that the MSE of a turbo-equalizer tends towards the following

optimum bound:

ε2opt[k] = SINR ·Nr

Nt

(29)

=
P

σ2
w + Pσ2

E[k]
· Nr

Nt

(30)

where factor Nr/Nt represents the so-called array power gain. From (30), we can easily demon-

strate that at same number of receivers, a 2-transmitter MIMO mode exhibits a 3 dB SNR penalty

w.r.t. SIMO mode. This fact justifies the use of 8-state PSK in case of SIMO to achieve roughly

the same robustness as 4-state PSK signalling in 2 spatial streams MIMO mode, and thus to

make as honest as possible the rate comparison between SIMO and MIMO2 modes.

In Fig. 18, the experimental values of ε2[k] are carried out as function of symbol index for

the SIMO, MIMO2 and MIMO4 modes. The MSE metrics are obtained by averaging on 110

successive frames the squared estimation error for each symbol index k. On the same figure,
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the optimal MSE computed from (30) is plotted for the three transmission architectures. The

experimental MSE follows the same slope as the optimal ones and especially for the MIMO2

and SIMO modes, the equalization MSEs are really closed to the optimal bounds. These facts

demonstrate the validity of σE[k]2 definition in (16) to model the channel estimation error. For

the 4×8 architecture, we notice that the equalizer performance remains far away from the optimal

bound showing that the iterative process is not able to remove the whole spatial interferences.

Moreover, the equalization performances allow to verify the power gain stated in (30) i.e. 1× 8

scheme is 3 dB better in MSE than the 2× 8 scheme that is itself 3 dB better in MSE than the

4× 8 scheme [10] [41].
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Fig. 18. Experimental MSE at the equalizer output averaged on 110 frames versus optimal MSE computed from σ2
E [k] based

on channel model with Bds = 4 Hz, SNR = 20 dB, K̄ = 150 and fd = σaf0 = 0.1 Hz.

Fig. 19 provides Bit Error Rate (BER) decoding results of the 3 modes by using the experi-

mental records described in Section IV-A that represents roughly 18 minutes of experiment for

which the time-varying CIR is plotted in Fig. 4. For each mode, we compute the effective data

rate De as:

De = (1− PER)D (31)

where PER denotes the packet error ratio. A packet is said erroneous if at least one erroneous

bit per frame is detected at the output the decoder. The achieved PER is 2.7 %, 0 % and 1.8

% for MIMO4, MIMO2 and SIMO modes respectively. By comparing decoding performance

June 12, 2019 DRAFT



26

MIMO4 QPSK MIMO2 QPSK SIMO 8PSK

20

40

60

80

100

120

P
e

rc
e

n
ta

g
e

 o
f 

p
a

c
k
e

ts
 i
n

 t
h

e
 B

E
R

 r
a

n
g

e
 [

%
]

static 500m A2 record 1

D
e
=19.62 [kb/s] D

e
=11.15 [kb/s] D

e
=8.67 [kb/s]

[0,10
-4

]

[10
-4

,10
-3

]

[10
-3

,10
-2

]

[10
-2

,10
-1

]

[10
-1

,1]

Fig. 19. BER decoding performance comparison on static experimentation.

of MIMO2 and SIMO modes, we notice a net data rate gain for MIMO of 29 %. Since the

robustness of the SIMO transmission with 8-PSK constellation is lower than the MIMO2 one

with QPSK constellation, the practical rate gain at quasi-error free decoding is expected to be

greater than 29 % which is coherent with 43 % gain in achievable rate computed in Fig. 11.

Fig. 20 provides performance results of the same modes but in a dynamic scenario. In this

experiment, the receive buoy is not anchored and is drifting away from the pontoon due to sea

currents. Moreover, since the buoy was moving quite fast out of the range of the WiFi link,

the experiment was stopped after 6 minutes of recording. The achieved PER is 8.3 %, 0 % and

8.3 % for respectively MIMO4, MIMO2 and SIMO modes. As expected, the motion-induced

Doppler effect provides performance degradation especially for MIMO4 and SIMO modes but

the number of correct decoded frames still remains in a majority proportion demonstrating the

ability of the considered MIMO receiver to deals with Doppler effect. By comparing again

decoding performance of MIMO2 and SIMO modes, we notice a net data rate gain for MIMO

of 34 % that is quite closed to the gain obtained in the static scenario and again coherent with

achievable rate gain in Fig. 11. However, the practical spectral efficiencies are 3.15, 1.74 and

1.37 bps/Hz for MIMO4, MIMO2 and SIMO modes respectively which are far away from the

theoretical achievable rates R̄/B and R1%/B. This gap could be explained by the fact that the

achievable rate computed in this paper still remains a theoretical asymptomatic bound that does
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Fig. 20. BER decoding performance comparison on dynamic experimentation.

not take into account for example limitation due to FEC coding (finite blocklength codeword

will substantially impact the achievable rate, see [49] for details). Moreover the convolutional

coding scheme adopted for this study is much less powerful than near-capacity FEC coding

scheme like turbo-codes or Low Density Parity Check (LDPC) code [16].

VI. CONCLUSION AND DISCUSSIONS

The primary aim of this study was to quantify the data rate gain brought by MIMO technology

for UWA communication. By deriving the MIMO Shannon’s capacity, we compute a theoretical

achievable rate of MIMO UWA single-carrier transmission system that takes into account rate

loss due to time-varying channel estimation error. By assuming that each equivalent channel

coefficient follows a Rice law and obeys to a first order AR model as suggested in [32], we

derive the channel estimation error variance for the MIMO case. From experimental records

performed in very shallow water in the roadstead of Brest (France), MIMO channel coefficients

are estimated as well as Rician factor and Doppler spread leading to theoretical achievable rate

as function of number of transmitters and receivers. Although our study focuses on single-carrier

UWA transmission, the analysis can be easily extended without any loss of generality to other

waveforms like OFDM for example. In contrary to radio communication on earth, the MIMO

achievable rate for the UWA channel is demonstrated to grow logarithmically with the number

of transmit streams to achieve 43 % and 59 % gain in 2×8 and 4×8 configurations respectively
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for the studied experiment that is mostly explained by the Rician nature and the time-varying

properties of the UWA channel. We show also that the MIMO rate gain is very sensitive to

channel geometry and even the MIMO rate gain is maximized by increasing both range and

water depth, relative low transmission range over shallow water ensures substantial capacity

gain whatever the water depth. Decoding performance of the experimental records confirm the

feasibility of underwater acoustic MIMO transmission as already depicted in the literature but

spectral efficiencies reached in practice are still far below the absolute values of theoretical

achievable rates demonstrating that there is room for transmission performance enhancement.

However decoding performance comparison between MIMO and SIMO modes suggests that

effective data rate gain brought by MIMO in UWA transmission lies in the same range as

theoretical achievable rate gain computed in this paper that confirms MIMO technique as a key

technology to improve spectral efficiency of UWA communications.

APPENDIX A

TIME-VARYING ERROR ON CHANNEL ESTIMATION

The following demonstration is a generalization of [28] to the MIMO case. In fact, for a given

m ∈ [1, Nt] and n ∈ [1, Nr], we can write:

E
{∣∣Hmn[ν, k]−Hmn[ν, 0]

∣∣2} =E
{∣∣Hmn[ν, k]

∣∣2}+ E
{∣∣Hmn[ν, 0]

∣∣2}
− 2E

{
Hmn[ν, k]H∗mn[ν, 0]

}
(32)

With the power normalization stated in (6), the application of Paserval’s theorem leads to:

E
{∣∣Hmn[ν, k]

∣∣2} = E
{∣∣Hmn[ν, 0]

∣∣2} =
Lc−1∑
l=0

(∣∣h̄mn[l]
∣∣2 + σ2

mn[l]
)

(33)

On the otherside, the correlation factor may be expanded as:

E
{
Hmn[ν, k]H∗mn[ν, 0]

}
= E

{∑
l

hmn[l, k]e−j2πf0kTan[l]e−j2πlTfν ·
∑
l′

h∗mn[l′, 0]ej2πl
′Tfν
}

=
∑
l

∑
l′

EH
{
hmn[l, k]h∗mn[l′, 0]

}
· EH

{
e−j2πf0kTan[l]

}
(34)

By assuming that channel paths are uncorrelated, we can write

EH
{
hmn[l, k]h∗mn[l′, 0]

}
=


∣∣h̄mn[l]

∣∣2 + ρmn[l]kσ2
mn[l] if l = l′

0 if l 6= l′
(35)
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On the other hand, with the assumption that an[l] follows a zero mean normal law with variance

σ2
a, it yields:

E
{
e−j2πf0kTan[l]

}
=

∫ +∞

−∞
e−j2πf0kTan[l]

e−(an[l])
2/2σ2

a

σa
√

2π
dan[l]

= e−k
2φ2

with φ =
√

2πσaTf0. By combining previous expressions, we finally obtain:

EH
{∣∣Hmn[ν, k]−Hmn[ν]

∣∣2} = 2
Lc−1∑
l=0

(∣∣h̄mn[l]
∣∣2 + σ2

mn[l]
)
− 2e−k

2φ2
Lc−1∑
l=0

(∣∣h̄mn[l]
∣∣2 + ρmn[l]kσ2

mn[l]
)

= 2
Lc−1∑
l=0

(∣∣h̄mn[l]
∣∣2(1− e−k2φ2)+ σ2

mn[l]
(
1− ρmn[l]k

))
(36)
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