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Abstract A single‐column model approach conducted in the context of the Madden–Julian Oscillation
through the CINDY2011/Dynamics of the Madden–Julian Oscillation field campaign is used to
disentangle the respective role of the parameterizations of surface turbulent fluxes and of model
atmospheric physics in controlling the surface latent heat flux. The major differences between the models
used in this study occur during the suppressed phases of deep convection. They are attributed to
differences in model atmospheric physics which is shown to control the near‐surface relative humidity
and thereby the surface latent heat flux. In contrast, during active phases of deep convection, turbulent
air‐sea flux parameterizations impact the latent heat flux through the drag coefficient and can represent
two thirds of the divergence caused by the different atmospheric physics. The combined effects need
to be accounted for to improve both the representation of latent heat flux and the atmospheric variables
used to compute it.

1. Introduction

Surface turbulent air‐sea fluxes represent the main coupling between ocean and atmosphere circulation
(Kubota et al., 2002). They are usually calculated using so‐called bulk formulae (Monin & Obukhov,
1954). These empirical equations use large‐scale (i.e., resolved by the model) variables to represent the air‐
sea exchanges that occur at a quasi‐molecular scale and involve multiscale turbulent transport in the surface
boundary layer (DeCosmo et al., 1996; Large & Pond, 1981). Hourdin et al. (2015) and Găinuşă‐Bogdan et al.
(2018) established that large‐scale bias patterns in the atmospheric representation of the latent heat flux con-
tribute to the sea surface temperature (SST) biases in the tropics, reported for decades in coupled models.
Difficulties in addressing these long‐standing issue probably come both from the lack of reliable observa-
tions (Găinuşă‐Bogdan et al., 2015) and from the difficulty of disentangling the interplay between large‐scale
dynamics, atmospheric parameterizations, and surface bulk parameterization.

Despite considerable efforts, bulk formulae still have difficulties in representing air‐sea fluxes especially for
weak‐wind stably stratified conditions (Mahrt, 2008). In general circulation models, various schemes are
currently used (Beljaars 1995; Fairall et al., 2003; Large & Yeager, 2004). The associated simplifying assump-
tions have been shown to lead to significant differences in the computed turbulent air‐sea fluxes (Brodeau
et al., 2017) and in model simulations and forecasts (Seager et al., 1995). These turbulent air‐sea flux para-
meterizations interact with the set of atmospheric parameterizations, such as those involved in turbulent dif-
fusion, convection, or radiation. Torres et al. (2018) show that differences in drag coefficient patterns lead to
differences in ocean adjustment and heat transport in coupled simulations. They also show that the results
depend both on the coupling between the ocean and atmospheric boundary layer and on the way turbulent
and convective processes dry and cool the low‐level atmosphere.

In order to go one step further in improving our understanding of this interplay between turbulent flux
parameterization and atmospheric physics at the process level, we propose an original methodology.
We cross compare parameterizations of atmospheric convection and surface bulk formula in the con-
strained framework of a single‐column model (SCM) experiment, driven by observations. Such
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framework is widely used to evaluate and compare physical parameterizations without complex interac-
tion with dynamical processes (e.g., Abdel‐Lathif et al., 2018; Bechtold et al., 2000; Davies et al., 2013;
Randall et al., 1996).

The experimental setup allows us to understand how the atmospheric column responds to the same surface
turbulent flux parameterization implemented in the two models and to differences in parameterization in
the same model. The analyses focus on the latent heat flux and are built on the hypothesis that surface eva-
poration is mainly controlled by the boundary layer vertical transport of humidity (Hourdin et al., 2015). We
introduce in section 2 the atmospheric models and the bulk formulae implemented. Section 3 presents the
CINDY2011/Dynamics of the Madden–Julian Oscillation (DYNAMO) campaign and the SCM setup used
to perform the sensitivity experiments. Section 4 analyzes the impact of the different atmospheric physics
on the surface latent heat flux. Section 5 discusses the role of the surface turbulent air‐sea flux parameteriza-
tion and the main conclusions are summarized in section 6.

2. Model and Bulk Formula Used

Two atmospheric models are considered in this study. The LMDZ atmospheric general circulation model
(referred to as L hereafter) is the atmospheric component of the IPSL Coupled Model (Dufresne et al.,
2013). The physical package used here is an updated version of that described in Hourdin et al. (2013).
The moist convection parameterization is based on the work of Emanuel (1991), which was modified to
improve the convection sensitivity to tropospheric relative humidity (Grandpeix et al., 2004). This new phy-
sical package also includes a mass flux representation of boundary layer thermals (Rio et al., 2010; Rio &
Hourdin, 2008), combined with the diffusive scheme of Mellor and Yamada (1974). Cold pools fed by con-
vective unsaturated downdraft are explicitly represented by the parameterization of Grandpeix et al.
(2010). The ARPEGE‐Climat atmospheric general circulation model (referred to as A hereafter) is the atmo-
spheric component of the CNRM coupled model (Voldoire et al., 2013). The version used here (version 6.3)
consists of several significant updates of the physical package (convection, microphysics, and turbulence). In
particular, the new convection scheme represents in a continuous way dry, shallow, and deep convection.
This new physical package was tested in the context of the CINDY2011/DYNAMO campaign in Abdel‐
Lathif et al. (2018).

Three surface turbulent air‐sea flux parameterizations are considered in the present study: COARE 3.0
(Fairall et al., 2003) named C3 hereafter, ECUME (Belamari, 2005; Weill et al., 2003) named EC hereafter,
and LMDZI used in IPSLCM5B (Dufresne et al., 2013) based on Louis (1979) and named LI hereafter.
They are described in detail in Text S1 in the supporting information. Care was taken to ensure a similar
implementation of the parameterization in the two models. For simulation names, first letter refer to the
model (L or A) and the last two letters refer to the parameterization (LI, C3, or EC).

3 One‐Dimensional Case From the CINDY2011/DYNAMO Field Campaign and SCM Setup Used for
Sensitivity ExperimentsThe DYNAMO field campaign were made under the program of the cooperative
Indian ocean experiment on intraseasonal variability (CINDY2011) to advance the understanding of the
MJO and its representation in global models (Gottschalck et al., 2013). It provides detailed observations of
the MJO (Wang et al., 2015). We consider here, the Northern Sounding array case study constructed by
Ciesielski et al. (2014). From the observational records, Ciesielski et al. (2014) derive meteorological fields
(wind, temperature, humidity) and various terms of the mass, energy, and water budgets (vertical velocity,
horizontal advections). They are provided with a 3‐hr time resolution on a 1° by 1° longitude‐latitude grid
with a vertical resolution of 25 hPa. We use version 3a of this data set which was not supplemented by
any atmospheric model analysis data (Johnson et al., 2015; https://data.eol.ucar.edu/master_list/?project=
DYNAMO).

Contrasting convective regimes are sampled over the CINDY2011/DYNAMO field campaign (Figure 1). The
first and the second active periods (16 October to 3 November and 18 November to 1 December) were clas-
sified as MJO events (Achuthavarier et al., 2017; Sobel et al., 2014). In this study, we focus on the period from
4 November to 1 December. It is characterized by strong winds and horizontal moisture advections
(Figure 1), and includes a suppressed MJO phase before the MJO event. During the suppressed phase,
sea‐surface temperatures are high, with a significant diurnal cycle (Figure 1d). This is associated with a
moistening of the atmospheric column and weak atmospheric subsidence (−2 cm/s; Figure 1a). During
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the MJO active phase, SSTs are about 1 °C colder, while strong ascending motions moisten the
midtroposphere (Figure 1).

The physical packages of the LMDZ and ARPEGE‐Climat global models are run in the SCM framework
by prescribing the large‐scale horizontal advections of moisture (Figure 1b) and temperature (not
shown), the large‐scale vertical velocity (Figure 1a), and sea surface temperature (Figure 1d) as bound-
ary conditions. Each SCM is run on its own vertical grid, on which observational initial profiles and
forcing are linearly interpolated. The wind forcing consists in relaxing the model wind to the
Northern Sounding array observed values with a 3‐hr time scale for both models. Because of this experi-
mental setup, surface fluxes and precipitation events are well synchronized in all simulations (Figures
2a2 and 2a6).

In the following, we analyze the link between the latent heat flux, flux parameterizations, atmospheric phy-
sics, and low‐level temperature, humidity, and wind. For this, we rewrite the bulk formulae to introduce
relative humidity in the formula (see Hourdin et al. (2015) and Text S2 in the supporting information for
more details). The latent heat flux differences between two simulations (ΔLE) can be reconstructed at each
time step by the sum of the following contributions:

Figure 1. Imposed atmospheric and surface variables for the simulations. (a) Vertical velocity (cm/s). (b) Horizontal
advection of humidity (g·kg·day). (c) Zonal wind (m/s). (d) Sea surface temperature (°C). The shading parts represent
the active phases of the MJO.
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ΔLE ¼ ΔLEdyn þ ΔLEsat þ ΔLERH þ ΔLEδT þ ΔLECe (1)

where ΔLEdyn, ΔLEsat, ΔLERH, ΔLEδT, and ΔLECe represent the dynamical, saturation, relative humidity,
temperature, and transfer coefficient impacts on latent heat flux differences, respectively.

3. Contrasting Atmospheric Physics With Same Surface Flux Parameterization

We first characterize the impact of atmospheric physics on the representation of turbulent heat fluxes by
considering the simulations run with the COARE3.0 parameterization for the two SCMs (AC3 and LC3 in
Figure 2). LC3 simulates larger latent heat flux than AC3 (Figure 2b2). The average difference reaches
+45.0 W/m2 during the suppressed phase and +38.0 W/m2 during the active phase of the MJO. This larger
evaporation is obtained for a much drier atmosphere in LC3, both in terms of specific and relative humidity.
This indicates that evaporation is controlled by the near‐surface specific humidity rather than the opposite (a
drier air would be a consequence of a weaker evaporation). The largest specific humidity differences
between LC3 and AC3 (2.9 g/kg on average) are found during the suppressed phase (Figure 2b4). This con-
trast between the two phases is not as strong for relative humidity. The reason is that the lower atmosphere is
colder during the suppressed phase (−0.96 K) and slightly warmer during the active phase (+0.22 K) in LC3
compared to AC3 (Figure 2b3). The temperature effect thus partly cancelled the effect of specific humidity.
These differences in latent heat flux are always related to higher precipitation for LC3 compared to AC3 (on
average +1.07 and +2.80 mm/day for the suppressed and active phases, respectively; Figure 2b6). As
expected from the experimental setup, the differences in CE between LC3 and AC3 are negligible (Figure 2).

As alreadymentioned, most of the latent heat flux differences between LC3 and AC3 (Figure 3a, black curve)
is explained by the relative humidity term (ΔLERH, orange curve). However, differences are found between
the two phases of the MJO. On average during the suppressed phase, the relative humidity (ΔLERH)

Figure 2. Daily averaged values of (1) transfer coefficientCE, (2) latent heat flux (W/m2), (3) temperature at 1,000 hPa (K),
(4) specific humidity at 1,000 hPa (g/kg), (5) relative humidity at 1,000 hPa (%), and (6) precipitation (mm/day) for (a) all
the simulations, (b) differences between models, and (c) differences between parameterizations. The shading part repre-
sents the active phase of the MJO. For simulations names, first letter refers to model, L for LMDZ and A for ARPEGE‐
Climat, and the last two letters refer to parameterization, LI for LMDZI, C3 for Coare3.0, and EC for Ecume.
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contributes to a difference of 21.8W/m2 between LC3 and AC3. The second largest contribution (11.9W/m2)
comes from the air‐sea temperature contrast term (ΔLEδT, red line). The dynamical part (green line, ΔLEdyn)
contributes for 4.4 W/m2 and is balanced by the impact of the saturation humidity (ΔLEsat,−5.5 W/m2). The
terms ΔLEsat and ΔLEδT are additional terms in the humidity contrasts that control evaporation, which are
of opposite sign by construction. During the suppressed phase, the air is somewhat colder in LC3 than in
AC3, and those additional terms tend to slightly increase the contribution of relative humidity. The
LMDZ atmospheric physics maintains a colder and dryer boundary layer than ARPEGE‐Climat
(Figure 4), which results in stronger surface latent heat flux. However, the LMDZ column‐integrated
water vapor is weaker (−9.9 kg/m2). This means that although the LMDZ model has a larger latent heat
flux, it stores less humidity in the atmosphere during the suppressed phases of the MJO.

On average over the suppressed phase, LC3 simulates a dryer atmospheric column below 900 hPa (−10%)
and above 850 hPa with a maximum in the upper atmosphere reaching −35%. In between, LC3 simulates
a slightly moister atmosphere (+4%; Figure 4e). The lower troposphere is cooler (−2 K at 900 hPa), and
the atmosphere above 600 hPa is warmer (Figure 4b). This is probably a footprint of a more efficient bound-
ary layer convective vertical transport in the LMDZ resulting from the thermal plume model which explains
the importance of the ΔLEδT term in this phase. Thermals increases humidity at the top of the boundary
layer, where low clouds form (around 900 hPa). The total specific humidity tendency due to turbulence, con-
vection (shallow and deep), and large‐scale advection averaged between 900 hPa and the surface (not
shown) reach −0.06 and 0.005 g·kg·hr for LC3 and AC3, respectively. These differences between the two
physical packages will impact SSTs in a coupled model through latent and sensible heat fluxes.

During the active convective phase, the differences between LC3 and AC3 are smaller (Figures 2 and 4). The
upper atmosphere is warmer in LC3 than in AC3 (Figure 4a) suggesting a stronger convective activity, con-
sistent with the larger convective rainfall. Concerning surface fluxes, the relative humidity (ΔLERH,28.4
W/m2) and the dynamical contributions (ΔLEdyn,13.8 W/m2) account for most of the latent heat flux differ-
ences between LC3 and AC3 (Figure 3a). Here as well, the contributions of temperature contrast and satura-
tion partly compensate. The temperature contrast contribution is much smaller than the contribution of
relative humidity and changes its sign during the episode of very active convection around 26 November
(Figures 3a and 4) due to a larger temperature in the LC3 simulation. This is caused by strong ascending
motions that moisten and warm the first atmospheric model level more in LC3 than in AC3 (Figures 2
and 4). It decreases δT and δq and thereby the transfer coefficient which leads to a decrease of the latent heat
flux. At the same time, the saturation humidity increase leads to an increase of the latent heat flux. On aver-
age, the lower troposphere is still drier in LC3 than in AC3 (−10%) but the differences in the upper

Figure 3. (a) Latent heat flux contribution differences between LC3 and AC3. (b) Latent heat flux contribution differences
between LLI and LC3 (see text and Text S2 in the supporting information for the decomposition details). The shading part
represents the active phase of theMJO and the residus is calculated by subtract the latent heat flux calculated by themodel
to the reconstructed latent heat flux.
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troposphere are reduced by a factor of 2 compared to the suppressed phase (Figures 4e and 4f). The
troposphere is warmer just above the surface (+0.2 K) and above 400 hPa (+2 K), while it is slightly
colder around 800 hPa (−0.4 K; Figure 4c). The LMDZ column‐integrated water vapor is also smaller in
active phase (−2.3 kg/m2) but the differences between LC3 and AC3 are reduced compared to the
suppressed phase. This means that the two physical packages work in a more similar way during the
active convective phase.

Compared to observations, Figure 2a4 indicates that AC3 simulates closer values for specific humidity dur-
ing both phases of the MJO. For both models, simulated temperatures are lower than those from the obser-
vations, regardless of the MJO phase (Figure 2a3). This systematic temperature bias was highlighted in the
entire tropical band for LMDZ by Găinuşă‐Bogdan et al. (2015). As shown by Abdel‐Lathif et al. (2018) for
ARPEGE‐Climat, this dry and cold bias is also observed over the entire atmospheric column with the setup
used in this study. The cold bias reaches up to−8 K near 200 hPa while the dry bias has a maximum value of
−1.75 g/kg near 850 hPa. For LMDZ, the same order of magnitude is observed (not shown). In terms of near‐
surface relative humidity, LC3 is closer to the observations (about 80%), while AC3 overestimates it by about
10% on average during both phases of the MJO (Figure 2a5). Getting both the state variables (T, q) and rela-
tive humidity in agreement with the observations is therefore difficult.

4. Role of the Surface Flux Parameterizations

We now focus on the impact of different surface flux parameterization considering first the impact of repla-
cing C3 by EC in the two SCMs. C3 and EC parameterizations produce very similar transfer coefficients (CE;
Figures 2a1 and 2b1). The average relative differences between them are 1.9% and −1.4% during the sup-
pressed phase and 0.7% and 1% during the active phase, when implemented in LMDZ or ARPEGE‐
Climat, respectively. This results in small differences (<4 W/m2) in the latent heat flux for the two models

Figure 4. Differences between LC3 and AC3 simulations for the second MJO event and the suppressed phase that pre-
cedes it for (a) temperature (K) and (d) relative humidity (%). The two columns on the right represent the differences
between LC3 and AC3 simulations (black) and between LLI and LC3 (red), averaged over (b and d) suppressed and (c and
f) active phases of the MJO.
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(Figures 2a2 and 2c2). The results are very similar for the two models, although ARPEGE‐Climat is slightly
more sensitive to changes in the surface parameterization (Figures 2c1–2c6, blue line). This expected simi-
larity was made possible thanks to a careful implementation of the parameterizations in the two models
including specific details such as lower bounds put on wind speed or on transfer coefficient introduced to
keep significant turbulent air‐sea fluxes in weak wind regimes. To assess the impact of such implementa-
tions, two simulations were performed with the LMDZ model using LI parameterization (not shown): the
first one with a threshold on wind speed at 1 m/s as in ARPEGE‐Climat (it is 0.1 m/s in LMDZ) and the sec-
ond one with a threshold on the transfer coefficient (0.002) as done in the LMDZ model. These thresholds
induce differences in surface latent heat fluxes up to ≈55 W/m2 for very weak wind conditions, much larger
than changes in the formulation itself.

However, the largest impact of turbulent air‐sea flux parameterization is obtained when comparing LC3 and
LLI (Figure 2c1, red line). The LI parameterization always produces a lower exchange coefficient than C3
(on average −0.43 and −0.41 for the suppressed and active phases, respectively), which results in lower
latent and sensible heat fluxes for both phases (Figure 2c2, red line). Using equation (1) we show that, as
expected, the differences in latent heat flux between LC3 and LLI are dominated by the changes in the trans-
fer coefficient (ΔLECe; Figure 3b). On average, for the suppressed phase, the lower LLI CE causes a decrease
of the latent heat flux of –23.7 W/m2. This ΔLECe contribution is partly balanced by an increase in ΔLEδT of
+7.3W/m2 (Figure 3b). The other factors play aminor role in the latent heat flux differences (<5W/m2). The
lower CE also reduced the sensible heat flux, which cools the first model level thereby increasing the air‐sea
temperature difference (δT). Without any possible feedback on SST (it is prescribed), the air‐sea temperature
difference is directly driven by the first model level temperature.

As the decrease in the transfer coefficient is similar during the suppressed and active phases, similar
mechanisms are found for the active phase. During this phase, ΔLECe represents the major factor and drives
a larger decreases latent heat flux of−40.3 W/m2 which is compensated by a ΔLEδT increase of +17.8 W/m2.
The net effect of this transfer coefficient (CE) is a decrease of temperature and specific humidity at the first
model level (−0.55 and−0.84 K and−0.85 and−0.95 g/kg for the suppressed and active phases, respectively;
Figures 2c3 and 2c4, red line) without any change in relative humidity.

In this case, the turbulent latent heat flux differences impact the entire atmospheric column: it is drier (in
terms of specific humidity) at the surface (Figures 2a4 and 2c4), and up to 2 K colder at 200 hPa
(Figures 4b and 4c). The atmospheric relative humidity remains remarkably similar in the two simulations
(Figures 2a5, 2c5, 4e, and 4f). Changes in the surface flux parameterization thus lead to an adjustment of the
model mean atmospheric thermodynamical profiles so that relative humidity (characteristic of the atmo-
spheric physics) remains unchanged, both in the boundary layer and in the free troposphere. In turn, relative
humidity has negligible impact on the latent heat flux differences (Figure 3b).

Interestingly, replacing C3 by LI parameterization in the LMDZmodel reduces the differences in latent heat
flux between the LMDZ and ARPEGE‐Climat SCM simulations (Figure 2b2, red line). It decreases the latent
heat flux differences by 36 and 67% for suppressed and active phases, respectively, but the differences
between models for low‐level humidity and temperature further increase (Figures 2b3 and 2b4, red line).
Similar turbulent latent heat flux is therefore obtained at the cost of an increase of the differences between
the model's surface state variables (T, q). As a consequence, the original combination of atmospheric physics
and surface flux parameterization of the two models minimizes the difference in terms of latent heat flux.
This may reflect the fact that models were developed and tuned with a particular set of atmospheric physics
and surface bulk parameterization. They therefore result from a strong effort in explicit or implicit tuning of
the atmospheric physics targeting the representation of the air‐sea coupling as part of the overall
model climatology.

5. Conclusion

We analyzed a set of SCM simulations performed with two atmospheric general circulation models in the
context of the CINDY2011/DYNAMO field campaign, which sampled several episodes of the MJO with
alternating suppressed and active phase of deep convection. To understand how surface turbulent air‐sea
fluxes and atmospheric parameterizations, respectively, impact the surface latent heat flux, the latent heat
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flux was decomposed to introduce the impact of the relative humidity near the surface. This method is par-
ticularly appropriate to assess the role of atmospheric physics and that of the bulk formula.

Compared to observations, the ARPEGE‐Climat model captures well the specific humidity near the surface
despite some difficulties in accurately simulating the active phase. In contrast, the LMDZ model has signifi-
cant biases in both phases but captures well the near‐surface relative humidity. Our analysis emphasizes that
the surface turbulent latent heat flux is mostly driven by atmospheric physics during the suppressed phase of
convection. Models behave more similarly during the active phase. Our analysis also indicates that, even
though a model can accurately simulate the near‐surface relative humidity, it might hide compensating
errors that need to be further identified and understood. Indeed, each atmospheric physical package controls
the near‐surface relative humidity, but less clearly the model state variables (T, q). In particular, we show
that near‐surface relative humidity, which is most likely driven by boundary layer mixing and convective
vertical transport, strongly characterizes atmospheric physics and has a strong control on the surface latent
heat flux.

Although atmospheric physics has the strongest control on the surface latent heat flux during suppressed
phases of deep convection, during active phases, the surface bulk parameterization can explain a large part
of the latent heat flux differences and their impact should be analyzed “at constant relative humidity.” In
particular, the use of the LI parameterization in the LMDZ model reduces the latent heat flux differences
with ARPEGE‐Climat during the active phase of convection but further increases the differences in terms
of state variables. Thus, changing parameterizations without considering linkages with individual processes
andmodel physics can lead to a better representation of surface fluxes but with a potential degradation of the
representation of meteorological variables.

Finally, consistent with previous studies, near‐surface relative humidity is shown to be an important mod-
eling constraint on ocean‐atmosphere coupling. Our analysis further emphasizes this variable as key control
on the representation of boundary layer processes (e.g., turbulence, convective transport, shallow convec-
tion), particularly during atmospheric regimes with limited deep convection. Such regimes, often considered
as “simpler” because of the absence of deep convection, are especially problematic for atmospheric model-
ing. These regimes are highly common across the global ocean, and it is therefore necessary to work on
boundary layer convection to the same extent as deep convection in atmospheric models. As such, we advo-
cate for a better emphasis on near‐surface relative humidity over the ocean, in particular a better under-
standing of how atmospheric processes control relative humidity and how the use of in situ observations
can provide constraints on the representation of the atmospheric boundary layer over the ocean in
climate models.
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