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Abstract Space-borne retrievals of solar-induced chlorophyll fluorescence (SIF) over land surfaces have
recently become a resource for studying and quantifying the broad scale dynamics of gross carbon uptake
(gross primary productivity—GPP) across ecosystems. To prepare for the assimilation of SIF data in
terrestrial biosphere models, we examine how differences between SIF products (due to differences in
acquisition characteristics and processing chain) may affect the optimization of model parameters and the
resultant GPP estimate. We compare recent daily mean SIF products (one from the Orbiting Carbon
Observatory-2 [OCO-2] and two from the Global Ozone Monitoring Experiment-2 [GOME-2], GlobFluo
[GF] and NASA-v28 [N28], missions), averaged at 0.5° X 0.5° spatial resolution and 16-day temporal
resolution, at the biome level. Phase differences between these products are relatively small. A first-order
correction of the difference in spectral sampling between the two instruments shows that OCO-2 and N28 are
consistent in terms of magnitude and amplitude, while GF is twice as large as the others. Using a bias-blind
toy data assimilation framework, we analyze how biases between SIF products, and between model and
products, can be partially alleviated by optimizing the slope and intercept parameters of a linear GPP-SIF
operator. As observation biases can transfer to biases in other optimized process-based parameters and to
modeled carbon fluxes— thereby resulting in unidentified inaccurate parameter values—we argue that
potential SIF biases should be treated cautiously in real-world experiments in order to achieve realistic and
reliable future simulations.

1. Introduction

Large uncertainties remain in our modeling of the global photosynthesis flux, which is the main source of
carbon uptake by land ecosystems (Le Quéré et al., 2017). Simulated fields of plant gross carbon uptake (gross
primary productivity - GPP) by dynamic global vegetation models (DGVMs) vary significantly in magnitude
and exhibit different spatial and temporal gradients, including different inter-annual variability (Anav et al.,
2015). Bolstered by the evidenced linear relationship between remotely-sensed solar-induced chlorophyll
fluorescence (SIF) and GPP at broad spatial and temporal scales (Guanter et al., 2014; Zhang et al., 2016),
it is anticipated that satellite SIF products will provide a significant constraint (reduction in uncertainty)
on global GPP estimates (Parazoo et al., 2014).

SIF and GPP are functionally related through the absorbed photosynthetically active radiation (APAR); as
such, SIF is often considered as a proxy of GPP. Indeed, at large spatial and temporal scales, they exhibit a
strong linear relationship, with scaling factors between the two depending on biome type and climate
(Guanter et al., 2012; Sun et al., 2017). In addition, it has been shown that the seasonal cycle of GPP is better
reproduced by space-borne SIF observations than by classical remotely sensed estimates of vegetation green-
ness such as the fraction of APAR, the normalized difference vegetation index or the enhanced vegetation
index (Joiner et al., 2014; Jeong et al. 2017; Walther et al., 2016). Nevertheless, although SIF and GPP are both
largely driven by APAR, they are also both separately modulated by other processes. For example, there are
additional processes controlling the fluorescence emission at the leaf level due to the dissipation of energy in
the photosystems. SIF is in principle only a proxy for the light reaction, whereas the electrons needed for car-
boxylation differ between the photosynthetic pathways which is the reason why we observe different slopes
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between C3 and C4 species (Wood et al., 2017). At the canopy level also, the fluorescence flux is partly scat-
tered and reabsorbed. These interactions make for a complex relationship between instantaneous SIF and
photosynthesis. Accounting for and formalizing within a model that complex functional link between SIF
and photosynthesis opens up challenging opportunities for improving our understanding of the dynamics
of ecosystems' photosynthetic activity.

Since the very first remotely sensed estimates of SIF from the land surface with Medium-Resolution Imaging
Spectrometer (Guanter et al., 2007), global SIF estimates are now routinely produced from observations of
space-borne spectrometers that have sufficient spectral resolution and signal to noise ratio in the red and
far-red regions of the solar spectrum to evaluate the in-filling of solar Fraunhofer lines by SIF. This is the case
for the OCO-2 (Orbiting Carbon Observatory-2 ), GOME-2 (Global Ozone Monitoring Experiment-2),
SCIAMACHY (SCanning Imaging Absorption SpectroMeter for Atmospheric CHartographY), GOSAT
(Greenhouse Gases Observing Satellite) missions (Joiner et al., 2011; Frankenberg et al., 2011; Guanter
et al., 2012; Joiner et al., 2013; Frankenberg et al., 2014; Kohler et al., 2015; Khosravi et al., 2015; Somkuti
et al., 2015; Sanders et al., 2016), and now TROPOMI (TROPOspheric Monitoring Instrument) (Kohler,
Frankenberg, et al., 2018). Differences between SIF products derived from different instruments are to be
expected depending on three main factors: (1) the evaluated wavelengths (SIF emission has a spectral signa-
ture with maxima around 685 and 740 nm); (2) their own observation characteristics (time of satellite over-
pass, spatial resolution, revisit frequency, spectral resolution, observing geometry such as view angles, etc.);
and (3) the whole processing chain for retrieving SIF estimates. For instance, a scaling factor of about 1.5 is
expected between SIF products estimated at 757 nm (GOSAT and OCO-2) and those estimated at 740 nm
(GOME-2, SCIAMACHY ) (Joiner et al., 2013; Kohler, Frankenberg, et al., 2018), which is related to the spec-
tral variation of fluorescence emission intensity. Nevertheless, as highlighted by Kohler et al. (2015) and
recently by Parazoo et al. (2019), significant differences in absolute SIF values may arise for products derived
from the same set of raw observations (GOME-2) due to the use of different retrieval algorithms.

The large spread in GPP simulated by DGVMs results from structural differences in both the process repre-
sentation in the model and from the different fixed values assigned to the associated parameters (Anav et al.,
2015). Several modeling groups are currently investigating the use of gridded space-borne SIF products for
correcting their DGVM GPP predictions through statistical optimization (or data assimilation [DA])
approaches. The resulting optimized model parameters are expected to provide a better characterization of
the spatial distribution of GPP as well as a better representation of GPP temporal phase. These studies have
used a range of methods to link SIF and GPP from assuming a linear SIF-GPP relationship (MacBean et al.,
2018; Parazoo et al., 2014) to more complex process-based SIF-GPP models (Koffi et al., 2015; Lee et al., 2015;
Norton et al., 2018). Discrepancies between data sets are highly problematic in a DA system because biases
will be aliased onto model parameters and will therefore impact the calibrated GPP. Exactly how biases will
impact model parameters and GPP depends not only on the functional link between the SIF observation
operator (that relates the model variables and parameters to observed SIF) and the GPP model but also on
the characteristics of the assimilated SIF data (magnitude and seasonality). Therefore, we should attempt
to thoroughly investigate and identify the cause and impact of these SIF data discrepancies on calibrated
GPP estimates.

In this context, this study aims to assess the potential impacts of the differences between several remotely
sensed SIF data sets from a model-data assimilation perspective. The assessment is performed at the biome
scale because DGVMs classically group plants species with a similar eco-physiological behavior into broad
plant functional types [PFTs| (Cramer, 1997; Prentice et al., 1992); hence, data assimilation experiments
aim to optimize PFT-dependent parameters. First, we quantify the similarities and discrepancies between
some of the most commonly used gridded satellite SIF products that have sufficient temporal and spatial cov-
erage at 0.5° X 0.5° (which is a typical resolution of a global DGVM simulation). These are: (1) OCO-2 pro-
ducts (Sun et al., 2018); (2) GOME-2 GlobFluo (Kohler et al., 2015); and (3) GOME-2 NASA (Joiner et al.,
2013) retrievals. We evaluate both the absolute value and seasonality of daily mean SIF. The analysis focuses
on year 2015, and the temporal evolution of the differences between products is assessed over the 2015-2018
period. Second, a bias-blind assimilation toy experiment is performed to evaluate the potential impacts of the
differences between SIF products on calibrated GPP estimates. Bias-blind (Dee, 2005) means here that no
attempt has been made to correct any systematic error in either the observations, the model, or both. The
assimilation relies on a linear regression between SIF and GPP simulated by the Organizing Carbon and
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Hydrology In Dynamic Ecosystems [ORCHIDEE] DGVM (as in MacBean et al., 2018, but without optimiza-
tion of the ORCHIDEE parameters). The specific questions that are addressed are thus:

1. What are the main differences in terms of phase, amplitude, and magnitude of the seasonal cycle between
the selected gridded SIF products?

2. How do these differences vary between PFTs?

3. What is the potential impact of these differences on the parameters and on the optimized GPP within an
optimization scheme based on a linear GPP-SIF relationship?

2. Data sets
2.1. 0CO-2

The OCO-2 instrument has been providing high spatial resolution SIF estimates (1.3 x 2.25 km?) since its
launch in July 2014. The estimation relies on the evaluation of the in-filling of solar Fraunhofer lines at
757 and 770.1 nm (Frankenberg et al., 2014; Sun et al., 2018) surrounding the O, A-band. The swath width
of 10 km results in a revisit frequency of 16 days but also limits a global coverage (Kohler, Guanter, et al.,
2018; Sun et al., 2018). We use the OCO-2 B8100 SIF data available at ftp://fluo.gps.caltech.edu/data/
OCO2/sif_lite_B8100/ which has shown a very good consistency with airborne SIF measurements (Sun
et al., 2017). The theoretical systematic error is below 0.05 W-m_z-sr_1~p.m_1 (Frankenberg et al., 2014).
The overpass time of OCO-2 is at 13:30 local solar time. In the following, we use the raw, non-gridded, SIF
products estimated at 757 nm and acquired at nadir.

2.2. GOME-2

The estimation of terrestrial SIF using the GOME-2 instrument is possible owing to the very high signal to
noise ratio and broad spectral coverage of its fourth channel (593-790 nm). This compensates for the lower
spectral resolution with respect to OCO-2. Compared to OCO-2, the spatial resolution of GOME-2 is much
broader (80 x 40 km?/40 x 40 km? before/after July 2013). The large swath width of 1,920/960 km, permits
a high revisit frequency (1.5/3 days) and spatial contiguous measurements as opposed to OCO-2. Two widely
used GOME-2 SIF data sets have been chosen for this study: We compare the GlobFluo products (Kéhler
et al., 2015; referred to as GF in the following) and the release Number 28 of the NASA SIF products derived
using the Joiner et al. (2013) approach (referred to as N28). They are respectively available at ftp://ftp.gfz-
potsdam.de/home/mefe/GlobFluo/GOME2/ and at https://avdc.gsfc.nasa.gov/pub/data/satellite/MetOp/
GOME_F/v28/. The two approaches enable estimating SIF at 740 nm. The equator overpass time of the
instrument is 9:30 local solar time.

2.2.1. GOME-2-N28

The retrieval approach of GOME-2-N28 uses a data driven principal component [PC] analysis (Joiner et al.,
2013) to model atmospheric absorption (mainly due to water vapor) within the spectral fitting window of
734-758 nm and reports a value at 740 nm (Joiner et al., 2016). The PCs are derived from fluorescence-free
observations over ocean (both clear and cloudy scenes) and the Sahara desert. The retrieval of SIF relies on
the filling-in of solar Fraunhofer features from SIF emission. A main difference between the two GOME-2
retrievals is that GOME-2-N28 makes use of a narrower fitting window that eliminates larger H,O absorption
features, as documented in Joiner et al. (2016). Another difference is the way in which cloudy scenes are fil-
tered. In GOME-2-N28, an effective cloud fraction is determined from the derived surface reflectivity and cli-
matological 16-day black-sky land surface albedo Aqua MODIS products at 656 nm (MOD43B3; Lucht et al.,
2000). GOME-2-N28 also employs quality control to remove erroneous radiances and retrievals such as
spikes that occur within the South Atlantic anomaly region over South America and a bias correction scheme
(Joiner et al., 2016) to account for systematic errors identified by Kohler et al. (2015).

2.2.2. GOME-2-GF

The GOME-2-GF retrieval described by Kohler et al. (2015) uses a similar principal component analysis
approach as GOME-2-N28. Differences lie in 1) the fitting window wavelength range used, 2) the derivation
of PCs, 3) the estimation of the atmospheric transmittance and its representation in the forward model, and 4)
the automated selection of included PCs. It essentially models the radiance spectrum in the 720-758 nm
interval and provides a value for the fluorescence emission spectrum at 740 nm with a single-measurement
random error about 0.5 W-m™2sr™'-um™". Modeled spectra are compared to the original measurements to
exclude corrupted retrievals. This is done by a radiance residual check (residual sum of squares is limited
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Figure 1. Global maps of the yearly average of the daily mean SIF products (in W~m_2-sr_1vum_1) for year 2015 derived from OCO-2(@757 nm), GOME-2-N28,
and GOME-2-GF. Note that GOME-2-GF solar-induced chlorophyll fluorescence values are divided by two (in order to use the same color scale for the three maps).

to2 (W-m_z-sr_1~um_1)2). Effective cloud fractions from the Fast Retrieval Scheme for Clouds from the O, A-
band [FRESCO] (Wang et al., 2008) are used for cloud screening. Furthermore, the soundings were filtered for
observation times between 8 a.m. and 2 p.m. mean solar time.

2.3. Raw Data Processing

In order to account for GOME-2 observations close to OCO-2 nadir observation geometry, only observations
with a view zenith angle lower than 40° were considered. For the two GOME-2 data sets, we used only the
pixels with a cloud fraction below 20%. For the GOME-2-N28, only the data with the best quality flag (2) were
considered. For the three SIF products, we used the raw, non-gridded, data for years 2015 to 2018. They were
binned every 16 days on a common grid at a 0.5° X 0.5° spatial resolution, keeping only grid cells with at least
three individual observations for each aggregation period. In order to correct for the impacts of the differ-
ences in the overpass time of the two instruments (Kohler et al., 2015), we normalized the SIF products by
a daily correction factor that provides an approximation of the daily mean value (Frankenberg et al., 2011;
Sun et al., 2018). The daily correction factor was determined using the same approach for all three processed
SIF products—hence ensuring a consistent cross-comparison—and differs only by 5% in average from the
one provided in OCO-2 monthly data. Given the differences in spectral resolution between OCO-2 and
GOME-2, a first-order spectral normalization of the OCO-2 products was performed to facilitate the inter-
comparison: The 16-day gridded OCO-2 SIF data were scaled to the 740 nm reference wavelength by apply-
ing a multiplicative factor of 1.5 (similar to Parazoo et al., 2019). The two OCO-2 estimates are further
referred to as OCO-2(@757 nm) and OCO-2(@740 nm).

The global maps of the average daily mean SIF products (yearly average values for 2015) derived from the
three data sets already reveal differences between them (Figure 1). While the mean SIF levels of OCO-2
and GOME-2-N28 are comparable, in spite of their differences in terms of spectral resolutions and fitting
windows, GOME-2-GF provides about twice higher values. Differences in SIF spatial gradients are also
noticeable, more particularly in South America. GOME-GF shows high SIF values spreading over a large
area east of the Andes and south of the Amazon basin, covering Bolivia, Paraguay, and most of Brazil (except
the Northeast Region, which is more arid), possibly an artifact from the South Atlantic Anomaly (Kohler
et al., 2015); OCO-2 and GOME-2-N28 show a more pronounced latitudinal discontinuity with high SIF
values mainly within the Amazon forest.

These large-scale differences are partly attributed to differences in instrumental characteristics between
OCO-2 and GOME-2 (Table 1), which result in contrasted temporal and spatial coverages (Figure 2). The
average number of individual observations per 16 days and per 0.5° X 0.5° grid cell between 60°S and 60°N
latitudes is about 23 for OCO-2, 5 for GOME-2-GF, and 3 for GOME-2-N28 (Figure 2a). The higher observa-
tion density obtained with OCO-2 within a 16-day window is due to its higher spatial resolution. An opposite
pattern is obtained when comparing the yearly average number of 16-day observations per grid cell
(Figure 2b): It is larger for GOME-2-GF (16) than for GOME-2-N28 (12) and OCO-2 (5). Also, while the
GOME-2 products have an almost global coverage, the higher spatial resolution of OCO-2 combined with
the narrow swath width and the alternation between nadir and glint modes lead to a sparser coverage of
the globe at 0.5°: About one pixel in two in longitude is not observed by the instrument in the nadir products.
The different spatio-temporal coverages between the two GOME-2 products (over South America in particu-
lar) is a consequence of different cloud screening approaches, which is less selective for GOME-2-GF.
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Table 1

Main Instrumental Characteristics of OCO-2 and GOME-2 SIF Observations

For each data set, we assessed a gross estimation of the retrieval error
(assumed purely random) for the 16-day and 0.5° X 0.5° binned pro-

for Year 2015 ducts depending on their theoretical retrieval errors. We accounted

0CO-2 GOME-2 for the decrease of SIF (and hence the corresponding error) with the
Spatial resolution 1.3 % 2.25 km? 40 X 40 km? daily normalization factor: The reduction of SIF is on average of
Revisit frequency 16 days 3 days 0.32 for OCO-2 and 0.4 for GOME-2. The OCO-2 theoretical retrieval
Overpass time 13:30 9:30 error is between 0.3 and 0.5 W-m™2sr™'-um™" (Frankenberg et al.,
Orgblfzfla;)esr(ﬁilr Time) o5 e W s 2014). For purely rando.m errors,. the t.heoretical retr.ievall error
Fitting window Micro window at 720/734-758 nm centered at decreases as 1/sqrt(N) with averaging, with N observations in 16-

757 nm 740 nm day and 0.5° x 0.5° bins. Considering values of N corresponding to
Spectral resolution ~0.05 nm ~0.5 nm the first and last quartiles of the distributions derived from the proces-

sing performed in this study, the corresponding random error for the

normalized OCO-2(@757nm) SIF products in the 16-day 0.5° bins lies
approximately between 0.016 and 0.045 W-m™%.sr™-um ™. Regarding the two GOME-2 products, the ran-
dom error for monthly products at 0.5° varies between 0.1 and 0.4 W-m™2sr™.um™" for NASA N26
(Joiner et al., 2014) and is comprised typically between 0.05 and 0.2 W-m %sr *-um™" for GlobFluo
(Kohler et al., 2015). For our 16-day processed products, considering that there are about twice less individual
observations within a 16-day composite than at a monthly resolution, these values roughly translate (by
applying a correction factor of sqrt(2)) into random errors between 0.06 and 0.23 W-m™2-sr™*.um™" for
GOME-2-N28 (assuming similar error statistics between the N26 and N28 versions) and between 0.03 and
0.11 W-m%sr *-um™" for GOME-2-GF.

3. Methods

3.1. Pixel Selection

As previous studies showed that the SIF-GPP relationship is dependent upon biome and climate (Guanter
et al., 2012), we analyzed the coherence between OCO-2 and GOME-2 SIF products using a vegetation
map that discretizes the Earth surface into 14 vegetated PFTs and bare soil. The comparison focused on
the 14 natural and agricultural PFTs. The vegetation map was derived from the ESA CCI Land Cover
products according to the Poulter et al. (2015) methodology and is currently used with the
ORCHIDEE DGVM.

The analysis was not performed globally but on selected 0.5° X 0.5° pixels for each PFT. The selected
pixels satisfy prescribed selection criteria, detailed hereafter and determined following a trial and error

GOME-2-N28 GOME-2-GF

5,

0 10 20
#Points/16-days

30 40 50 60 6 8 10 12 14

GOME-2-GF

e ——
#0bs(16-days)/year 0 2 4 6 8 10 12 14 16 18 20 22

Figure 2. For the three SIF data sets and year 2015, global maps (land only) of (a) the average number of individual observations within a 16-day period; (b) the total
number of 16-day products at 0.5° X 0.5°.
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Figure 3. Location of the considered pixels, in relation to their respective plant functional type cluster (a maximum of two clusters per PFT is considered).

process, so as to ensure a sufficient PFT homogeneity of the pixels and a sufficient temporal sampling.
Only pixels with (1) a fraction of the dominant PFT greater than 50% and (2) at least six 16-day observa-
tions for year 2015, were retained. Larger values of the PFT fraction would have strongly reduced the
number of pixels selected for analysis for some PFTs (in particular for temperate and boreal PFTs that
are rather mixed with other vegetation types at 0.5°). The number of selected pixels strongly varies with
PFT (as seen in Figure 5).

Finally, in order to account for the diversity within each PFT in terms of climate, physiological, and struc-
tural characteristics, which would induce different SIF responses, each PFT has been discretized into a given
number of clusters. The number of clusters varies for each PFT. This number has been set empirically, based
on the analysis of the dendrograms inferred from both the temporal series of SIF retrieved by OCO-2 for year
2015 and the determination of cut-off thresholds (adapted depending on the number of pixels selected for
each PFT), leading to group pixels with similar temporal profiles. Each PFT can be divided between one
and up to four clusters, which results in a total number of 32 clusters. The clustering was performed with
the Python library scipy.cluster.hierarchy (https://docs.scipy.org/doc/scipy/reference/cluster.hierarchy.
html), using the Ward variance minimization algorithm. The principle of the clustering approach is to
minimize the variance within each cluster while maximizing the variance between clusters (for more details,
see tutorial https://joernhees.de/blog/2015/08/26/scipy-hierarchical-clustering-and-dendrogram-tutorial/).
Each selected pixel was associated to one of the clusters, and the first analysis of the SIF differences was per-
formed at the scale of the PFT clusters. The spatial distribution of these clusters is shown in Figure 3 (for
clarity only up to two clusters per PFT are represented).

3.2. Quantification of the Differences Between SIF Products

In order to quantify the differences between the SIF products in terms of bias, variance, and phasing, we
determined the mean square deviation (MSD) between each pair of them and decomposed it based on the
approach of Kobayashi and Salam (2000):
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Figure 4. Examples of temporal variations of the SIF products for two clusters of each plant functional type (year 2015). The lines correspond to the means of the
corresponding cluster and the dots to the actual products, with a different color for each product. For OCO-2, the time series are shown for the raw (@757 nm) and
spectrally scaled (@740 nm) data. The number of pixels considered in each cluster is indicated. The PFTs are tropical evergreen broadleaf (TrEBF), tropical
deciduous broadleaf (TrDBF), temperate evergreen needleleaf (TeENF), temperate evergreen broadleaf (TeEBF), temperate deciduous broadleaf (TeDBF), boreal
evergreen needleleaf (BorENF), boreal deciduous broadleaf (BorDBF), boreal deciduous needleleaf (BorDNF), forests, C3 grasslands (temperate—TeC3GRA, tro-
pical —TroC3GRA, and boreal—BorC3GRA) and C4 grasslands (C4GRA), and C3 (C3CRO) and C4 (C4CRO) crops.

MSD = (SI—Fx—SI—Fy)Z + (USIFX—USIFy)Z + Z(O'SIFX.O'SIFy)(l—R). (1)

The first term characterizes the bias between two SIF data sets; the second term gauges their differences in
terms of variability (i.e., the magnitude of the observed fluctuations); the third one mostly expresses the lack
of correlation (R) between them, which can be considered as an estimator of their disagreement in terms of
phasing (temporal variations; although not fully independent from the second term; Gauch et al., 2003).
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Figure 5. Correlation coefficients between each pair of products at 740 nm estimated for each cluster (year 2015).

3.3. Toy Data Assimilation Experiment
We performed a bias-blind (Dee, 2005) data assimilation to assess how differences in SIF products could

impact the optimized GPP that would be obtain from a data assimilation experiment with the ORCHIDEE
DGVM (Krinner et al., 2005). As in most data assimilation systems, the errors in either the observations or
the model are assumed to be purely random and hence unbiased. Our approach should be seen as a “toy
model” experiment to provide qualitative information and specific recommendations for data assimilation
experiment. Following the assimilation framework of MacBean et al. (2018), we assumed a linear relation-
ship between SIF and GPP based on the studies of Yang et al. (2015), Guanter et al. (2014), Zhang et al.
(2016), and Sun et al. (2017). Assuming such linear SIF-GPP relationship and taking the GPP from the

ORCHIDEE model, we estimated the slope and offset parameters for each PFT, aprr and bppr (see equation
below). Their estimation is performed for the three global scale SIF products (considering all grid cells com-
mon to the three data sets) as in MacBean et al. (2018), but without optimizing model parameters that control
GPP (e.g., related to photosynthesis and phenology). The linear regression between the SIF observations and

the SIF ORCHIDEE simulations was determined by the following equation:

SIF = Z apFT.GPPpFT + bPFT~ (2)
PFT

The prior values for a and b (0.25 for both) and their range of variation ([—0.5; 1] for a and [—1.5; 2.5] for b)

were set the same for all PFTs. The prior modeled GPP was determined following a classical simulation set-
up (spin-up simulation followed by a transient simulation up to the observation period, accounting for chan-
ging climate, and the yearly increase of the global atmospheric CO, concentration) since 1901. We used six
hourly CRU-NCEP v7 meteorological forcing (available at https://vesg.ipsl.upmc.fr/thredds/catalog/store/
p529viov/cruncep/V7_1901_2015/catalog.html). In this toy data assimilation experiment, only the slope a
and offset b parameters of the SIF-GPP relationship are optimized in order to evaluate how (1) their estimates
and (2) the corresponding optimized SIF simulations, differ depending on the “assimilated” SIF products.
We then discuss the potential impact of SIF product differences in the context of real data assimilation sys-
tems (i.e., optimizing parameter controlling GPP) using the result of the “toy model” experiment.

4. Results
4.1. Seasonal Cycle Comparison Between SIF Products

The analysis of the differences between the SIF products focuses mostly on year 2015 and relies on the fol-
lowing figures: Figure 4 shows the SIF seasonal cycles for one or two clusters of each PFT. The clusters were
chosen to illustrate the similarities or discrepancies between SIF data; for some PFTs only one cluster has
been used because too few pixels were available that met the selection criteria (see Figure 3). Figure 5 shows
the correlation coefficients calculated between each pair of products to evaluate the coherence between the
16-day mean temporal variations. The mean square deviation decomposition performed between each pair
of products over the various PFTs is presented in Figure 6 to identify the main causes of the discrepancies

between the SIF data sets.

4.1.1. Mean Bias
Figure 4 highlights large differences relative to the mean magnitude of the SIF products for all PFTs/clusters.

GOME-2-GF exhibits a higher SIF magnitude than GOME-2-N28 and OCO-2 (regarding both the “raw” data
at 757 nm and the rescaled ones at 740 nm), which are close to each other. Note that, as expected, the spectral
normalization of OCO-2 SIF reduces the mismatch with the GOME-2 products. The “overestimation” of
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Figure 6. Mean square deviation decomposition into bias (purple), variance (green), and phase (orange) between each
pair of products by plant functional type (GoGF = GOME-2-GF; GoN28 = GOME-2-N28) for year 2015. The square of
the bias and of the variance are displayed. In the analyses involving OCO-2, the quantities are calculated for the
“raw” (@757 nm, plain bars) and the spectrally normalized (@740 nm, light bars) OCO-2 SIF products.

GOME-2-GF is more pronounced for tropical (TrEBF, TrDBF) and temperate (TeENF, TeEBF, TeDBF)
forests and the C3/C4 crops. Indeed, the bias (or mean difference following the definition of Kobayashi
and Salem, 2000) in magnitude is the dominant cause of discrepancy between GOME-2-GF and the two
other products for these ecosystems. Considering the SIF products at 740 nm, the bias between GF and
N28 or OCO-2(@740nm) varies typically between 0.1 W-m™2-sr™".um ™" (between GF and N28 for C3/C4
crops) and 0.37 W-m™%sr™-um™" (between GF and N28 for TrEBF). Apart for BOC3GRA that exhibits
lower biases (below 0.1 W-m st '-um™"), the biases for the other PFTs are also significant, varying
between 0.1 and 0.2 W-m™*sr "-um™". Given that the two GOME-2 products are derived from the same
instrument, we expected them to be rather similar, although this disagreement has already been pointed
out (Kohler et al., 2015; Parazoo et al., 2019). The mean ratio between GOME-2-GF and GOME-2-N28
varies typically between 1.5 and 2 depending on the PFT. The bias in magnitude is one order of
magnitude higher than the theoretical accuracy of OCO-2 (0.05 W-m™*sr™"-um™") and is comparable to
the systematic error associated to GOME-2-N28 (about 0.2 W-m™2-sr™"um™"). Furthermore, the bias is
also higher or about the same order of magnitude than the random error of GOME-2 SIF products at
comparable spatial and temporal resolutions (0.06-0.23 W-m™2.st™'.um™" for GOME-2-N28 and 0.03-
0.11 W-m™%sr™"-um™" for GOME-2-GF). For boreal needleleaved forests and grass PFTs, the bias between
products is less prominent; indeed, it is not the main cause of the differences between GOME-2-N28 and
the other two products for those PFTs.

The GOME-2-N28 and OCO-2 SIF products have more comparable annual mean values (Figure 4). The
mean bias between these two SIF products is often negligible for all PFTs (Figure 6 Panel 2), varying between
0.02/0.05 and 0.06/0.2 W-m™>sr '-um™" (considering OCO-2@740 nm/OCO-2@757 nm respectively)
depending on PFT. A higher mismatch is found for TrEBF and BoDBF.

4.1.2. Seasonal Amplitude (Variance Term)

The largest SIF seasonal amplitude is obtained for GOME-2-GF, followed by GOME-2-N28 and OCO-
2(@740 nm) and finally OCO-2(@757 nm). This is seen particularly for deciduous forests or grass PFTs
(Figure 4). The mismatch in terms of fluctuation magnitude (referred to as the “variance term” of the
MSD decomposition) scales with the mean seasonal amplitude. It is also related to the noise level of each pro-
ducts, which actually scales with the square root of the signal level (highly reflective surfaces are associated
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with higher retrieval errors). The variance term is generally the second cause of discrepancy between OCO-
2(@757 nm) and the GOME-2-GF products as seen in Figure 6. The spectral normalization of OCO-2 reduces
that discrepancy. The variance mismatches between GOME-2-N28 and either GOME-2-GF or OCO-
2(@740 nm) are small (being the more consistent with the latter): They are the third driver of the global dif-
ference between GOME-2-N28 and the other two products.

4.1.3. Seasonal Phase (Correlation Term)

The illustrative clusters of Figure 4 show similar SIF seasonalities recorded by the three space-borne pro-
ducts. Although the difference in phase is the first most important driver of the differences between
GOME-2-N28 versus OCO-2(@740 nm) and the second driver between GOME-2-GF and both GOME-2-
N28 and OCO-2(@740 nm), its relative contribution to the total error (i.e., to the MSD) between products
is most often small compared to the square bias (the mean contribution of the square bias is higher by a factor
of about 2 between GOME-2-GF and GOME-2-N28 and of about 3 between OCO-2@740 nm and GOME-2-
GF, depending on the PFT).

The lower correlations (typically between 0.25 and 0.5) between each pair of SIF products are found for the
PFTs/clusters exhibiting weak seasonal cycles (TrEBF, TeEBF-c1, TeC3GRA-c2, TrC3GRA-c1 and c3, and
C4GRA-c3). However, this is less significant when the seasonal cycle is weak. For the other PFTs/clusters
the values are mostly above 0.7 (40th percentile) which reveals rather consistent SIF seasonalities between
the three data sets. One may however observe in Figure 4 some phasing discrepancies for some clusters:
for TeDBF (cluster 2) and BoDBF, where both OCO-2 and GOME-2-N28 tend to detect an earlier start of
the growing season than GOME-2-GF.

4.1.4. Temporal Evolution of the Differences Between Products

We performed the same MSD decomposition between SIF data sets over the 2016-2018 period (using the
same pixels/clusters), in order to investigate a potential evolution of the SIF product differences. We
mostly observed a decreasing trend of the bias and the variance (in a lower extent however) between
OCO-2 (@757 nm) and the two GOME-2 SIF data. Using year 2015 as the reference, the median bias
(over all PFTs) between OCO-2 and GF decreases by 4.4% in 2016, by 10.2% in 2017, and by 9.6% in
2018; the decrease is of 9.1%, 11.9%, and 12.2% between OCO-2 and N28. On another hand, the median
bias between GOME-2 GF and N28 is more stable over time (it increases by 1% in 2016, and decreases by
3.4% in 2017 and 4% and 2018). The magnitude of the change in bias varies with PFT, and we observed
that the decrease was more pronounced for the boreal pixels whatever the pair of SIF products consid-
ered; the decrease (between OCO-2 and the two GOME-2 products) is more important in 2016 and
2017 while an increase (relative to 2017) is observed in 2018. The changes in variances (median over
all PFTs) show similar features (although to a lower extent) than the changes in biases, with decreasing
differences between OCO-2 and the two GOME-2 products. These changes are between OCO-2 and GF,
—3.2% in 2016, —8.5% in 2017, and —9.6% in 2018 (relative to 2015); between OCO-2 and N28, —4%,
—3.4%, and —9.3%; between GOME-2 GF and N28, +10.9%, —0.8%, and +2.2%. The variations in phase
are on average much lower (considering also that the absolute values for 2015 are relatively low). The
median values are 0% between OCO-2 and both GOME-2 products for 2016 and 2017, while in 2018 they
increase by 2.5% for GF and decreases by 3.3% for N28. The variations are about —7% to —9% between
GOME-2 GF and N28 over 2016-2018.

Overall, the continuous decrease in bias (in absolute values) over 2015-2017 between OCO-2(@757 nm)
and the two GOME-2 SIF products, while the bias between the GOME-2 data remains stable, is consis-
tent with the observed temporal degradation of the GOME-2 instrument and its impact on SIF estimates
(Zhang, Joiner, et al., 2018).

4.2. SIF-GPP Linear Regression

In the toy assimilation experiment, we considered the three SIF products at 740 nm. As expected, given that
the a priori (before assimilation) a and b coefficients of the SIF-GPP linear relationship are somewhat arbi-
tray (although we use plausible values, which are identical for all PFTs), Figure 7a shows large misfits
between prior ORCHIDEE SIF simulations and each of the three SIF data sets for the three MSD compo-
nents: The mean biais is relatively large, but it varies between the different SIF products at the global scale
(Figure 7a). More importantly, the phase differences between the prior ORCHIDEE-SIF and the two
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Figure 7. (a) MSD (mean square deviation) decomposition between ORCHIDEE SIF simulations prior and posterior to the optimization of the scaling a and
offset b parameters, and the 3 SIF products at 740 nm (year 2015) over all plant functional types (bias [purple], variance [green]|, phase [orange]);
(b) Estimates of a and b by plant functional type using three SIF products.

GOME-2 products are important (as important as the squared bias with GOME-2-GF) and are of the same
order of magnitude for both GOME-2 products and slightly lower with OCO-2.

As expected, the optimization of the slope and offset parameters of the SIF-GPP linear relationship leads to
a strong reduction of the MSD between the model and each SIF products. Following the optimization of the
a and b parameters, the residual bias between all three space-borne SIF data and the optimized SIF model
becomes negligible (Figure 7a), whatever the bias between the prior model and the SIF data. The main
cause of the posterior residual misfit between ORCHIDEE SIF and the SIF data sets is linked to phase dif-
ferences. Although the phase mismatch has been slightly reduced after assimilation (in relation to the tun-
ing of the slope parameter a of equation (2)), a residual phase difference between the model and the data
was expected given that no parameter acting on the GPP itself is optimized in this toy experiment. The dif-
ferences in the optimized values of a and b for each PFT illustrate the amount of the correction required for
cancelling out the initial mismatch in bias (and variance and phase, to a lower extent) between ORCHIDEE
SIF and each SIF product (Figure 7b). The values of a and b estimated from OCO-2(@740 nm) and GOME-
2-N28 are closer to each other than to those retrieved from GOME-2-GF. This is to be expected given that
OCO-2 and GOME-2-N28 were in close agreement (see section 4.1). Differences in a and b between PFTs
can be significant. The offset parameter b varies between PFTs for GOME-2 GF while it remains relatively
similar for the other two SIF products. The slope parameter a varies between PFTs for the three SIF pro-
ducts, with however no clear pattern between boreal, temperate, and tropical PFTs or between forests
and grasses/crops.

Real-world DGVM assimilations using SIF data would optimize GPP-related parameters associated to photo-
synthesis and phenology at the same time as optimizing parameters related to SIF observation operator (i.e.,
the a and b parameters of our toy model, as in MacBean et al., 2018). Tuning parameters acting like a and b,
that is, parameters that have no direct control on GPP, will thus correct for most potential biases between
modeled and observed SIF data. Nevertheless, any systematic error on the SIF data would also transfer to
the estimation of the GPP related parameters (Dee, 2005). Although the aliasing of bias in the observations
onto the retrieved parameters might result in improved SIF and GPP estimates during the assimilation win-
dow, it could nevertheless likely result in inaccurate future SIF and GPP simulations under different
climate/surface conditions. Put differently, the assimilation would get the right GPP estimates for the
wrong reasons (due to incorrect parameter values).
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5. Discussion and Conclusion on the Potential Impact of SIF Difference on
GPP Optimization

Overall, the differences between the three SIF products are not negligible. The disagreements in SIF annual
mean values and seasonal amplitude that we see between GOME-2-GF and OCO-2/GOME-2-N28 are signif-
icant enough to require further investigation so we can better understand the causes.

In particular, we observed an overestimation of GOME-2-GF SIF magnitude as compared to GOME-2-N28
and OCO-2. The mean bias between GOME-2-GF and GOME-2-N28/0CO-2(@740 nm) is 0.18/0.2
W-m ™ %sr hum ™! (averaged value over all PFTs considered and for year 2015) when it is only of 0.04
between GOME-2-N28 and OCO-2(@740 nm). On another hand, the three SIF products show relatively
consistent seasonal variations across PFTs (also found by Parazoo et al., 2019). Likely, the differences in
annual mean value and seasonal amplitude originate from multiple sources. They are expected depend-
ing on the spectral bands that are sampled. Therefore, we expect a difference between OCO-2(@757 nm)
and GOME-2 (740 nm), but not between the two GOME-2 products. Indeed, a first-order correction of
the difference in spectral sampling between OCO-2 and GOME-2 results in a closer agreement between
OCO-2(@740 nm) and GOME-2-N28 SIF amplitudes than between the two GOME-2 data sets. The discre-
pancy in annual mean values between the GOME-2 products is likely caused by differences in the spectral
fitting windows that are used and the processing chains with the wider GOME-2-GF window associated to
higher SIF estimates (Parazoo et al., 2019). GF uses a larger retrieval window (720-758 nm) than N28
(734-758 nm) that is more impacted by H,O absorption features and reabsorption of the fluorescence signal
at the shorter wavelengths (between 720 and 734 nm).

Differences in data selection are another potential source of discrepancy. For instance, GF and N28 use dif-
ferent cloud filtering approaches, which results in different amounts of data contamination and spatial sam-
pling. These contrasting temporal sampling protocols, after aggregation on the 0.5° x 0.5° grid are visible
regionally (Figure 2). The GF product seems globally less selective than N28 which generally results in a
higher number of available individual observations for the 16-day / 0.5° aggregated data. This result however
varies spatially. For example GF may provide more than three times more individual measurements than
N28 over large regions in North America, Europe, Asia, and South Africa; on anoter hand, N28 may provide
about as twice more data than GF in South America (as for instance around the Tropic of Capricorn on the
eastern coast) or in eastern China. Joiner et al. (2014) identified the contamination of SIF data by clouds as a
source of systematic error and therefore another possible explanation for the differences between GF and
N28. The definition of the cloud fraction products used in the two GOME-2 processing chains likely differs
therefore leading to a possible different acceptance or rejection outcome for a given observation. As high-
lighted by K&hler et al. (2015), the cloud fraction threshold has a direct impact on the estimated SIF value
(which decreases as the cloud fraction threshold increases). In addition, it also impacts both the number
of individual observations used for the 16-day and 0.5° synthesis and its associated error (defined as the
inverse of the square root of the number of observations).

Several other possible sources of differences between GOME-2 and OCO-2 may be linked to differences in
the acquisition time: (1) The daily correction might not work well for biomes with distinct daily cycles in
SIF/GPP; (2) the instantaneous cloud cover can have an impact on the daily average; and (3) the early after-
noon overpass time of OCO-2 (13:30 compared to 9:30 for GOME-2) may result in SIF observations that are
more sensitive to hydric stress for some biomes. Additionally, the following may also play a direct role: (1)
absolute radiometric calibration errors; (2) instrumental artifacts (drift and changes in overpass time); (3)
change 