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Thermoelectric ratchet effect for charge carriers with hopping dynamics

Alois Würger
Université de Bordeaux & CNRS, LOMA (UMR 5798), 33405 Talence, France

We show that the huge Seebeck coefficients observed recently for ionic conductors, arise from a
ratchet effect where activated jumps between neighbor sites are rectified by a temperature gradi-
ent, thus driving mobile ions towards the cold. For complex systems with mobile molecules like
water or polyethylen glycol, there is an even more efficient diffusiophoretic transport mechanism,
proportional to the thermally induced concentration gradient of the molecular component. Without
free parameters, our model describes experiments on the ionic liquid EMIM-TFSI and hydrated
NaPSS, and it qualitatively accounts for polymer electrolyte membranes with Seebeck coefficients
of hundreds of kB/e.

Introduction. – Thermoelectric materials are widely
investigated in view of applications for harvesting waste
heat, temperature sensors, and cooling devices [1], where
the underlying conductivity mechanism may be elec-
tronic [1–5], ionic [6–11], or both [12, 13]. As their fun-
damental property, an applied temperature difference in-
duces an electric current or, in the ionic case, a thermo-
electric field. According to the second law, heat flows
towards lower temperatures; thus positive and negative
charge carriers are dragged by their “heat of transport”
Q± [14], generating a thermopower which is quantified
by the Seebeck coefficient S = (Q+ −Q−)/2eT .

Most metals and conventional semiconductors show a
weak thermoelectric response, as expected for a band
structure with nearly symmetric electron and hole states
[15]. Their thermopower contributions Q± largely can-
cel, resulting in S � kB/e = 86µV/K. Higher values
S ∼ 10kB/e are observed for doped organic polymers [2–
4], where structural disorder and electron-phonon cou-
pling concur to hopping conductivity, with the heat of
transport given by the dissociation energy [16].

In recent years Seebeck coefficients of up to 300kB/e
were reported for ionic conductors such as hydrated
polystyrene sulfonate [7, 8], cellulosic membranes infil-
trated with electrolyte solution [9], ionic liquids [10] and
polymer gels [6, 11]. The mechanisms leading to these
huge Seebeck coefficients are poorly understood. Ther-
modiffusion in dilute electrolytes, as laid out by Nernst
[17], is not valid for such complex materials and does not
account for the large values of S: Ionic heats of trans-
port Q± in aqueous solutions are of order of the thermal
energy kBT [18], resulting in S ∼ kB/e, as confirmed by
thermoelectric effects on colloidal suspensions [19–23].

Here we propose a model for the thermoelectric proper-
ties for charge carriers with hopping dynamics. We iden-
tify a ratchet mechanism which rectifies thermally acti-
vated jumps between neighbor sites and which relates the
Seebeck coefficient to the enthalpy barrier. It turns out
that companion fields of the temperature gradient, for ex-
ample the thermally induced concentration gradient of a
molecular component, may strongly enhance the thermo-
electric response. We give a detailed comparison of our
findings with experimental data for the above mentioned
materials. We discuss a simple physical picture which

could be relevant for both ionic and electronic polymer-
based conductors.

Hopping dynamics and Seebeck coefficient. – We con-
sider carriers of charge q which are trapped at well-
defined sites but perform thermally activated jumps to
neighbor sites. According to the Eyring model [24], the
jump rate reads as

Γ = Γ0e
−∆H/kBT e∆S/kB , (1)

where the attempt frequency Γ0 = kBT/h is the ratio of
the thermal energy and Planck’s constant. The Gibbs en-
ergy barrier ∆G = ∆H − T∆S consists of the activation
enthalpy ∆H and entropy ∆S; the former is given by the
height of the barrier illustrated in Fig. 1, and the latter
is related to the width of the valley at the saddle point.
This picture is supported by conductivity measurements
on amorphous polyelectrolyte complexes [25, 26], which
provide evidence that charge transport occurs through
activated jumps of the cations between discrete sites.

The exponential factor in (1) gives the probability of
a local free enthalpy fluctuation which eventually per-
mits a mobile charge to cross the barrier. At thermal
equilibrium, forward and backward jumps between two
degenerate wells occur at the same rate, Γ12 = Γ21. In a
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Figure 1. a) Gibbs enthalpy landscape of a mobile charge in
a conduction channel. The carrier passes from one site to the
other by thermally activated jumps over the barrier. b) Non-
equilibrium hopping dynamics between neighbor sites. The
temperature in the left well is higher than in the right one,
T1 > T2, resulting in stronger thermal fluctuations and more
frequent jumps to the right, Γ12 > Γ21. c) Gibbs enthalpy
landscape of an isolated double-well potential.
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Figure 2. a) Thermodiffusion in a connected network like
in Fig. 1a, for example of sodium ions in NaPSS [25]. The
cations diffuse towards the cold boundary and leave uncom-
pensated PSS− at the hot side, thus inducing a thermoelec-
tric field E = S∇T . b) In ionic liquids, charge transport
relies on vacancy formation [30]; initial and final states are
shown schematically in Fig. 1c. We show the case realized
in EMIM+-TFSI−, where anions (yellow) accumulate at the
cold side, and cations (green) at the hot.

non-uniform temperature as illustrated in Fig. 1b, how-
ever, jumps from a given site 1 to the neighbor site 2
occur at rate Γ12 = Γ(T1) that depends on the temper-
ature T1 of the initial position, whereas the inverse rate
reads Γ21 = Γ(T2). The difference arises mainly from
the variation of the Planck-Plesset or entropy potential
∆G/T . Because of the very small temperature difference
T1 − T2 = a · ∇T < 1 mK, the change of the exponent in
(1) is much smaller than unity [27]. Then we may safely
linearize the rate difference,

Γ12(T1)− Γ21(T2)

Γ
=

(
1 +

∆H

kBT

)
T1 − T2

T
, (2)

with mean values Γ and T . (For the sake of simplicity we
consider degenerate wells; yet this result is readily gener-
alized to the case of a finite bias energy [27].) Thus the
temperature gradient rectifies the thermal charge fluctu-
ations due to activated hopping, as discussed previously
for impurity atoms in crystals [28, 29]

For a macroscopic network of connected paths as
shown in Fig. 2a, the rate difference of backward and for-
ward jumps results in a drift velocity vT = −a(Γ12−Γ21).
Inserting (2) we find vT = −µQ∇T/T , with the mobility
µ and the heat of transport

Q± = kBT + ∆H±, (3)

which is positive for charges q of either sign. Charge
transport in ionic liquids is described by the thermally
activated formation of short-lived vacancies [30], as illus-
trated in Fig. 2b. Averaging over the vacancy position,
we recover the above description of a connected network,
albeit with ∆H± comprising the (positive) barrier for
ionic motion and the (negative) vacancy enthalpy. For
impurity atoms in crystals, these contributions to ∆H
have been determined experimentally [31].

According to the second law, the excess enthalpy Q±
has a tendency to flow towards the cold, thus dragging
the ions opposite to the temperature gradient. This ther-
modiffusion current results in surface charges at the hot
and cold sample boundaries (Fig 2a), which in turn give
rise to an electric field E and opposite velocity vE = qE.
In a closed system, the steady state is achieved if the total
ion velocity vanishes, µ(qE − Q±∇T/T ) = 0, implying
generation of a thermoelectric field E = S∇T , with the
Seebeck coefficient S = Q±/qT .

In the presence of monovalent charges of either sign
±e, the Seebeck coefficient

S =
Q

eT
(4)

is given by the mean heat of transport

Q = w+Q+ − w−Q−, (5)

weighted with the fraction of ions w± = n±/(n+ + n−)
contributing to thermally driven charge transport [22].
Note that the Hittorf transport numbers for the conduc-
tivity, t± = µ±n±/(µ+n+ +µ−n−), include the mobility
[32].

Eqs. (3) and (4) relate the Seebeck coefficient to the
enthalpy barrier. The latter is in general much larger
than the thermal energy, resulting in S � kB/e and thus
providing a rationale for the large Seebeck coefficients of
ionic conductors listed in Table 1. For the pure ionic
liquid EMIM+-TFSI−, the measured heat of transport
Qexp = −0.255 eV is very close to the activation en-
thalpies of cations and anions [33]. A quantitative com-
parison is obtained from Eq. (5); inserting the barriers
∆H± and weights w− = 0.93, deduced from t− = 0.9
[34] and the mobility ratio µ+/µ− = 1.3 [10], we obtain
the theoretical value Qth = −0.25 eV. This very good
agreement provides evidence for the ratchet mechanism
(2) being at the origin of the large Seebeck coefficient
S ≈ −10kB/e. On the other hand, in view of (5), the
relation Q ≈ −∆H− implies w− � w+, thus confirming
that anions are the majority carriers.

Table I. Comparison of the heat of transport Q obtained from
Seebeck data according to (4), and the measured activation
enthalpy obtained from the conductivity or, in the case of
EMIM-TFSI, from the ion mobilities µ±.

S (mV/K) Q(eV) ∆H(eV)
EMIM-TFSIa −0.85 [10] −0.255 0.27/0.26 [33]

EMIM-TFSI-cpb-PEGc −4...12 [10] −1.2...3.6

NaPSS-water 4 [8] 1.2 0.5d [25]
KCl-gelatin 6.7 [11] 2
NaPEG-OH 11 [6, 9] 3.3 0.5 [6]
NaPEG-OH-cellulose 24 [9] 7.2

a 1-ethyl-3-methylimidazolium [EMIM]
-bis(trifluoro-methylsulfonyl)imide[TFSI]

b Poly(vinylidene fluoride-co-hexafluoropropylene)
c Polyethylene-glycol 300 Da
d Measured for (NaPSS)0.55PDADMAC0.45 [25], see Fig. 3.
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The remaining systems of Table 1 are more complex,
consisting of mobile ions and polymer matrices with in-
filtrated water or PEG. They do not satisfy the relation
(3): Though the ions move through activated jumps, the
heat of transport by far exceeds the enthalpy barrier. In
the following we show how the added nonionic molecular
component modifies the thermodynamic response.

Non-equilibrium composition. – Polyelectrolyte mate-
rials may absorb a significant weight fraction c of water
[25], which modifies both thermoelectric [7, 8] and trans-
port properties [25, 26, 35, 36]. Similarly, complex poly-
mer electrolytes are very sensitive to the composition:
When adding PEG, the Seebeck coefficient of (EMIM-
TFSI)-(PVDF-HFP) changes sign and increases from −4
to +12 mV/K [10]; for KCl-gelatin, S shows a strong
and nonlinear variation with the salt concentration [11].
These observations cannot be explained in terms of (3)
with a composition dependent ∆H(c): The measured
heat of transport would imply enthalpy barriers of sev-
eral eV (Table 1), which would inhibit ion diffusion and
is clearly not compatible with the measured conductivity.

Yet the above description based on the rate difference
(2) is valid only if the composition c is not affected by
the non-uniform temperature. In the general case, when
evaluating the transport properties in a temperature gra-
dient, we need to account for thermodiffusion of molec-
ular components such as water or PEG, which gives rise
to a non-uniform concentration c(T (r)). Then the acti-
vation enthalpy and entropy ∆H(c) and ∆S(c) are not
the same in two neighbor wells, and the rate difference
of backward and forward jumps reads

Γ12 − Γ21

Γ
=

Q

kBT

T1 − T2

T
− Gc

kBT
(c1 − c2), (6)

with Gc = Hc − TSc and the derivates

Hc =
d∆H

dc
, Sc =

d∆S

dc
. (7)

Defining the gradient c1− c2 = a ·∇c, we find that the
ion acquires a drift velocity vc = µGc∇c, in addition to
vT defined below (2). Proceeding as above Eq. (4), we
obtain the effective Seebeck coefficient

S =
Qeff

qT
(8)

with

Qeff = Q− (Hc − TSc)TcT . (9)

and the temperature derivativee

cT =
dc

dT
. (10)

Here Q(c) = ∆H(c)+kBT is the actual heat of transport
as measured in terms of the Peltier coeffiicient Π = Q/e
[14], whereas the additional term in (9) accounts for the
modified hopping dynamics due to the non-uniform com-
position.
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Figure 3. Composition dependence of the activation enthalpy
of mobile ions. Red circles show data of De et al. [25]
for sodium ions in the polyelectrolyte complex NaPSS0.55-
PDADMAC0.45 with water weight fraction c. Black circles
and squares give data for EMIM+ and acetate−, with or with-
out added glucose, as measured by D’Agostino et al. [33]. The
solid lines indicate linear fits, with slope Hc = −2.75 eV (Na),
1.35 eV (EMIM), and 1.66 eV (acetate).

In order to obtain an estimate for the relevance of the
diffusiophoretic contribution to the heat of transport (9),
we plot in Fig. 3 the composition dependence of the
enthalpy barrier for a hydrated polyelectrolyte complex
and the ionic liquid EMIM-OAc with added sugar. The
slope of the solid lines gives the derivative Hc, which
varies for these ions from −2.75 to +1.66 eV. There seem
to be no data for the derivative cT . For binary liquids this
parameter is related to the well-known Soret coefficient
ST = cT /(c(1 − c)); with typical values ST ∼ 10−2 K−1

[37], we find TcT ∼ 1, where either sign is possible. This
estimate suggests that the composition-driven term in (9)
may attain several eV.

As an example we consider hydrated NaPSS, with a
maximum Seebeck coefficient of 4 mV/K [8]. The anal-
ysis in Ref. [25] suggests a water content of c ≈ 0.2;
as an estimate we take the enthalpy barrier of NaPSS-
PDADMAC in Fig. 3, ∆H ≈ 0.5 eV. The difference to
the measured heat of transport Qexp = 1.2 eV, is met by
the diffusiophoretic contribution with the above param-
eters, −HcTcT ∼ 0.7 eV.

In the first part of this paper we have shown that
thermodiffusion of ions with activated dynamics is much
stronger than in ordinary liquids. Yet this result holds
true also for non-ionic molecules such as water, PEG, and
glucose – the enthalpy barrier of glucose in EMIM-OAc
is 0.38 eV [33] –, and should result in larger values for
TcT than the above estimate. This would explain the
very large Seebeck coefficients measured for the polymer
electrolyte Na+PEG-OH− in cellulose matrices [9]. In
physical terms, it would imply that ion thermodiffusion



4

in these membranes is mainly due to diffusiophoresis, at
a velocity vc = µHc∇c, which is driven by the thermally
induced concentration gradient of water, ∇c = cT∇T .

Discussion. – The ratchet effect expressed by Eq. (2)
and illustrated in Fig. 1, relies on two assumptions:
First, the ions move through jumps between discrete po-
sitions and, second, forward and backward hopping rates
Γ12(T1) and Γ21(T2) depend on the temperature of the
initial well.

The first condition requires that the activated behav-
ior is related to jumps between discrete sites, as opposed
to thermodiffusion in aqueous solution, where the ion’s
motion is phoretic, creating a steady backward flow in
a homogeneous medium [38]. Most systems of Table
1 are based on solid polymer matrices; adding small
amounts of water, PEG, or ionic liquid, is not likely
to create fluid domains, suggesting that charge carriers
move through discrete jumps. Recent attempts to ratio-
nalize the structural and dynamical properties of ionic
liquids like EMIM-TFSI [30], rely on Fürth’s hole the-
ory for liquids [39], where conductivity arises from the
formation of short-lived vacancies illustrated in Fig. 2b.

The second condition is rather obviously satisfied in
Eyring’s transition state theory [24], where barrier cross-
ing is a mechanical problem and where the required en-
ergy is provided in the initial state by collisions with
other atoms or, in a solid, with collective modes. For the
case of strongly damped motion, Kramers [40] showed
that barrier crossing results from Brownian motion, and
also occurs with an activated rate. The required energy is
taken from thermal Langevin forces along the uphill part
of the trajectory, resulting in an asymmetry of forward
and backward rates similar to (2).

The discrete model studied here, provides a simple
physical picture for the ratchet effect and the strong ther-
mopower observed in ionic conductors: Each jump of
the mobile ion collects energy of the order of the bar-
rier height ∆H at the initial position and releases the
same amount in the neighbor well. According to Clau-
sius’ formulation of the second law, heat necessarily flows
from the hot to the cold, implying that jumps opposite to
the temperature gradient are favored, and that the rate
imbalance is proportional to the enthalpy barrier. As a
consequence, the heat of transport is given by ∆H.

For complex materials containing mobile molecular
components, we find in addition to the thermal ratchet
effect, a diffusiophoretic mechanism of ion transport:

The applied temperature gradient induces a non-uniform
composition c, for example, a concentration gradient of
hydration water or polyethylene glycol. Then the free
enthalpy barrier ∆G(c) is different for forward and back-
ward jumps, and the effective heat of transport Qeff in-
cludes a term proportional to the concentration deriva-
tive of the free enthalpy of activation Gc. Formally the
correction term in (9) can be expressed as the difference
of the enthalpy at variable and constant c,

Qeff −Q = − T 2 d

dT

G

T

∣∣∣∣
c=c(T )

+ T 2 d

dT

G

T

∣∣∣∣
c=const.

(11)

The second term on the right-hand side is the usual
Gibbs-Helmholtz expression for the equilibrium enthalpy,
whereas the first one allows for a non-uniform concentra-
tion, which gives rise to the drift velocity vc = µGc∇c,
with ∇c = cT∇T . Similar effects are known for col-
loidal thermophoresis in liquids, where particle motion
is often dominated by concentration gradients of added
polymer [41], salt [23], or a binary liquid at the critical
point [42, 43].

Regarding electronic systems, the binding energy of
small polarons in doped organic polymers [4] and metal
oxides [5] contributes to ∆H but is absent in the heat of
transport Q. On the other hand, the electronic heat of
transport in pure silicon is dominated by the phonon-
drag contribution, which accounts for electrons being
nudged by long-lived thermal phonons [44].

Summarizing our comparison with experiments on
ionic conductors, we obtain a quantitative description
for the thermopower S of the pure ionic liquid EMIM-
TFSI, without free parameter, by identifying the heat of
transport with the enthalpy of activation. Regarding the
hydrated polyelectrolyte NaPSS, our results show that
thermally induced diffusiophoresis largely contributes to
the effective heat of transport (9) and thus to the Seebeck
coefficient. An estimate of the parameters of Eq. (9),
suggests that ion diffusiophoresis due to the gradient in
water content, accounts for the large Seebeck coefficients
measured for electrolyte infiltrated membranes.
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