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Abstract 

Three different studies are presented in this paper. As a first step, a Particle Swarm Optimization (PSO) 

algorithm is used to optimize a prototype of cold/electricity cogeneration designed to be disconnected from the 

grid and implanted in an insular tropical region where a high need of cold and electricity is required. The electricity 

is provided by solar photovoltaic panels and the electrical energy in excess is stored in the form of hydrogen thanks 

to an electrolyzer. When a lack of electricity occurs a fuel cell provides the missing electricity by using the stored 

hydrogen. An electrically driven heat pump is also used to produce and cover the cold needs. Finally, in order to 

increase the overall efficiency of this electricity/cold cogeneration system, the low-grade waste heat generated by 

the different components of the system, mostly the electrolyzer and the fuel cell, is recovered and upgraded by a 

thermochemical reactor enabling a further cold production. The thermochemical reactor assists the heat pump for 

the cold supply, decreasing thus the electricity consumption. Such a prototype is intended to be built in Tahiti 

during the RECIF project. The PSO algorithm has been implemented and results are promising because 

component’s size is reasonable, and the driving strategy is consistent while both demands are always satisfied. In 

a second study, the same PSO algorithm has been used to perform an analysis and identify a general shape of load 

profiles for which it become interesting, from an economic point of view, to store electricity into hydrogen instead 

of electrochemical batteries when the cold production is only handled by a heat pump. This study has shown that 

the more electricity is consumed at night, the more it is interesting to use hydrogen. Finally, the algorithm has been 

used to see the evolution of the economic interest when a thermochemical system is added. This study has been 

carried out considering a storage into hydrogen and an exploitation of the low-grade heat by a thermochemical 

unit to enable a further cold production. The economic interest of a thermochemical system has not been proven 

by this study, that is why further considerations must be considered in order to justify its use as ecological impacts 

for example. 
 

Greek symbols Names and variables 

ΔHr Enthalpy of reaction (J.mol-1) 𝑾̇  Electrical power (W) 

ΔHvap Enthalpy of vaporization (J.mol-1) 𝑸̇  Thermal power (W) 

ν Stoichiometric coefficient Apv Area of PV panels (m²) 

η Efficiency Ngas Size of the gas storage for the TCS (kWh) 

ΔEH2 Variation of energy inside the H2 tank (J) NH2 Size of the hydrogen storage (kWh) 

ΔEcold Variation of energy inside the “cold” tank 

(J) 

Spoor Salt poor in gas 
  Srich Salt rich in gas 

Acronyms, subscripts and superscripts Ccap Capital cost 

COP Coefficient of performance Co&m Operation and maintenance cost 

GHI Global horizontal irradiance Crep replacement cost 

TCS Thermochemical system   

HP Heat pump   

PV Photovoltaic   

EL Electrolyzer   

FC Fuel cell   

H2 Hydrogen   
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1. Introduction 

In the context of reduction of greenhouse gases emissions, renewable energies will have a bright future if 

storage solutions are found in order to overcome the intermittence of such means of energy production. A solution 

to store electricity that seems quite promising is the association of an electrolyzer and a fuel cell in order to store 

electrical energy in the form of hydrogen. The greatest impediment of such a storage system lies in its low 

efficiency. Indeed, the energy efficiency of a conventional alkaline water electrolysis is around 70 % and the one 

of proton exchange membrane (PEM) fuel cell system is generally between 40-60% energy efficient [1]. Assuming 

no losses in the hydrogen storage the global efficiency is around 35%. This means that a major amount of inlet 

energy is released into low-grade heat energy (70-80 °C). To increase this overall efficiency, some authors propose 

to directly use this low-grade heat to assist the hot water production or to directly heat a room [2], [3]. Another 

track is to use this heat to power an organic Rankine cycle and thus produce a mechanical work [4] and then more 

electricity. The heat could also be used with an absorption chiller in order to produce cold [5]–[7]. Finally, a 

trigeneration system with heat retrieving from the fuel cell can be designed and has already been widely studied 

as in [8]–[16]. The system introduced in this article also intends to use the low-grade heat in order to produce cold 

by implementing a thermochemical sorption process. This thermochemical process, called adsorption, is based on 

a reversible chemical reaction between a solid reactive and a gas, allows to store thermal energy in a chemical 

potential form, which subsequently makes it possible to produce cold. This process is well documented and has 

already been implemented for several applications, such as solar air conditioning, solar ice making or deep-freezing 

[17]–[21].  

In this context, a potentially interesting system suitable for regions with a high need of cold production 

and which are poorly interconnected to the electricity grid is under development. An experimental demonstration 

in French Polynesia is scheduled by 2022 as part of the RECIF project funded by the French national research 

agency (ANR). This location has been chosen because the high ambient temperatures and humidity requires all 

over the year a large amount of energy to meet the cold needs. Indeed, the cold production represents approximately 

36% of the total energy consumption for a typical household in French Polynesia [22]. In addition to this 

assessment, French Polynesia is facing a large issue of primary energy importation : 94 % of the primary energy 

consumed on-site is imported [23]. Today, despite a high average global solar horizontal irradiation about 5.8 

kWh/m2/day (compared to 3.6 kWh/m2/day in Paris for example), renewable energies count only for 6.4 % of the 

total primary energy consumption in French Polynesia and this renewable energy production is mainly located in 

Tahiti with hydroelectric power stations. The other islands are strongly dependent on imported fossil fuels, 

inducing a significant impact on ecosystems. To decrease these ecological impacts, solar energy has to be more 

exploited. Photovoltaic electricity production, coupled with efficient storage systems, seems to be a relevant 

solution to address these challenges. 

An isolated cogeneration system includes several components and has to implement storage technologies 

in order to always fulfill demands. Optimizing such a system remains quite a challenge because a non-convex 

optimization problem with a lot of optimization variables must be tackled down. In addition, a control strategy of 

this system must be found in order to always ensure the supply of the demands. Indeed, several storage units 

coexist in the system which involve a choice at each step time to manage efficiently the energy within the system. 

The optimization algorithm should then be able to find a solution which simultaneously optimize the size of each 

component and a control strategy under a given set of constraints. Nevertheless, because there is no purpose to 

find the optimal solution in the mathematical sense of the term, evolutionary search algorithms can be use. This 

new branch of optimization, born in the late quarter of the twentieth century [24], use a population of several 

agents (or particles) that travel through the space of possible solutions. These methods do not require any gradient 

information and can tackle problems involving a high number of variables to optimize under many constraints. 

However, as said before, the obtained solution is a sub-optimal solution of the problem and not the optimal one in 

the mathematical sense of the term because these algorithms are metaheuristic approaches and do not provide the 

certainty that the best solution has been found. Two main strategies exist in the field of evolutionary search 

algorithm. The first ones are called Genetic Algorithms (GA) and have been developed by Holland et al. in [25]. 

This algorithm uses a population submitted to random mutations. From these mutations, a new offspring is 

designed and only the best agents of the population are kept for the next generation. The second most known way 

to design an evolutionary search algorithm is to have a population of particles and to make this population move 

in the search space according to the best particle in the population. This method is called Particle Swarm 

Optimization (PSO) and has been developed by Eberhart and Kennedy in 1995 [26]. 



3 
 

The particularity of these two algorithms (GA and PSO) is that there have been inspired by the 

environment. The first one has drawn its inspiration into the Darwin theory and the second one in the social 

behavior of bird flocking. More recently, the two methods have been interbred to create, among others, the PSO-

DV algorithm (Particle Swarm Optimization with a Differential operator in the Velocity update) [27] which is 

used for the studies presented in this paper. In this algorithm a random mutation is applied to compute the new 

velocity of each particle of the swarm to increase the search capabilities. 

This algorithm has been used because of its simplicity of implementation and its satisfactory results 

obtained in a short computation time (a few minutes for 14 days simulation). A result is said satisfactory if both 

demands are always satisfied and if energy storage levels return to their original states after the considered period. 

Even if metaheuristic algorithm such as the PSO algorithm does not provide the best solution in the mathematical 

sense of the term, an approximate solution is nevertheless satisfactory for the critical thermo-economic analysis 

and the impacts of the building energy load profiles that is made in this article. In addition Particle Swarm 

Optimization has already widely been used for energy management in complex systems [28]–[32]. 

This PSO algorithm, implemented in Matlab, is used in 3 different studies in this paper. First, using real 

data from an instrumented building in Tahiti, the cogeneration system under development in the RECIF project is 

optimized in order to have a rough idea of the size of the different components and define a possible way to manage 

the cogeneration system in order to meet both electricity and cold demands. Such an optimization is not new in 

the literature, but this casts the light on the feasibility of this new cogeneration system detailed below in this paper.  

The second study uses different cold and electricity load profiles to see the impacts on the economic interest to use 

hydrogen instead of electrochemical batteries to store electricity when the cold production is only handled by a 

heat pump. This part brings a greater understanding on the question of electricity storage with hydrogen or with 

electrochemical batteries to the literature. Finally, using the same set of load profiles as in the previous study, the 

impacts on the economic interest of a thermochemical unit in a system where hydrogen is used to store electricity 

is studied. This study also tends to define which is the appropriate energy distribution in the load profiles that 

minimizes the cost of such an installation when low-grade heat is recovered and valorized through a 

thermochemical sorption system to produce cold. 

This paper is structured as follows: a description of the prototype under development is first provided in 

section 2. The following section deal with the presentation and description of the PSO algorithm and section 4 

presents a case study of a set of data for a residential building in Hawaii. Two case studies are presented in section 

5 in order to assess the economic interest of such a system as a function of load profiles. Finally, a conclusion is 

reached in the last section. 

 

2. System description 

In the system depicted in Figure 1, the energy production is handled by photovoltaic panels. The 

electricity produced during the day is directly used for the electrical needs of the building. Cold requirements are 

fulfilled thanks to an electrically driven heat pump. When there is an excess of electricity regarding the direct 

consumption, the excess electricity is stored in hydrogen form: an electrolyzer is used to produce hydrogen by the 

decomposition of water. If there is a lack of electricity, occurring during cloudy days or the night-time period, the 

opposite reaction takes place in the fuel cell, which produce electricity and water by consuming the stored 

hydrogen and oxygen of air. 
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A thermochemical system is furthermore implemented in order to store and produce cold by recovering 

the waste heat that is released by these two last components (electrolyzer and fuel cell). This thermochemical 

storage system decreases the electrical energy that is consumed by the heat pump and increase the overall energy 

by retrieving the low-grade heat. As it will be seen in the following section, two thermochemical reactors have to 

be used in order to always have one ready to exploit the low-grade heat generated either by the electrolyzer or the 

fuel cell. 

 

 2.1. Principle of a solid/gas thermochemical sorption process 

A solid/gas chemisorption process is based on the implementation of a reversible chemical reaction 

between a solid and a refrigerant gas, which can be described with the following equation: 

𝑆𝑝𝑜𝑜𝑟 + 𝜈 ∙ 𝐺𝑎𝑠 ↔ 𝑆𝑟𝑖𝑐ℎ + 𝜈 ∙ Δ𝐻𝑟,𝑇𝐶𝑆 (1) 

Where Spoor is the sorbent (a salt) poor in gas, Srich is the salt rich in gas and ΔHr, TCS  is the enthalpy of reaction per 

mole of gas involved. Ammonia is used as a refrigerant gas in the system described above.  

By coupling such a solid/gas reaction with a liquid/gas phase change of the same gas, a sorption cooling process 

can be designed. The implementation of a thermochemical cooling process requires then the linking of two 

components: a reactor where the chemical reaction takes place and an evaporator or condenser in which the 

evaporation or condensation of the reactive gas happens, according the following reaction: 

𝐿𝑖𝑞 + Δ𝐻𝑣𝑎𝑝 ↔ 𝐺𝑎𝑠 (2) 

Δ𝐻𝑣𝑎𝑝 is the enthalpy of vaporization. Generally, this basic cooling sorption process operates in two 

different stages as depicted in Figure 2. During the charging step, the endothermic reaction following the right-to-

left direction in equation (1) occurs. By supplying low-grade heat released by the electrolyzer or the fuel cell to 

the reactor, a decomposition reaction of the rich salt is initiated and makes the gas desorb from the reactor. The 

desorbed gas condenses in the condenser at ambient temperature and is stored in its liquid form in a tank. When 

all the "rich salt" has been decomposed and transformed into "poor salt", then the synthesis phase or discharging 

phase can take place: the reactor is cooled down and maintained at ambient temperature. This cooling down makes 

the "poor salt" reabsorb the reactive gas and induces the boiling of the liquid in the evaporator thus producing a 

cooling effect below the ambient temperature.  

Figure 1: Scheme of the system architecture combining a hydrogen-based storage of electricity with 
an electrolyzer, a fuel cell and two thermochemical reactors. 
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The model that is considered in the algorithm for this thermochemical storage process is a streamlined 

approach. It is assumed that for each ΔHr, TCS  of thermal energy amount brought to the reactor, one mole of reactive 

gas is generated according to equation (1) and stored in liquid form in the reservoir after having condensed. When 

a cold production is needed, it is considered that each mole of liquid, which is withdrawn from the tank, evaporated 

at the evaporator and absorbed chemically by the salt into the reactor, enables a cold energy production of ΔHvap 

at the evaporator. Finally, this energy efficiency of the thermochemical system is measured throughout a 

coefficient of performance (COP) which is defined in first approximation as the ratio of the involved enthalpies 

ΔHvap/ΔHr, TCS . For the sake of simplicity, it is assumed that this COP is constant and equal to 0.3. This value has 

been extracted from [33] which present a state-of-art of experimental research about thermochemical energy 

storage. 

As it is not possible to have the charging step occurring at the same time as the discharging one and as it 

is desirable to maximize the efficiency of the whole system, it is necessary to implement two reactors: one in 

storing phase ready to absorb the released heat and another one ready for a cold production. The two 

thermochemical systems are exchanged when the one in decomposition phase has reached its maximum amount 

of storage capacity, which depends on the reactive salt amount contained in the reactor. A more deeply explanation 

of the principle of solid/gas thermochemical sorption is made in [19]. 

 

2.2. Components models description 

As said before, the main idea of this article is to have a global overview of the way the system could work 

thanks to a pre-sizing process which give access to the different component sizes and a control strategy to 

activate/deactivate them depending on the solar resource and the energy requirement of the building. For this 

purpose, the energy and power behavior of each component of the system is modeled in a simplified way assuming 

characteristic efficiency values. 

 

 PV panels - A constant overall PV system efficiency of ηpv=0.15  by considering monocrystalline silicon 

modules. The Global Horizontal Irradiance (GHI) is used to compute the electric power meaning that PV 

panels are supposed to be installed horizontally, which corresponds approximately to the installation site 

latitude. The panel surface is APV. The electrical power Wpv  which can be delivered by the photovoltaic panels 

is then expressed by the following equation: 

𝑊̇𝑃𝑉ሺ𝑡ሻ = 𝜂𝑃𝑉 ∙ 𝐴𝑃𝑉 ∙ 𝐺𝐻𝐼ሺ𝑡ሻ  (3) 

 

Figure 2: Scheme of the thermochemical system during the decomposition (charging step) on the left and the cold 
production (discharging step) on the right. 
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 Mechanical Heat pump - A constant Coefficient of Performance COPhp=3.5  has been considered. The COP 

is defined as the ration between the produced cold and the consumed electricity. To compute the produced 

cold the following formula can be used : 

𝑄̇ℎ𝑝 = 𝑊̇ℎ𝑝 ∙ 𝐶𝑂𝑃ℎ𝑝 (4) 

 

 Electrolyzer – A constant efficiency of ηel = 0.7  is considered and the released heat can be computed with: 

𝑄̇𝑒𝑙 = ሺ1 − 𝜂𝑒𝑙ሻ ∙ 𝑊̇𝑒𝑙 (5) 

 

 Fuel cell - A constant efficiency of ηfc=0.5  is taken and the heat released can be computed with: 

𝑄̇𝑓𝑐 =
(1 − 𝜂𝑓𝑐)

𝜂𝑓𝑐

∙ 𝑊̇𝑓𝑐 (6) 

 

 Electricity storage evolution - Between each time interval Δt  the variation of stored energy in the hydrogen 

tank can be computed thanks to the following equation, taking into account the energy balance at inlet 

(hydrogen produced by the electrolyzer) and at the outlet (hydrogen consumed by the fuel cell) of the tank. 

The difference between these two quantities multiplied by the time interval gives the evolution of the hydrogen 

stock in term of stored energy: 

Δ𝐸𝐻2 = (𝜂𝑒𝑙 ∙ 𝑊̇𝑒𝑙ሺ𝑡ሻ −
𝑊̇𝑓𝑐ሺ𝑡ሻ

𝜂𝑓𝑐

) ∙ Δ𝑡 (7) 

 

 Cold storage evolution – Similarly to the hydrogen evolution, the variation of the cold energy stored in the 

ammonia tank of the thermochemical unit can be computed from an energy balance at each time step with the 

following equation: 

Δ𝐸𝑐𝑜𝑙𝑑 = ((ሺ1 − η𝑒𝑙ሻ ∙ 𝑊̇𝑒𝑙ሺ𝑡ሻ +
1 − η𝑓𝑐

η𝑓𝑐

∙ 𝑊̇𝑓𝑐ሺ𝑡ሻ) ∙ 𝐶𝑂𝑃𝑡𝑐𝑠 − 𝑊̇𝑡𝑐𝑠ሺ𝑡ሻ) ∙ Δ𝑡 (8) 

 

3. Particle Swarm Optimization algorithm 

Particle Swarm Optimization (PSO) is a multi-agent parallel search technique where all the agents can 

communicate to give their best personal score. The PSO procedure is shown on Figure 3. In this algorithm, each 

particle of the swarm has a position which represents a possible solution to the optimization problem. 
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To start the process, a random position and velocity are assigned to each particle into the search space. 

At each step, each particle of the swarm is evaluated according to a fitness function that gives a score to the particle. 

The convergence of this algorithm is insured through the way the speed is modified at each step. Indeed, three 

parameters are considered for the displacement of each  particle: 

o The current velocity of the particle: the inertia term 

o The best previous position of this particle: the cognitive term 

o The best position of the best particle of the swarm: the social term 

 

The update of the particle velocity can be expressed by the following equation: 

V⃗⃗ iሺt + 1ሻ = ω ∙ Vi
⃗⃗⃗  ሺtሻ + 𝐶1 ∙ Φ1 ∙ (𝑃⃗ 𝑏𝑒𝑠𝑡 − 𝑋 𝑖ሺ𝑡ሻ)  +  𝐶2 ∙ Φ2 ∙ (𝐺 𝑏𝑒𝑠𝑡 − 𝑋 𝑖ሺ𝑡ሻ)  (9) 

 

Where ω is the inertia factor taken in [0; 1], C1 and C2 are respectively the self-confidence factor and the 

swarm-confidence factor. C1 contributes to the exploration of the search space by the particle itself when C2 

encourage the particle to go towards the actual extremum. Φ1 and Φ2 are two random numbers uniformly 

distributed in [0; 1] which increase the search capability of the swarm by giving a random aspect to each particle 

of the swarm. 

Figure 3: Procedure of the PSO algorithm. 
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In order to design a PSO algorithm, two things must be done: design a fitness function which considers 

all the optimization criteria and choose with relevancy the optimization variables. These two points are treated 

below. 

 

3.1. Fitness function 

The goal of the fitness function is to evaluate a particle on different relevant criteria. Each criterion can 

initially be asked as a question: are cold and electricity demands always satisfied? Do levels of energy storages 

return to their initial states? How much does the system cost? Then, each of these questions must be translated into 

equations in order to give a score for each criterion. Thereafter, these scores have to be normalized in order to be 

able to compare them. 

The system being disconnected from the grid, the two most important criteria are the respect of cold and 

electricity demands. For the normalization of these two scores, the maximum between the production and the 

consumption has been used at each step. The final normalized scores for the respect of demands in electricity and 

cold have been constructed by taking the mean value of the normalized scores at each step time. 

The normalized scores at each step are calculated as follows: 

𝑆𝑐𝑜𝑟𝑒𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑎𝑙 𝑑𝑒𝑚𝑎𝑛𝑑 = 𝑚𝑒𝑎𝑛 (
|𝑊̇𝑝𝑣ሺ𝑡ሻ + 𝑊̇𝑓𝑐ሺ𝑡ሻ − 𝑊̇𝑙𝑜𝑎𝑑ሺ𝑡ሻ − 𝑊̇𝑒𝑙ሺ𝑡ሻ − 𝑊̇ℎ𝑝ሺ𝑡ሻ|

𝑚𝑎𝑥[𝑊̇𝑝𝑣ሺ𝑡ሻ + 𝑊̇𝑓𝑐ሺ𝑡ሻ;  𝑊̇𝑙𝑜𝑎𝑑ሺ𝑡ሻ + 𝑊̇𝑒𝑙ሺ𝑡ሻ + 𝑊̇ℎ𝑝ሺ𝑡ሻ]
) (10) 

𝑆𝑐𝑜𝑟𝑒𝑐𝑜𝑙𝑑 𝑑𝑒𝑚𝑎𝑛𝑑 = 𝑚𝑒𝑎𝑛 (
|𝑊̇ℎ𝑝ሺ𝑡ሻ ∙ 𝐶𝑂𝑃ℎ𝑝 + 𝑄̇𝑡𝑐𝑠1ሺ𝑡ሻ + 𝑄̇𝑡𝑐𝑠2ሺ𝑡ሻ − 𝑄̇𝑐𝑜𝑙𝑑ሺ𝑡ሻ|

𝑚𝑎𝑥[𝑊̇ℎ𝑝ሺ𝑡ሻ ∙ 𝐶𝑂𝑃ℎ𝑝 + 𝑄̇𝑡𝑐𝑠1ሺ𝑡ሻ + 𝑄̇𝑡𝑐𝑠2ሺ𝑡ሻ; 𝑄̇𝑐𝑜𝑙𝑑ሺ𝑡ሻ]
) 

(11) 

Others important criteria concern the return to the initial state for the two storages over a given considered 

period. As explained before, at each step time Δ𝑡 the hydrogen variation in the tank is determined thanks to the 

equation (7). The energy difference between the initial time and the end of the considered period  can be computed 

and normalized thanks to the maximum amount of energy stored during the simulation :    

𝑆𝑐𝑜𝑟𝑒𝐻2 𝑠𝑡𝑜𝑐𝑘 =

∑ (𝜂𝑒𝑙 ∙ 𝑊̇𝑒𝑙ሺ𝑡ሻ −
𝑊̇𝑓𝑐ሺ𝑡ሻ

𝜂𝑓𝑐
) ∙ Δ𝑡𝑝𝑒𝑟𝑖𝑜𝑑

𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑠𝑡𝑜𝑟𝑒𝑑 𝑒𝑛𝑒𝑟𝑔𝑦
 

(12) 

For the cold storage a similar reasoning can be applied based on equation (8): 

𝑆𝑐𝑜𝑟𝑒𝑐𝑜𝑙𝑑 𝑠𝑡𝑜𝑐𝑘 =

∑ ((ሺ1 − η𝑒𝑙ሻ ∙ 𝑊̇𝑒𝑙ሺ𝑡ሻ +
1 − η𝑓𝑐

η𝑓𝑐
∙ 𝑊̇𝑓𝑐ሺ𝑡ሻ) ∙ 𝐶𝑂𝑃𝑡𝑐𝑠 − 𝑄̇𝑡𝑠𝑐ሺ𝑡ሻ) ∙ Δ𝑡𝑝𝑒𝑟𝑖𝑜𝑑

𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑠𝑡𝑜𝑟𝑒𝑑 𝑒𝑛𝑒𝑟𝑔𝑦
 

(13) 

Other technical or economic criteria can be added such as the size or the cost of the components in order 

to minimize it. Indeed, a relevant criterion is the life cycle cost (LCC).  Its minimization enables to directly 

optimize the size of the different components of the whole system considering an economic criterion. 𝐶𝑐𝑎𝑝 

represents the capital cost, 𝐶𝑂&𝑀 the operation and maintenance cost and 𝐶𝑟𝑒𝑝 the replacement cost. The LCC can 

be computed as follows: 

𝐿𝐶𝐶 = 𝐶𝑐𝑎𝑝 + 𝐶𝑂&𝑀 + 𝐶𝑟𝑒𝑝 (14) 

The normalization of this last criterion is not obvious. Maximum sizes for each component have to be 

defined in order to have a maximum value of the LCC. The following values have then been considered : 

 PV area, H2 and NH3 stocks are optimization variables. Intervals have been defined to restrict the range of 

possible values. The upper limit of the interval has been considered for the normalization of the LCC. 

 Considering that the electrolyzer must be able to consume all the electricity produced by the photovoltaic 

panels when there is no electric demand, the maximum value of 𝑊̇𝑒𝑙 has been computed by taking into account 

the maximum irradiation and the largest required area of photovoltaic panels. 

 The maximum size of the fuel cell has been computed considering that it should be able to supply electricity 

to the load even if there is no sun. 
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 The maximum sizes of the thermochemical systems and of the heat pump have been computed by considering 

that in the worst case, these components must supply all the cold demand of the building. 

Finally, a final criterion has also been added to prevent the system to exchange too often the two 

thermochemical systems because a thermochemical reactor has a high thermal inertia. This criterion has been 

normalized using the maximum number of times the system could exchange its reactors. 

Once each score has been normalized, some weights have been applied to each score to give more 

importance to certain criterion than others. Starting with a unitary weight assigned to each score, the algorithm 

was not able to satisfy both demands, therefore weights of the electrical and cold demands have been increased. 

Once both demands have been satisfied, the weights assigned to the storage has been risen in order to make them 

return to their initial states at the end of the simulated period. At last, the LLC weight have been put to its maximum 

value to minimize the cost of the whole system while still satisfying the other criteria. There are obviously a lot of 

sets of weight that gives satisfactory results, but the following table sums up some correct values : 

 

Score Weight 

LCC 10 

Electrical demand 4 

Cold demand 3 

Return to initial value for H2 stock 3 

Return to initial value for NH3 stock 2 

Reactor exchange 1 

Table 1 : Weights of the different scores for the fitness function 

 

3.2. Optimization  variables    

A PSO algorithm can optimize at the same time the size of the components and the way the system can 

be driven if relevant optimization variables are chosen. Three optimization variables are directly related to the size 

of the system components: 

 Apv : total area of solar panel in m2. 

 Ngas : size of the storage of the reactive gas of the thermochemical unit in kWhcold. The size of the storage 

in m3 can be obtained using the enthalpy of vaporization and the molar mass of the gas.  

 NH2 : size of the storage of hydrogen in kWhelec. The size of the storage in m3 can also be obtained using 

the energetic density of hydrogen. 

 

In order to control the system new optimization variables α in [0; 1] must be created. Theses variables 

represent the dispatching of cold production between the heat pump and the thermochemical storage (α = 0 means 

that all the cold production is handled by the heat pump). If the simulation is running for a whole day with a step 

time of one hour each particle will provide 24 values for α  which correspond to a possible way to manage our 

system during the day.   

At each iteration of the algorithm, optimization variables are recovered, and the different powers at stake 

in the system are computed as shown in Figure 4. The size of the system components that were not put as 

optimization variables can be obtained with the presented algorithm. 
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4. Case study 

 This part describes the procedure used to apply the algorithm and the results given by the optimization 

for a given set of resource data and energy demand profiles of a building. 

 

4.1. Data presentation 

A measurement campaign has been started in Tahiti for the RECIF project and nevertheless these data are 

not available yet for a long period. Therefore the following study uses simulated data about a residential building 

in Hawaii over 11 months (February to December). These data are available online [34] as well as a description of 

the simulated residential building [35].  Hawaii and Tahiti have roughly the same climate except that the seasons 

are reversed. An overview of the data is shown on Figure 5. The consumed energies over the year of the considered 

building are about 13MWh for electricity and 9.5MWh for the cold which represent the consumption of 3 or 4 

households. 

Figure 4: Pseudo-code to compute all the powers at stake in the system from the values of the optimization 
variables. 
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Figure 5 : Simulated data for a residential building in Hawaii (from [34], [35]) 

The different component costs taken from the literature [36-39] that have been considered for the 

optimization are presented in Table 2 . Concerning the cost of the thermochemical unit, one must keep in mind 

that such systems are not yet industrially developed and are thus quite expensive. The cost could be significantly 

reduced in the future if the manufacturers develop this thermochemical storage system. Nevertheless, this cost is 

an approximate cost estimated from the past experience of the PROMES laboratory. It is also essential to keep in 

mind that the results presented in the next section are highly dependent on the considered costs. 

  

Component Initial cost Maintenance cost Replacement cost Lifetime 

Photovoltaic panels 250€/m² 7€/m²/y 200€/m² +25y 

Heat pump 500€/kW 100€/kW/y 400€/kW +25y 

Electrolyzer 1500€/kW 80€/kW/y 1300€/kW 10y 

Fuel cell 4000€/kW 200€/kW/y 2000€/kW 8y 

Hydrogen storage 30€/kWh 5€/kWh/y 25€/kWh +25y 

Electrochemical batteries 400€/kWh 10€/kWh/y 300€/kWh 4y 

Thermochemical system 500€/kWh 15€/kWh/y 400€/kWh +25y 
Table 2: Components costs considered for the economic assessment. 

 

4.2. Finding the worst scenario to size the system 

The main interest of the system lies in its ability to provide electricity and cold for buildings that are 

isolated from the microgrid. The demands will then be satisfied only if the system is sized according to the worst 

scenario of the year. This scenario is extracted from the data over a given period chosen by the user. This period 

must be chosen carefully as it corresponds to the time after which each storage should have retrieved its initial 

state. In addition, it is important for the user to have a rough idea of the number of occurrences of this worst 

scenario during the year. Indeed, it would be expensive to build a system sized according to one day occurring 



12 
 

once a decade. To find the worst scenario, the following indicator (15) that compares the solar energy resource to 

the whole energy consumed by the building has been used : 

𝑅𝑎𝑡𝑖𝑜ሺ𝑝𝑒𝑟𝑖𝑜𝑑ሻ =
𝑅𝑒𝑠𝑠𝑜𝑢𝑟𝑐𝑒𝑠

𝐶𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛𝑠
=

∑ 𝐺𝐻𝐼𝑝𝑒𝑟𝑖𝑜𝑑

∑ ሺ𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 +  𝐶𝑜𝑙𝑑ሻ 𝑝𝑒𝑟𝑖𝑜𝑑

 
(15) 

 

Once the storage period chosen, ranging from 1 to 14 days, this ratio is computed over the year by sliding 

this study window all along the year in order to catch the worst sequences for the system which. This sequence is 

found easily because it is the lowest ratio of all the possible sequences. Of course, the position of the sequence in 

the year depends on the duration of this one. The worst 2-day period is found in February while the worst 7-day 

period occurs in March. 

In order to assess which period duration has finally to be considered for the case study,  the system is 

optimized, and its cost evaluated for each worst period duration varying from 1 day to 14 days. Each simulation 

has been done 5 times and Figure 6 shows the maximum, the minimum, and the average cost.  

 

 
Figure 6 : Total system cost in function of the duration of the worst period 

Figure 6  shows that a period lasting more than 7 days is appropriate to size the system in order to 

minimize its cost. Nevertheless, the shorter is the period the shorter is the computation time due to the size of the 

optimization variable α which is proportional to the number of optimization points. For a seven days optimization, 

the number of optimization variables is 170. 

One could also wonder why the whole system costs less for a 1-day optimization period than a 2-day 

period. This could be explained by the fact that the area of PV panels decreases with the increase of the worst 

period duration because the mean solar irradiation is rising when considering more and more days. Figure 7 shows 

the price of PV panels in function of the duration of the worst period. Nevertheless, once the PV area is fixed, 

there will be more energy to store on sunny days, so the storage cost is increasing  at the beginning as shown on 

Figure 8 representing the total storage cost that impacts more the overall cost than the PV implemented area. 
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Figure 7 : PV cost evolution as a function of the duration of the worst period 

 
Figure 8 : Storage cost evolution as a  function of the duration of the worst period 
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Figure 9 shows the worst 7-day period of the year according to the ratio presented above. The system will 

then be sized on this precise week, which start on 3rd November. 

 
Figure 9 : Data for a residential building during the worst 7 days period of the year 

 

4.3. Results of the case study 

The algorithm can give an approximate size for each component in a very short time (few minutes) and 

the driving strategy to manage the system. Table 3 gives the different sizes and costs of the components and Figure 

10 shows the cost repartition between the different components of the system. 

 

Component Size Approximate price 

Photovoltaic panels 168m² 71k€ 

Heat pump 600W 2k€ 

Electrolyzer 17kW 103k€ 

Fuel cell 3,7kW 48k€ 

Hydrogen storage 78,2kWh 12k€ 

Electrochemical batteries 2kWh 5k€ 

Thermochemical system 8,8kWh 15k€ 

  Total : 258k€ 

 
Table 3: Sizes and costs of system components. 
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The major part of the cost (64 %) is due to the storage inside hydrogen. One can also notice that around 

168m² of photovoltaic panels are needed, which represent an installed power about 25kW. The price of the system 

over its lifetime is about 258k€. As a reminder, this building has an electricity consumption about 1 180kWh per 

month and 860kWh for the cold. 

 

Figure 11 shows, on the positive side of the graph, the power delivered over time by the electrical 

producers: the photovoltaic panels in orange and the fuel cell in blue. As expected, the fuel cell is only providing 

electricity at night or when there is not enough PV production. On the negative side of the graph are presented the 

power consumed over time by the building in green, the heat pump in purple and the electrolyzer in yellow. Once 

again, the electrolyzer comes into operation only when there is enough PV production. Finally, considering the 

envelopes of the positive and negative sides it can be asserted that the electricity production is always matching 

the consumption which means that the optimization algorithm works properly. 

 

Figure 10 : Cost repartition between the system components. 

Figure 11 : Temporal distribution of the electrical power inside the system. 
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In the same way as the previous graph, the Figure 12 shows the distribution of the cold production on the 

positive side between the heat pump in yellow and the two thermochemical units in blue and orange. Here again, 

looking at the envelopes, the production is always well matching the consumption. One can also noticed than the 

TCS unit provide 46% of the required cold energy which is not negligible.  

 

 

 

Finally, the evolution of hydrogen in the tank in term of energy during these 7 days is presented in Figure 

13. This graph is based on equation (7) described earlier. The criterion about the return to initial state at the end of 

the simulation is fulfilled which corroborate the fact that the algorithm if running properly. This graph can also 

give the needed quantity of hydrogen, about 80kWh here, which represent around 2,3kg of hydrogen. 

Figure 12: Temporal distribution of the cold power inside the system. 
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5. Impact of the load profiles on the cost of the whole system 

This part is dedicated to a discussion about the evolution of the economic interest of the system as a  

function of the load profiles. At first, two systems without TCS will be compared in order to see which profiles 

are more suitable for a storage inside hydrogen instead of electrochemical batteries. Then, the cost of a system 

with and without the TCS unit when hydrogen is used, will be discus according to different load profiles.  

These studies have been carried out considering 7 different cold profiles and 7 different electrical profiles. 

This enables the study of 49 different energy building demand profiles. The daily average consumption of cold 

and electricity has been kept constant in every profile: 48kWh per day have been considered for the electricity 

consumption. The average cold consumption has been chosen according to [22] where it is said that 36% of the 

electricity consumption is due to air conditioning. For ease of reference, Figure 4 shows the different profiles only 

for 3 different cold and electrical profiles, giving thus 9 profiles in all instead of 49. The horizontal axis represents 

the repartition of electricity consumption during the day in comparison to the electricity consumption during the 

night. On the left of this axis there is two times more consumption during the night period than during the day 

(ratio of 1/2), then moving towards the right there is a constant consumption (ratio of 1) and finally two times more 

electrical consumption during the day than during the night (ratio of 2). Similarly, the vertical axis represents the 

repartition of the cold energy consumption between day and night. To give an idea, the previous set of data had a 

mean electricity ratio about 1.2 and an average cold ratio of 1.8. Both demands were then more during the day 

than the night. 

Figure 13: Temporal distribution of the energy stored in the hydrogen tank. 
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5.1. Interest of a hydrogen storage according to the load profiles 

The first study concerns a comparison between an electrical storage into electrochemical batteries and 

into hydrogen. These two cogeneration systems have been optimized with the PSO algorithm in order to find their 

approximate costs, according to the 49 different load profiles. In this study, it is no more question of implementing 

a thermochemical unit. It is then assumed that the cold production is only handled by the electrically driven heat 

pump. 

The system with electrochemical batteries is depicted in Figure 15. In this system, the electrical 

production is handled by photovoltaic panels and the cold production is done by the heat pump. The storage of 

electrical energy is done by means of electrochemical batteries. To increase battery lifetime, an usual depth of 

discharge of 50% has  been considered for the optimization [39]. This means that twice the capacity really needed 

should be installed and this has to be considered in the total system cost. 

 

 

The system which stores electricity into hydrogen is depicted in Figure 16. As one can see, there are still 

batteries inside the system, but there are only here to deal with the high dynamic of the system, the power peaks 

for example. As the algorithm is working with a time step of one hour it is not possible to have an overview of the 

management of the batteries. That is why only 2kWh of batteries has been considered which seems a quite 

Figure 14:  Presentation of 9 of the 49 load profiles used for the studies. 

 

Figure 15: Scheme of the system with an electrical storage inside electrochemical batteries. 
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reasonable amount of such a system. These batteries will not be considered in the optimization but will nevertheless 

impact the total cost. 

 

 

The results of this study are presented in the Table 4 which present the cost reduction when hydrogen is 

used instead of electrochemical batteries. The result is negative when it is more interesting to use hydrogen. To 

increase understanding, a color coding has been implemented: the greener it is, the more there is an economic 

interest to use hydrogen. The first thing to notice is that hydrogen is always more interesting than electrochemical 

batteries in this study because all the results are negative. This result must be treated with caution because it is 

highly dependent on the considered component costs. For example, in a region where electrochemical batteries are 

very cheap the conclusion could be different. Nevertheless, the interest of this work is not to arbitrate whether 

hydrogen is more interesting than batteries or not. The interest is to detect a trend to see if the load profiles have 

an impact on the economic interest to use hydrogen instead of batteries. Indeed, whatever the cold ratio, the benefits 

remain quite constant but the more there is electricity to produce at night the more it became interesting to use 

hydrogen. This can be explained by the size of the battery pack which is directly proportional to the amount of 

energy to store while, with a hydrogen storage, once an electrolyzer and a fuel cell have been chosen according to 

the maximum powers involved in the system. The more there is energy to store the more the hydrogen tank must 

be bigger while the electrolyzer and the fuel cell remain with the same size. As the cost to store the same amount 

of energy in a hydrogen tank is cheaper than to store it into electrochemical batteries, it become obvious that the 

more energy there is to store the more it become interesting to use hydrogen instead of batteries. The last thing to 

notice is that the table is not uniform, this can be explained by the fact that the PSO algorithm can give sub-optimal 

solutions for some simulations. To decrease this issue, each scenario has been simulated 10 times in order to take 

the average value.  

 

  Electricity ratio day / night 

  1/4 1/3 1/2 1 2 3 4 

Cold ratio day / night 

4 -21% -20% -19% -16% -17% -16% -16% 

3 -21% -20% -19% -16% -17% -17% -16% 

2 -22% -21% -19% -17% -17% -17% -16% 

1 -24% -22% -21% -18% -17% -17% -17% 

1/2 -25% -24% -21% -18% -16% -17% -17% 

1/3 -25% -25% -23% -19% -17% -16% -17% 

1/4 -26% -24% -24% -18% -16% -16% -17% 

Table 4: Resulting cost  reduction by using hydrogen instead of electrochemical batteries. 

Figure 16: Scheme of the system with an electrical storage thanks to hydrogen. 
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5.2. Interest of a thermochemical unit according to the load profiles 

Using the same 49 load profiles, the PSO algorithm has been used to see when it is interesting to insert a 

thermochemical unit when hydrogen is used to store electricity. The cost reduction between the systems with and 

without thermochemical unit are shown in the Table 5. The result is negative when it became economically 

interesting to insert a thermochemical unit in the system. 

 

  Electricity ratio day / night 

  1/4 1/3 1/2 1 2 3 4 

Cold ratio day / night 

4 7% 8% 8% 4% 9% 8% 9% 

3 7% 6% 6% 3% 7% 8% 8% 

2 5% 4% 4% 3% 2% 6% 7% 

1 2% 2% 4% 2% 0% 3% 4% 

1/2 1% 1% 1% 0% -1% -1% 2% 

1/3 1% 1% 1% 0% -1% -3% -1% 

1/4 1% 0% 0% -2% -2% 0% -1% 

Table 5: Resulting cost reduction by the addition of a thermochemical unit in the system. 

 

Looking at this table it can be concluded that what matters here is the cold ratio. Whatever the electricity 

ratio, it becomes interesting to have a thermochemical unit in the system if there is a night consumption of cold. 

Nevertheless, one should notice that profits are not very interesting, about 3% in the most favorable case. This can 

be explained by the fact that thermochemical systems are still quite expensive because there are not still widespread 

in the industry. The interest of adding a thermochemical unit is not much the economic aspect, but rather the 

environmental aspects because the heat retrieving increase the system efficiency. 

To emphasize these conclusions, the Table 6 shows the direct comparison between a system where 

electricity is stored thanks to electrochemical batteries and where it is stored in hydrogen with a heat retrieving 

thanks to a thermochemical unit. As expected, it becomes interesting to use such a system when both consumptions 

occur at night. 

 

  Electricity ratio day / night 

  1/4 1/3 1/2 1 2 3 4 

Cold ratio day / night 

4 -15% -14% -12% -12% -10% -10% -8% 

3 -16% -15% -14% -14% -12% -10% -9% 

2 -18% -17% -16% -14% -15% -12% -11% 

1 -23% -20% -18% -16% -16% -15% -14% 

1/2 -24% -23% -20% -18% -17% -18% -16% 

1/3 -25% -24% -22% -19% -17% -19% -18% 

1/4 -25% -24% -24% -19% -17% -17% -17% 

Table 6: Resulting cost reduction by using hydrogen storage and a thermochemical unit instead of only 

electrochemical batteries. 
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In order to explain more deeply where the cost reductions come from, the Figure 17 shows the cost 

repartition for three extreme load profiles: the one with night consumptions (ratio ¼), the one with constant 

consumption (ratio 1) and the one with consumption during the day (ratio 4). For each scenario of consumption, 3 

systems are compared : the one with hydrogen and a thermochemical system, the one with hydrogen but without 

heat retrieving thanks to the TCS and the one with electrochemical batteries and no TCS. 

 

 

 

The first thing to notice is that the more there is energy to store the more the system is expensive whatever 

the storage used. Another interesting thing to remark is the reduction of the cost of the PV panels as well as the 

cost of the electrolyzer and the fuel cell when a thermochemical unit is added. Indeed, this cost reduction can be 

explained by the fact that in the case of night consumptions the PV area is reduced from 150m² to 127m² if a 

thermochemical unit is installed. This means that the global efficiency has been improved. For a daily production 

of 50kWh of electricity and 72kWh of cold, 150m² of PV panels produce around 160kWh of electricity for one 

day against 136kWh for 127m². 

 

6. Conclusion and perspectives 

The conception of a particle swarm optimization algorithm able to optimize at the same the component 

sizes and the driving strategy of cogeneration systems of cold and electricity has brought several achievements. 

First, a method to apply the algorithm on different sets of data has been shown. The key point is to find 

the worst scenario occurring during the year to size our stand-alone system. Once the duration of the worst period 

found, the algorithm has shown its capacity to find accurate solution in a small computation time. For the record, 

this system will use photovoltaic panels to produce electricity to deliver electricity to a building. The excess of 

electricity is stored in hydrogen thanks to an electrolyzer and a fuel cell is used to prevent for the shortage. The 

building climatization is ensured by an electrically driven heat pump assisted by a thermochemical system which 

retrieve the low-grade heat from the electrolyzer and the fuel cell.  

Another achievement has been to show that the more the electricity is consumed at night the more it 

become interesting to use a hydrogen-based storage instead of electrochemical batteries. This result remaining 

correct whatever the cold load profile. Nevertheless, one must keep in mind that this work concludes only about 

the trend because depending on the costs taking into account it could be possible that even with night consumption, 

electrochemical batteries remain cheaper than a hydrogen-based storage. 

The last achievement of this work concerns the addition of a thermochemical unit in the system, the 

economic profit has not been proven, but if cold consumption occurs at night, a more efficient system can be 

designed for approximately the same cost. Such interesting profiles for a cogeneration system with hydrogen and 

thermochemical unit could be found in hospital, museum, hotels where occur a night consumption of cold and 

electricity. 

Figure 17: Cost repartition between components for the 3 cogeneration systems and for 3 extremes load profiles. 
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The system of cogeneration studied in this paper could be improved in the future to design a trigeneration 

system of electricity, cold and heat. Further studies can also be carried out by investigating other cold applications 

such as refrigeration or even deep-freezing applications. 
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