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Sufficient Conditions for Output Reference Tracking for Nonlinear Systems:
a Contractive Approach

Mattia Giaccagli1, Daniele Astolfi1, Vincent Andrieu1 and Lorenzo Marconi2

Abstract— This paper deals with a tracking problem for
nonlinear systems. We present sufficient conditions for the
state-feedback output tracking problem, in case of arbitrarily
large constant references and arbitrarily large domain of
attraction. We present an extension of forwarding-based control
techniques applied in an incremental framework. Simulations
of an academic example are presented to validate the results.

I. INTRODUCTION

This work deals with the design of control laws for
nonlinear systems to track a constant reference set-point. For
linear systems this problem has been completely solved in the
context of the so-called internal model principle (see [15])
stating that the regulator needs to include an integral action
processing the regulated error. Based on this principle, many
solutions have been proposed in case of nonlinear systems.
We divide these solutions in two main classes.

The first one consists in employing a change of coordinate
to put the system into the so-called normal form, [18, Chapter
4.1]. Depending on the properties of the zero-dynamics, dif-
ferent control design have been proposed: see, among others,
[9], [20], [22], [26] for minimum-phase systems and [17]
for non-minimum phase. In these settings, output tracking
can be ensured for “large references” with a semi-global (or
global) domain of attraction. However, such designs cannot
be applied when the relative degree between the regulated
output and the control is not well-defined, namely when
the normal form doesn’t exist. Furthermore, the extension
to multi-input multi-output (and possibly more input than
regulated output) is not trivial. See for instance, [11], [34].

The second class of approaches follows the linear
paradigm: 1) extend the controlled system with an integral
action processing the regulated errors; 2) stabilize the unper-
turbed (i.e. with zero-reference) extended system; 3) finally
analyze the behaviour of the closed-loop system in presence
of the reference. Such approach is in general more flexible
as it’s “coordinate-free” and can be easily extended to multi-
input multi-output cases, but it’s limited in the size of the
domain of attraction and the reference, see for instance [23,
Chapter 12.4] with a linearization-based feedback design. In
order to relax such constraints, forwarding design (see, for
instance, [21], [27], for a review) have been proposed in [6],
[30] so that to achieve semi-global domain of attractions.
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Nevertheless, the size of the reference still need to be
“small”.

The objective of this work is therefore to study sufficient
conditions to design a state feedback control law for the
problem of output set-point tracking for nonlinear systems
with a global domain of attraction and without restrictions
on the amplitude of the set-point. We aim at proposing
conditions that are “coordinate-free”, i.e. we don’t look for
any normal form. For this, we follow similar ideas to [29]
by casting the output tracking problem into the contraction
theory and we propose a new control design based on a
modification of forwarding-based techniques able to preserve
the desired incremental stability properties, see, for instance,
[2], [5], [14], [25] and references therein. While the extension
to the incremental framework has already been done for
several control techniques, such as backstepping [36] [37]
[32], LMI [13] and circle criterion [35] [33], to the best of
authors knowledge the problem of incremental forwarding
hasn’t been addressed in literature. Yet, forwarding is the
natural tool to stabilize systems in cascade form as the
one obtained when the regulated system is extended with
integral actions, see [6], [30]. First we present sufficient
conditions for the incremental stabilization problem via
forwarding. In this context we state a non-uniform global
incremental exponential stability result, which can be made
uniform under more restrictive conditions. Successively, we
apply the proposed design to the output set-point reference
tracking problem. We establish sufficient conditions to design
a stabilizing feedback law to solve such a problem for
arbitrarily large references and for arbitrarily large domain
of attraction. The solution is coordinate-free and does not
require the knowledge of the set point in the design of the
controller.

The paper is structured as follows. First, in Section II, we
present the problem statement and we provide some prelimi-
naries results in order to clarify the link between contraction
theory and output tracking. Then, in Section III, we recall
some results on forwarding design and we give sufficient
conditions and a constructive design to enforce incremental
stability properties. Finally, in Section IV, we give the main
results on output tracking. An academic example is given in
Section V. Conclusions are derived in Section VI. Parts of
the proofs are postponed to the Appendix.

Notation: We define R>0 = (0,∞) and R≥0 = [0,∞).
Given a set A ⊂ Rn, we denote with Cl(A) its closure.
Given x ∈ Rn, y ∈ Rm, we denote (x, y) = (x>, y>)>.
Given a matrix A we denote with |A| the standard induced
matrix norm. We denote with In the Identity matrix of



dimension n × n; when there’s no possibility of misunder-
standing we drop the index and use simply I . Given two
vector fields f : Rn → Rn, h : Rn → R, we denote the Lie
derivative of h along f as Lfh(x) := ∂h

∂x (x)f(x).

II. PRELIMINARIES

A. Problem Statement

In this paper we are interested to the output set-point
tracking problem for nonlinear systems of the form

ẋ = f(x) + g(x)u, y = h(x), (1)

where x ∈ Rn is the system state, u ∈ R is the control
input and y ∈ R is the output. The goal is to design a
state feedback control law u such that, given a reference
r ∈ R, the closed loop system trajectories are bounded and,
asymptotically, limt→∞ e(t) := h(x(t))− r = 0.

In this paper we are interested in a coordinate-free ap-
proach, namely, we look for a solution that doesn’t involve
the use of normal forms of (1) by working on the “original
coordinates” restriction on the relative degree of the system.

In the spirit of [6], [30], we extend system (1) with an
integral action

η̇ = h(x)− r , (2)

and we look for a state-feedback law of the form

u = ψ(η, x) , (3)

which leads to a closed loop system

Ẋ = ϕ(X) + Γr, (4)

where X = (x, η) and

ϕ(X) =

[
f(x) + g(x)ψ(η, x)

h(x)

]
, Γ =

[
0
−1

]
. (5)

This type of control law solves the tracking problem if an
equilibrium X∗ = (x?, η?) exists, is unique and is globally
asymptotically stable. As a matter of fact, in this case,
h(x?) − r = 0 and consequently the error e converges to
zero along any solution of the closed loop system.

Constructing the feedback ψ such that, for all r, an
equilibrium exists and is globally asymptotically stable is
not an easy task when the system is not in normal form.
The results presented in [6], [30] provide a solution that
however poses limitations on the domain of attraction and
on the amplitude of the references, in the sense that they
provide a solution that is semi-global in X and only local in
the size of r. To overcome this constraints, we take advantage
of contraction theory, which is shortly recalled in the next
section.

B. Incremental Stability and Contraction Theory

Consider a systems of the form

Ẋ = ϕ(X), (6)

where X ∈ R% is the state and ϕ is a C1 vector field. By
X (X0, t) we denote the trajectory of the system starting from
the initial condition X0 at time t = 0.

In the following we will also adopt the following notation.
Given a 2 tensor P : R% → R%×% and the vector field ϕ :
R% → R%, we denote the Lie derivative of the tensor P along
ϕ as LϕP(X), defined as

LϕP(X) := dϕP(X) +
(
P(X) ∂ϕ∂X

(X)
)

+
(
P(X) ∂ϕ∂X

(X)
)>

where

dϕP(X) := lim
h→0

P(X (X , h))− P(X)

h
.

Definition 1. We say that system (6) is Incrementally Asymp-
totically Stable (in short IAS) on a positively invariant subset
O of R% if there exists a class KL function α such that

|X (X1, t)−X (X2, t)| ≤ α(|X1 − X2|, t) , (7)

for any X1,X2 ∈ O, and for any t ≥ 0. If O = R%, then we
say that system (6) is Incrementally Globally Asymptotically
Stable (in short IGAS).

IGAS property states that if we pick two different initial
conditions of system (6), the two trajectories that evolve
in time starting from these initial conditions, will converge
with each other as time goes on. Incremental properties are
useful, for instance, whenever we are not interested in the
convergence of trajectories toward an equilibrium point, but
rather to study the relative behaviors of trajectories. In case
the function α in (7) has an exponential decay, we have the
following definition.

Definition 2. We say that system (6) is Incrementally Ex-
ponentially Stable (in short IES) on a positively invariant
subset O of R% if there exist k, λ ∈ R>0 such that

|X (X1, t)−X (X2, t)| ≤ k|X1 − X2| exp(−λt) (8)

for all X1,X2 ∈ O, t ≥ 0. If O = R%, then we say that
(6) is Incrementally Globally Exponentially Stable (in short
IGES).

It is well known that IGAS/IGES properties are related to
differential properties on the vector field ϕ. We recall below
an important result linking incremental stability properties
and the existence of a metric which decreases along the
vector field.

Theorem 1. If there exists a C1 function P : R% → R%×%
taking positive definite symmetric values, and positive real
numbers p̄, p, q ∈ R>0 such that

pI% ≤ P(X) ≤ p̄I% (9)

LϕP(X) ≤ −qI% (10)

for all X ∈ R%, then system (6) is IGES. Conversely, if
system (6) is IGES and ϕ is C2 with bounded first and
second derivatives, then there exist a C1 function P and
p, p̄, q ∈ R>0 satisfying (9), (10).

Proof. The proof of the first part of the theorem can be found
in [24, Theorem 1], [2, Section II-B], [14]. The converse can
be found for instance in [2, Proposition 4].



When inequality (10) holds on the (Riemannian) convex
hull of a positively invariant compact set, exponential con-
traction is established in this one as stated in the following
proposition.

Proposition 1. Assume that there exists a C1 function P :
R% → R%×% taking positive definite symmetric values, and
positive real numbers p̄, p, such that (9) holds for all X in R%.
Let C be compact invariant subset of R% for the dynamical
system (6) and assume that there exists q ∈ R>0 such that
(10) holds for all X in O defined as

O =

{
X ∈ R%,max

w∈C
|X − w| < $

}
, (11)

where

$ >

√
p̄

2
√
p

max
(Xa,Xb)∈C2

|Xa − Xb| , (12)

then system (6) is IES on C.

Proof. The proof is omitted for space reasons. It can be
deduced by carefully specializing similar arguments to those
employed in Theorem 1.

Finally, we recall below the notion of “Killing Vector
Field” (see, for instance, [12, Appendix B]).

Definition 3. Given C1 functions P : R% 7→ R%×%, and
γ : R% → R%, we say that γ is a Killing Vector Field for P
if LγP(X) = 0 for all X ∈ R%.

C. From contraction to regulation

Our motivation to study incremental stability property
comes from the following result, stating that the tracking
problem for system (1) is automatically solved if we are
able to make the closed-loop system (4) IGES.

Theorem 2. Assume there exists a C1 function ψ : R×Rn 7→
R such that for all r in R the control law (3) ensures that
the closed loop system (4) is IGES. Then, this control law is
a solution to the (global) output tracking problem stated in
Section II-A i.e. limt→∞ y(t) = r for any initial condition
X0 = (η0, x0) in Rn+1.

Instrumental to the proof of Theorem 2, we have the
following Lemma.

Lemma 1. Suppose system (6) is IES in a closed forward
invariant set C ⊂ R%. Then, there exists a unique equilibrium
point X? ∈ C which attracts all solutions initiated from C.

Proof. See Appendix A.

Remark 1. Interestingly, a straightforward consequence of
Lemma 1 is that trajectories of a IES system evolving in
a closed forward invariant set cannot converge to a limit
cycles, but only to an equilibrium.

Proof of Theorem 2. By applying Lemma 1 with C = R%,
we know the existence of unique equilibrium point denoted
X? = (x?, η?). Note that X? being an equilibrium, it implies,
by definition of the η-dynamics in (2), that h(x?) = r.
System (4) being IGES, there exists k, λ ∈ R>0 such

that equation (8) holds which implies that, for all initial
conditions X◦ ∈ Rn, we have

|X (X◦, t)− X?| ≤ k|X◦ − X?| exp(−λt) .

Hence Theorem 2 holds.
The statement of Theorem 2 is based on the formal defi-

nition of IGES given in Definition (2). However, motivated
by the sufficient conditions of Theorem 1, an equivalent
result can be also stated in the metric framework, that is by
asking for the existence of a feedback law ψ and metric P
satisfying the properties (9), (10) for the closed-loop system
(4). Moreover, in the particular case in which the vector Γ
defined in (4) is a Killing Vector Field for P , it follows that

Lϕ+rΓP(X) = LϕP(X) + rLΓP(X) = LϕP(X) .

for all r ∈ R, namely the Killing Vector property is invariant
with respect to the size of r. As a consequence, based on
these remarks, we can state the following result.

Corollary 1. Suppose there exist a C1 function ψ : R ×
Rn 7→ R, a C1 function P : Rm → Rm×m taking positive
symmetric values and p̄, p, q ∈ R>0 such that, for the
closed-loop system (4), inequalities (9), (10) hold. Assume,
in addition, that Γ is a Killing Vector Field for P . Then, for
all r ∈ R the feedback law (3) solves the global tracking
problem, i.e. limt→∞ y(t) = r.

Motivated by this analysis, in the following section, we
consider the problem of designing a control law ψ ensuring
the contraction property along the vector field ϕ for some
P and the Killing Vector Field property with respect to the
vector Γ. Furthermore, note that, in view of its structure, see
(5), the vector field Γ acts only in the directions of η. Hence,
it suffices to find a metric P independent of η to have the
desired Killing Vector property satisfied.

III. INCREMENTAL FORWARDING

A. Highlights on Forwarding Design
Our system (1)-(2) is in the so-called feedforward form

(see [27]). The stabilization of this class of systems has been
widely studied in the last years through forwarding control
techniques (see [30], [6], [21] and the references therein).
The objective of this section is to design a forwarding-based
control law ensuring the desired contractivity properties. For
this, we first recall the following result.

Lemma 2. Consider system (1), (2) and suppose that the
origin of ẋ = f(x) is globally asymptotically stable and
locally exponentially stable. Then, there exists a C1 function
M : Rn → R solution of

LfM(x) = h(x). (13)

Proof. The proof can be found in [27, Lemma IV.2] or [19,
Section 5.2].

Based on the function M defined above, we can define
a stabilizing state-feedback control law for the extended
system (1)-(2) as

u = `(x)LgM(x)(η −M(x)) , (14)



where ` : Rn → R>0 is a sufficiently small function. See,
for instance, [30, equation (19)] for further details. We have
then the following result.

Lemma 3. Consider system (1), (2) and let the assumptions
stated in Lemma 2 hold. Furthermore, suppose the following
condition hold

|LgM(0)| > 0 . (15)

Then, there exists ` : Rn → R>0 such that the origin of
system (1), (2) in closed-loop with (14) is globally asymp-
totically stable and locally exponentially stable for r = 0.

Proof. The proof can be found in [6, Lemma 1], [30,
Assumption 4] and references therein.

Condition (15) is obtained if the extended system (1), (2) is
controllable at the origin. Such property, also known as “non-
resonance condition” in regulation theory [6, Assumption 3],
corresponds to the condition CA−1B is non zero, where

A :=
∂f

∂x
(x)

∣∣∣∣
x=0

, B := g(0), C :=
∂h

∂x
(x)

∣∣∣∣
x=0

.

B. Assumptions

Our objective is to design a forwarding-based control law
ensuring the desired incremental stability properties for the
extended system (1), (2). To this end, we first suppose that
the system (1), with u = 0, is IGES, as stated below.

Assumption 1. There exists a C1 function P : Rn → Rn×n
taking positive symmetric values and positive real numbers
p̄, p, q ∈ R>0 such that, for the vector field f of system (1),
inequalities (9) and (10) hold for all x ∈ Rn.

Note that Assumption 1 can be also satisfied after a
preliminary state-feedback, similarly to what assumed in [6].
and corresponds to a (incremental) stabilizability assumption
of system (1), which is, as a matter of fact, necessary in the
linear context, see [15]. For instance, it can be obtained by
following the design techniques in [29, Chapter 5], or [3],
[4], [28], [36].

Due to Lemma 1, it follows that ẋ = f(x) admits the
existence of an equilibrium which we assume to be the origin
(without loss of generality). Moreover, such equilibrium
is globally asymptotically stable and locally exponentially
stable and therefore, we can apply Lemma 2 to establish the
existence of a function M solution to (13). Similarly to the
condition (15) stated in Lemma 3, we need a controllability-
like condition for LgM(x) which, in our incremental frame-
work, is stated as follows.

Assumption 2. Let M be solution to (13). There exists m ∈
R>0 such that |LgM(x)| ≥ m for all x ∈ Rn.

Assumption 2 can be read as a uniform controllability-like
assumption for extended dynamics (1), (2) and represents the
“incremental version” of condition (15) stated in Lemma 3.
In particular, the new condition is assumed to hold for all x
and not just for the linearized system around the origin as
for (15). Finally, we have the following assumption.

Assumption 3. Let P be given by Assumption 1. Then the
vector field g of system (1) is a Killing Vector Field for P ,
i.e., LgP (x) = 0 for all x ∈ Rn.

Assumption 3 guarantees that the (Riemaniann) metric
induced by P is invariant along g. This means that the system
preserves its contractive properties in the directions provided
by g, namely, in the directions in which the control law acts.
Notice that if g is constant, Assumption 3 is satisfied for
every constant metric P .

C. Non-uniform Incremental Stability

In order to solve the problem, taking inspiration from the
control law defined in (14), we focus on feedback laws of
the form

u = ψ(η, x) := κLgM(x)−1β(η − M(x)) (16)

where M is defined in (13), κ ∈ R>0 and β is a C1

increasing function. We have the following result.

Theorem 3. Let Assumptions 1, 2 and 3 hold. Assume that
the function M satisfying (13) is C2, and that there exist
positive real numbers ḡ, k0, k1 ∈ R>0 satisfying

|g(x)| ≤ ḡ ,
∣∣∣∣∂M∂x (x)

∣∣∣∣ ≤ k0 ,

∣∣∣∣∂LgM∂x (x)

∣∣∣∣ ≤ k1 , (17)

hold for all x ∈ Rn. Finally, let β : R → R be any C1

function satisfying1

|β(s)| ≤ 1

k1
, 0 < β′(s) ≤ 1 , ∀s ∈ R . (18)

Then, there exists a positive real number κ? > 0 such that,
for any κ ∈ (0, κ?), the closed-loop system (4), (5), with
ψ defined as in (16), admits a C1 function P : Rn+1 →
R(n+1)×(n+1), a positive continuous function µ : Rn+1 →
R>0 and positive real number p̄, p ∈ R>0 satisfying (9) and

LϕP(X) ≤ −µ(X)In+1 ∀X ∈ Rn+1. (19)

Moreover, Γ is a Killing Vector Field for P .

Proof. See Appendix B

Note that we can’t conclude from (19) that the closed loop
system is IGES. Indeed, the right hand side of (19) may be
not uniform. This would be the case if µ(η, x) were lower
bounded. However, from the proof, we see that this is not
possible since µ depends on β, and, to have µ bounded from
below, β′ should be lower bounded by a positive real number
that, in turn, would violate (18). Note however, that if there
exists a compact set which is invariant along the solutions of
the system, then continuity of µ implies that the latter can
be uniformly bounded from below and uniform incremental
stability holds.

1For instance, one may select β(s) = 1
2πk1

arctan(2πk1s).



D. Global Incremental Stability

In order to obtain a global contractivity, we need to
suppose a stronger version of Assumption 2. In particular,
we need, not only the rank of LgM to be constant, but also
the function itself, as stated below.

Assumption 4. There exists a real number c 6= 0 such that
LgM(x) = c for all x ∈ Rn.

Under previous assumption, we have the following result.

Theorem 4. Let Assumptions 1, 3 and 4 hold. Assume that
the function M satisfying (13) is C2 and that there exist
positive real numbers ḡ, k0 ∈ R>0 satisfying

|g(x)| ≤ ḡ ,
∣∣∣∣∂M∂x (x)

∣∣∣∣ ≤ k0 . (20)

for all x ∈ Rn. Then, for any κ ∈ R>0, the closed-loop
system (4), (5) with ψ defined as

u = ψ(η, x) :=
κ

c
[η − M(x)], (21)

admits a C1 function P : Rn+1 → R(n+1)×(n+1) taking
positive symmetric values and real numbers p, p̄, q ∈ R>0

satisfying (9), (10), for all X ∈ Rn+1. Moreover, Γ is a
Killing Vector Field for P .

Proof. See Section C.

IV. INCREMENTAL INTEGRAL ACTION FOR OUTPUT
TRACKING

Finally, by using the feedback design proposed in Sec-
tion III and the framework presented in Section II, we have
the following results on output tracking, based on the design
proposed in Theorem 3.

Proposition 2. Suppose all assumptions of Theorem 3 hold
and consider system (1) in closed-loop with

u = ψ(η, x) , η̇ = h(x)− r , (22)

where ψ is chosen as in Theorem 3. Then, for all constant
r ∈ R and all X0 = (η0, x0) in Rn+1 such that X (X0, t)
is bounded in positive time, the output tracking problem is
solved, i.e. limt→∞ y(t) = r for all such initial conditions.

Proof. Applying Theorem 3, picking κ ∈ (0, κ?), it yields
the existence of a C1 function P : Rn+1 → R(n+1)×(n+1),
a positive function µ : Rn+1 → R>0 such that (19) holds.
Let r in R and X0 = (η0, x0) in Rn+1 such that X (X0, t) is
bounded in positive time. Let

C := Cl

{ ∞⋃
t≥0

X (X0, t)

}
.

and note that C is a forward invariant compact
set (by Birkhoff theorem [18, p. 517]). Let
q = min{(η,x)∈O} µ(η, x) > 0 where O is the set
defined in (11) for some positive real number $ satisfying
(12). Keeping in mind that Γ is a Killing Vector Field for
P , it yields

Lϕ+rΓP(X) = LϕP(X) + rLΓP(X) ≤ −qIn+1 .

for all X ∈ O. Hence with Proposition 1, the system is
IES in C. With Lemma 1, it implies the existence of a
unique equilibrium X? = (η∗, x∗) ∈ C attracting all solution
starting from C. Hence, because of the integral action, it
yields h(x∗) = r.

Note that the boundedness requirement on the trajectory
implies most of the time a bound for the reference r that can
be tracked. The following result shows that the contractivity
property always holds provided that r is sufficiently small.
This is a local result in the reference signal but global in the
state, (i.e. in the initial conditions). In this respect, the results
extends the semi-global result obtained in [6, Proposition 3].

Proposition 3. Suppose all assumptions of Theorem 3 hold.
Then there exists r̄ ≥ 0 such that for all r such that |r| ≤ r̄,
the feedback (22) given in Proposition 2 with ψ chosen as in
Theorem 3, solves the output tracking problem for system (1),
i.e. limt→∞ y(t) = r for any |r| ≤ r̄ and for any initial
condition X0 = (η0, x0) in Rn+1.

Proof. Consider the closed-loop system (4), with ϕ,Γ de-
fined as in (5), and ψ selected as in (16). For r = 0, the
origin of (4) is an equilibrium, and because of Theorem 3, it
is locally exponentially stable. This can be proved by using
the linear approximation at the origin and the Lyapunov
function V (X) = X>P(0)X , with P(x) satisfying (19).
Hence, by [6, Lemma 5], there exists r̄ > 0 such that, for all
|r| ≤ r̄, system (4), admits an equilibrium X∗ ∈ Rn+1 which
is locally exponentially stable, with a domain of attraction
N ⊂ Rn+1. Now, because of Theorem 3, system (4) satisfies
(19). In particular, Γ is a Killing Vector and LϕP(X) ≤ 0 for
all X ∈ Rn+1. This implies that the (Riemannian) distance of
any two trajectories of (4) is not increasing, and, in particular,
the distance of any trajectory to X∗ is not increasing. In
other words, the trajectory of (4) is bounded for any initial
condition X0 ∈ Rn+1. Hence, the statement of the proof
follows by direct application of Proposition 2.

Finally, the last result employs Theorem 4 to obtain a
global result.

Proposition 4. Suppose all assumption of Theorem 4 holds.
Then the control law (22) with ψ chosen in (21) solves
the global output tracking problem for system (1), i.e.
limt→∞ y(t) = r for any r ∈ R and for any initial condition
X0 = (η0, x0) in Rn+1.

Proof. This proposition is a direct consequence of Corol-
lary 1 and Theorem 4.

Note that in [6], [30], the domain of attraction is semi-
global in X and local (i.e. small) in the references r.
Differently here, we provide a result that is global (i.e.
arbitrarily large) both in term of domain of attraction and
reference to be tracked.



V. EXAMPLE

Consider system (1) with

f(x) =

(
−2x1 + 3x2 + sin(x1)− x3

1

−2x2

)
, g(x) =

(
1
−1

)
,

and h(x) = x3
1 − sin(x1) + x2. First, we can verify that

this system verifies Assumption 1 with P = diag(1, 1
2 ),

q = 1
2 , p = 1

2 , p̄ = 1. Furthermore, the function M(x)
defined in Lemma 2 can be computed as M(x) = −x1 −
2x2. Hence, Assumptions 2 and 4 are also verified since
LgM(x) = 1. Finally, Assumption 3 is trivially satisfied
since P and g are constant. Note also that the relative degree2

is not well defined, since Lgh(x) = 3x2
1 − cos(x1) + 1 is

not constant. Hence, techniques based on normal forms for
output tracking (see for instance [22]) doesn’t apply in this
case. Nevertheless, we can apply results of Theorem 4 and
Proposition 4 to achieve global output tracking. Figures 1
and 2 show the state x and the output y of the system in
closed-loop with the control law (21), with κ = 10, when
r = 0 and for different initial conditions selected as X(0) =
(−1, 5, 3), X(0) = (3,−6, 2), X(0) = (−2, 1, 4), X(0) =
(−2.1, 3.7,−1). Figure 3 and 4 shows the corresponding
trajectories when r = −10. It’s also interesting to notice the
role of the gain κ. In particular for high-gain, the transient
is faster but the error of the output tracking is higher in the
transient. On the contrary, for low-gain value the transient is
longer but the error of the output during is lower.

VI. CONCLUSIONS

In this paper we have studied the output set-point tracking
problem for nonlinear systems by following the classical
linear output regulation approach, see [15]. First, we ex-
tended the system with an integral action processing the
regulated output; then we designed a stabilizing feedback
law for the extended system by supposing the reference to
be zero; finally, we studied sufficient conditions guaranteeing
that when the reference is non-zero, the tracking problem
is solved. In doing so, we presented a number of new
results. First, we addressed the incremental stabilization
problem via forwarding by providing two different sets of
sufficient conditions and constructive design in order to
obtain (non-uniform) incremental exponential stability and
global incremental exponential stability. Then, we studied the
effect of large tracking references. In particular, we showed
that, because of the contractivity properties of the system,
if the trajectories of the closed-loop system are bounded
in forward time, then necessarily the tracking objective is
achieved. Finally, sufficient conditions to solve the global
output tracking problem are given.

Future works may include a robust analysis with respect
to model perturbations in the same spirit of [6], [10], the
design of an output feedback law [6], and the extension of
the proposed technique to the case of periodic references, as
done in [7], [8] or [28].

2See [18, Chapter 4.1].

Fig. 1. x-dynamic in stabilization

Fig. 2. y-dynamic in stabilization

Fig. 3. x-dynamic in tracking

Fig. 4. Tracking error dynamic



APPENDIX

A. Proof of Lemma 1

Let τ be such that k exp(−λτ) = γ < 1 and define Tτ
as the mapping that associates to any initial condition X0 of
system of (6), its corresponding solution X (X0, τ) at time τ ,
that is Tτ (X) := X (X0, τ). Since C is forward invariant, the
function so defined maps points in C into C. Furthermore,
by using the inequality (8) guaranteed by the IES property
of system (6) on C, for any two given points X1,X2 ∈ C, we
have

|Tτ (X1)− Tτ (X2)| ≤ ρ|X1 − X2|

with ρ < 1. Recall that the Euclidean space endowed with
standard Euclidean norm is a complete metric. Hence, the
map Tτ is a contraction and by Banach fixed point theorem
(see, e.g., [1]), there exists a unique fixed point x? in C such
that Tτ (x?) = x?. Hence, for any X in C, inequality (8),
implies,

|X (X , t)− X?| = |X (X , t)−X (X?, t)|
≤ k exp(−λt) |X − X?| .

Hence, X? is attracts all trajectories initiated from C.
An equivalent proof of this lemma, covering also the case

of periodic equilibrium, has been developed independently
in [16, Section IV-B].

B. Proof of Theorem 3

In the new coordinates X̄ = (x, z), where z = η −M(x)
with M given by Lemma 2, (4) becomes

˙̄X = ϕ̄(X̄) =

[
f(x) + κg(x)LgM(x)−1β(z)

κβ(z)

]
. (23)

The Jacobian of ϕ̄ is given by

∂ϕ̄

∂X̄
(X̄) =

[
J11 J12

0 J22

]
(24)

where

J11 =
∂f

∂x
(x)− κg(x)

∂LgM

∂x
(x)

β(z)

LgM(x)2
,

J12 = κg(x)
β′(z)

LgM(x)
,

J22 = −κβ′(z).

Let P̄(x) = P̄(x)> > 0 be defined as

P̄(x) =

[
P (x) 0

0 b

]
, (25)

for some b ∈ R>0 to be defined later. Let also R be the
matrix defined as

R(X̄) = Lϕ̄P̄(X̄) +

[
q
2In 0
0 κβ′(z)

]
. (26)

We show that R takes only negative definite values provided
κ is selected sufficiently small. To do this, note that

R(X̄) =

[
L11 L12

L>12 L22

]
, (27)

where, employing Assumption 3,

L11 = LfP (x) + κ

(
P (x)g(x)

∂LgM

∂x
(x)

β(z)

LgM(x)2

)>
+ κ

(
P (x)g(x)

∂LgM

∂x
(x)

β(z)

LgM(x)2

)
+
q

2
In,

L12 = bκP (x)g(x)
β′(z)

LgM(x)
,

L22 = −bκβ′(z).

Since, L22 < 0, R is negative definite provided its Schur
complement L11− L12L

>
12

L22
is so. Note that, with Assumption

1, Assumption 2, inequalities (17) and the bound on β
selected in (18), we have

L11 ≤
(

2κ
p̄ḡ

m2
− q

2

)
In . (28)

Moreover, with Assumption 2 and the fact that β′(z) > 0,

|L12| ≤ bκ
p̄ḡ

m
β′(z).

It implies

L11 −
L12L

>
12

L22
≤
(

2κ
p̄ḡ

m2
− q

2

)
In + bκ

p̄2ḡ2

m2
β′(z), (29)

namely, with the bound on β′,

L11 −
L12L

>
12

L22
≤
(
κ
p̄ḡ

m2
(2 + bp̄ḡ)− q

2

)
In.

Selecting b = 1 and κ∗ as

κ∗ =
qm2

2p̄ḡ (2 + p̄ḡ)
,

it yields R negative definite and consequently, with (26),

Lϕ̄P̄(X̄) ≤ −min
{q

2
, κβ′(|z|)

}
In+1 . (30)

Going back into the original coordinates X = (x, η), inequal-
ity (9) holds with

P(X) =

[
In −∂M∂x (x)>

0 1

] [
P (x) 0

0 b

] [
In 0

−∂M∂x (x) 1

]
=

[
P (x) + b∂M∂x (x)> ∂M∂x (x) −b∂M∂x

>
(x)

−b∂M∂x (x) b

]
, (31)

p̄ = max{p̄+bk2
0, b}, p = min{p+bk2

0, b}. Then, inequality
(19) holds with such P and the function µ defined as

µ(η, x) =
1

(1 + k0)2
min

{q
2
, κβ′(|η −M(x)|)

}
. (32)

For the last part of the theorem, since P doesn’t depend on η,
it yields that dΓP(X) = 0. Consequently, LΓP(X) = 0.



C. Proof of Theorem 4

The proof goes along the same lines of the one of Theorem
3. Indeed, in this case,

L11 = LfP (x) +
q

2
In ≤ −

q

2
In

regardless the function β and κ, i.e. the control law has
infinite gain margin [31, Definition 2.8]. By taking β(s) = s,
inequality (29) modifies as

L11 −
L12L

>
12

L22
≤ −q

2
In + bκ

p̄2ḡ2

m2
.

For any given κ, select

b =
qm2

4κp̄2ḡ2
.

This implies that equation (30) becomes

Lϕ̄P̄(X̄) ≤ −min
{q

2
, κ
}
In+1 ,

and, consequently, (32) becomes

µ(η, x) = µ =
1

(1 + k0)2
min

{q
2
, κ
}
.

Hence, the statement of the theorem follows with p̄, p as in
the proof of Theorem 3 and q = µ defined above. Finally,
with the same arguments of the proof of Theorem 3, we have
LΓP(X) = 0.
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