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First order periodic Mean Field Games in Heisenberg group

PaorLA MaANNUccTr! CLAUDIO MARCHI | NICOLETTA TcHOU ¥

Abstract

In this paper we study evolutive first order Mean Field Games in the Heisenberg
group H'; in particular, the state of each agent can move only along “horizontal”
trajectories which are given in terms of the vector fields generating H' while the
kinetic part of the cost depends only on the horizontal velocity. In this case, the
Hamiltonian is not coercive in the gradient term and the coefficient of the first order
term in the continuity equation has a quadratic growth at infinity. The main results
of this paper are two: the former is to establish the existence of a weak solution to
the Mean Field Game system while the latter is to prove that this solution is a mild
solution in the sense introduced by Cannarsa and Capuani [19] for state-constrained
Mean Field Games. Roughly speaking, this property means that, for a.e. starting
state, the agents follow optimal trajectories of the optimal control problem associated
to the Hamilton-Jacobi equation given by the evolution of the population. In order
to prove these results, we need some properties which have their own interest: some
uniqueness results for a Fokker-Planck equation of the second order with respect to
the vector fields and a probabilistic representation of the solution to the continuity
equation.

Keywords: Mean Field Games, first order Hamilton-Jacobi equations, continuity equa-
tion, Fokker-Planck equation, noncoercive Hamiltonian, Heisenberg group, degenerate op-
timal control problem.

2010 AMS Subject classification: 35F50, 35Q91, 49K20, 49L.25.

1 Introduction

In this paper we study evolutive first order Mean Field Game (brieflyy, MFG) in the
Heisenberg group H'. Let us recall that the MFG theory started with the works by
Lasry and Lions [34, 35, 36] and by Huang, Malhamé and Caines [31] (see the monographs
[1, 22, 9, 29, 30| for the many developments in recent years) and studies Nash equilibria
when the number of agents tends to infinity and each agent’s aim is to control its dynamics
so to minimize a given cost which depends on the distribution of the whole population. On
the other hand, the Heisenberg group can be seen as the first non-Euclidean space which
is still endowed with nice properties as a (noncommutative) group operation, a family of
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dilations and a manifold structure (see the monographs [16, 39] for an overview). From

the viewpoint of a single agent, the Heisenberg’s framework entails that its state cannot

change isotropically in all the directions but it can move only along admissible trajectories.
We shall consider systems of the form

(i) — O+ 2 = Plm(t)) () in H! x (0,7)
(1.1) (i) Oym — divy (mDyu) =0 in H' x (0,7)
(4i1) m(x,0) = mo(x),u(x,T) = GIm(T)](x) on H',

where Dy and divy are respectively the horizontal gradient and the horizontal divergence
while F' and G are strongly regularizing coupling operators and are Qy-periodic w.r.t. x
with Qg := [0,1)3: see assumptions (H1)-(H4) and section 2 below for the precise defini-
tions. Hence, we shall focus our attention on Q#-periodic solution to (1.1). It is worth to
stress that the QQy-periodicity is the periodicity in the group operation of the Heisenberg
group: see Section 2.1 below for the precise definition.

For readers which are not familiar with intrinsic calculus, in Euclidean coordinates, sys-
tem (1.1) becomes

(1) —0wu + H(x, Du) = F[m(t)](x) in R? x (0,7)
(1.2) (i) oym — div(m 0, H (z, Du)) =0 in R? x (0,7)
(1i1) m(x,0) = mg(x),u(z, T) = Glm(T)](x) on R3,

where, for p = (p1,p2,p3) and x = (21,22, x3), the Hamiltonian H(z,p) is
(1.3)

1 2 2 PB@P Lo e
H(z,p) = 5 ((p1—w2ps)*+ (p2-+a1ps)”) = ———— with B(x) := 0 1 |em
—T2 X1

while the drift 0,H (x,p) is
(1.4)  9,H(z,p) = pB(z)B(x)" = (p1 — 22p3,p2 + T1p3, —p172 + pax1 + p3(2F + 23)).

These MFG systems arise when the generic player with state x at time ¢ must
follow horizontal curves with respect to the two vector fields X; and Xy generating the
Heisenberg group (see (2.3) below):

(1.5) 2'(s) = a1(8) X1(z(s)) + as(s) Xa(z(s))

namely

71(s) = an(s), 2h(s) = aa(s), ws(s) = —wa(s)on(s) + x1(s)aa(s).

Each agent wants to choose the control o = (a1, a2) in L2([t, T]; R?) in order to minimize
the cost

Tr1
(1.6)  JM(x(), () :=/t sl + Flm(r))(2(7)) | dr + Gm(T)|((T))

where m(-) is the evolution of the whole population’s distribution while (x(-),a(+)) is a
trajectory obeying to (1.5).

Let us observe two important issues of these MFG systems: (i) the Hamiltonian H
is not coercive in p uniformly in z, (i) in equation (1.2)-(ii) the coefficient of the first



order term has a quadratic growth in x.

Point (i) prevents the application of standard approaches for first order MFG (for instance,
see [9, 22, 24, 30]). Moreover, we recall that the papers [2, 20, 37] already tackled MFG
systems with noncoercive Hamiltonians for first order MFG while paper [28] dealt with
second order subelliptic MFG. However, the results in [20, 2] do not apply to the present
setting because these papers consider a different kind of admissible trajectories. Note that
the present case is not encompassed neither in our previous work [37] because the matrix B
in (1.3) does not fulfil the assumptions of [37, Section 5], in particular det B(z)BT (z) =0
for any 2 € R? hence the set where the matrix BBT degenerates does not have null
measure. On the other hand, point (ii) gives rise to some difficulties for applying the
vanishing viscosity method, especially for the well-posedness of the Cauchy problem for
equation (1.2)-(ii) with the viscosity term and for its stochastic interpretation.

The aims of this paper are two; the former one is to prove the existence of a weak so-
lution to system (1.1) in the sense of Definition 3.1 below. To this end, we establish several
properties of the solution to the Hamilton-Jacobi equation (1.1)-(i) (as semiconcavity, Lip-
schitz continuity, regularity of the optimal trajectories for the associated optimal control
problem) and we perform a vanishing viscosity procedure with the horizontal Laplacian
adapting the techniques introduced by PL. Lions in his lectures at College de France
[22, 36] (see also [2, 37] for similar approaches for some noncoercive Hamiltonians). The
latter, and main, aim of this paper is to prove that this weak solution is also a mild solution
in the sense of the definition introduced by Cannarsa and Capuani [19] when the control
is on the velocity of the trajectory. Roughly speaking, as in the Lagrangian approach
for MFG (see [8, 19]), this property means that, for a.e. starting state, the agents follow
optimal trajectories for the optimal control problem associated to the Hamilton-Jacobi
equation. As in the state-constrained case treated in [19], here the uniqueness of the opti-
mal trajectories a.e. with respect to the initial points is not granted; this implies that the
measure representing by the superposition principle the behaviour of the mass of agents
is not unique. However, it is worth to observe that, in contrast with the cases tackled
in [2, 22, 37], in the present setting it is not clear if for a.e. initial starting point the
optimal trajectory is uniquely determined. This is a consequence of the degeneracy of the
matrix BB” at every point of the space. The issue of finding necessary or sufficient condi-
tions ensuring the uniqueness of optimal trajectories for a.e. starting points with respect
to the initial distribution of players is challenging and open even in the Heisenberg group;
we hope to study it in a future work. In order to prove that our solution is in fact a mild
solution, we shall adapt to the periodic Heisenberg setting the superposition principle [3,
Theorem 8.1.2]. In particular we shall prove in the Heisenberg framework: (1) an optimal
synthesis result, (2) a superposition principle, (3) a uniqueness result in a viscous setting
for the Fokker-Planck equation with unbounded coefficients. In our opinion, these results
can have an interest independent of the MFG context.

As in the papers [34, 35, 36], we tackle the periodic setting taking advantage of the
invariance of the structure of the operators in the Heisenberg group and of the definition
of a periodicity cell introduced in [12, 13] (see also [11]). Let us stress that our results
could be generalized with suitable adaptations to the case of invariant operators in other
Lie groups [38, 41]. The techniques for the nonperiodic case are different and the results
will appear in a future paper.

This paper is organized as follows. Section 2 is devoted to define the Heisenberg
group, the periodicity and the convolution in the group. Section 3 contains the assumptions
and the statement of the main theorem. In Section 4 we study the main properties of



the solution of the optimal control problem associated to the Hamilton-Jacobi equation
(1.1)-(i). The main contribution of Section 5 is the proof of Theorem 5.1 which gives the
needed regularity of the solution m to prove the main Theorem 3.1 in Section 6. The three
appendices deal with A) the definition of the differential operators in the Heisenberg group,
B) uniqueness results for a general degenerate Fokker-Plank equation with unbounded
coefficients, C) an adaptation of the probabilistic representation result of [3] to a generic
“intrinsic” continuity equation in a periodic setting for the Heisenberg group.

Notations. For any function u : R?* x R 3 (z,t) — u(z,t) € R, Du and D?u stand for the
Euclidean gradient and respectively Hessian matrix with respect to . For any compact set
A of R3, we denote C2(A) the space of functions with continuous second order derivatives
endowed with the norm || f[|c2(a) := supyeall f(2)| +[Df(2)| + |D*f(z)]].

For any complete separable metric space X, M(X) and P(X) denotes the set of non-
negative Radon measures on X, and respectively of probability measures on X. For
any complete separable metric spaces X; and X, any measure n € P(X;) and any
function ¢ : X; — Xa, we denote ¢p#n € P(X3) the push-forward of n through ¢, i.e.
o#n(B) == (¢~ (B)), for any B measurable set, B C X,. (see [3, section 5.2] for the
precise definition and main properties). For a function m € C([0,T],P(X)), m; stands
for the probability m(t,-) on X.

2 Preliminaries: The Heisenberg group

We introduce the following noncommutative group structure on R3. We refer to [16] for a
complete overview on the Heisenberg group.

Definition 2.1 The 3-dimensional Heisenberg group H' is the vector space R®, endowed
with the following noncommutative group operation, denoted by @:

(21) 2oy =(11,72,73) D (Y1,Y2,¥3) = (1 + Y1, 72 + Y2, 73 + Y3 — T2y1 + T1Y2).

for all v = (z1,32,23), y = (y1,Y2,y3) € R3.

The law x @ y is called the z left translation of y. We call 7! the point such that
zr'@r=x®2 ! =0. Note that 27! = (—x1, —x9, —x3). Hence we define

zoy=c®y !
In H! we define a dilations’ family as follows.

Definition 2.2 The dilations in the Heisenberg group are the family of group homeomor-
phisms defined as, for all X >0, 6y : H' — H' with

(2.2) Sa(x) = Nz, Az, N2 23), Vo= (x1,19,x3) € H.

We define the two vector fields

1 0
(2.3) Xi(z)=1|[ 0 and Xo(z)=| 1 |, Va=(z,29,23)cH.
— X9 T

By these vectors we define the linear differential operators, still called X; and X»

(2.4) X, = aml — :1:28963, Xy = amz + :1:18%.



Note that their commutator [X1, Xo] := X1 X9 — Xo X verifies: [X1, Xa] = —20,,. Hence

we say that the vectors Xi(z) and Xs(x) are the generators of R? because, together with

their commutator [X1, X], they span all R?. The fields X; and X are left-invariant vector

fields, i.e. for all u € C*°(H') and for all fixed y € H*

Xi(u(y @ z)) = (Xju) (y @), i =

(2.5)

Note that the matrix B(x) defined in (1.3) is the matrix associated to the vectors X
and X5. For any regular real-valued function u, we shall denote its horizontal gradient
and its horizontal Laplacian by Dyu := (Xiu, Xou) and respectively Ay, := X?u + X3u
and we observe Dyu = DuB(z) and Ayu = tr(D?*u BBT) where Du and D?u denote
the Euclidean gradient and respectively the Hessian matrix of w. For any regular u =
(u1,uz2) : H' — R2, we denote its horizontal divergence by divy u := Xju1 + Xous and we
note that the left-invariance of X; (i = 1,2) entails the left-invariance of divy. We have:

diV'H (D’H’u,) = A'H’u,.

(2.6)

Let us define

and the distance associated by the group law

(2.7)

lzllze = ((2F +23)* +25)"/*

dy(z,y) = lz @y~

Remark 2.1 Let us recall that there holds

dy(z,y) < o —y[+ (1 + |z1]

1/2

+ |22 /2)]a — |

1/2

1,2.

Y,y

For the sake of completeness, let us briefly recall the proof. We have

dy(z,y) < (21 —y1)? + (22 — y2)2)? + |23 — y3 + 221 — 2192
< =yl 4 |r3 — y3 + 22y — 2192

On the other hand, there holds

|z3 — Y3 + Toy1 — T1y2|

1/2

IN A

|zs —ys + xa(yr — x1) + x1(22 — Y2
+ |:1:2|1/2|y1 — x|

|$3 —y3|1/2

/2.

1/2

(L4 fa 2+ o] /2) | — )2,

+ [21]

€ H.

1/2

)|1/2

1/2 1/2

|<172 - y2|

Replacing the last inequality in the previous one, we accomplish the proof.

Lemma 2.1 The following equalities hold

(4)
(i)

Xi(llzll%) =

| Dy (|l 1717 =

~ 6af + 323

X3 (ll=l3,) =

Az(ll=ll3,) =

B 271 (22 + 23) — 273

|13,
A(x? + 23) 4 (2% + 23)x

2
3

13,
X (2[5

(13,

9zt +23)  [Du(lllF)?

113,

)

/13,

/13,

5

Using the definitions (2.4) and (2.6) we easily prove the following equalities:

2%2(%2 + a:z) + 2173
, Xa(llzll3) = T

Y

X3(lzl3,)

13,

)

_ 625+ 32f [ Xl

13,

(13,

)



2.1 Periodicity in the Heisenberg group

The notion of periodicity is introduced by the group law @. We follow the definition and
the results given in [12, 13].
Let Q3 = [0,1)3. We can construct a tiling of H' by the property of pavage: for every
x € H! there exists a unique z € Z3 such that there exists a unique ¢y = g (r) € Qx
such that z ® qy = .

We can now define the Qy-periodicity on H' with respect to this reference pavage.

Definition 2.3 A function f defined on H' is said Q-periodic if for any x € H*,

f(x) = flan(x)),

where qy(x) is the unique element of Q3 such that x = z ® qy(x) for the unique z € 73,

We will denote by Cgy, ., the set of the functions f € C>°(H") that are Q#-periodic. The
definition of QQy-periodicity is equivalent to the following definition of 14 -periodicity:

Definition 2.4 A function f defined on H' is said 14-periodic if for any x € H' and any
z € 73 there holds

flzoz) = f(z)
Lemma 2.2 A function f is Qu-periodic if and only if is 14-periodic.

Proof. Note that by the pavage property if f is 1y-periodic then is QQx-periodic. Con-
versely, for any z € H' there exist unique z and ¢y such that z = z @ gy. For any 2/ € Z3
we write 2/ @ x = 2/ ® 2 @ qy. Since 2/ @ z € Z3 then gy (2’ ® z) = g (x) and by the
definition of Qx-periodicity we get f(2' ® ) = f(qu(Z' ® z)) = f(qu(x)) = f(z), for any
2 e 73 O

Definition 2.5 We denote with Ty the torus in the Heisenberg group H', namely H' /Z3
using the following equivalence law: © ~ vy if there exists z € Z3 such that z @ x =vy. The
torus is naturally endowed with the distance induced by dy:

d']TH (x,y) = inqu.[(aj',y') Vx,y € ’]I"H
where the infimum is performed over all the couple (z',y') € H' x H' with x ~ 2/, y ~ ¥/.

Remark 2.2 Lemma 2.2 ensures that x ~ x' if and only of q3(x) = qp(2). It is worth to
observe that the Heisenberg torus Ty does not coincide with the Euclidean torus; especially,
Ty, is not obtained identifying the points of two opposite faces of Qu with the same two
coordinates. As a matter of facts, this happens between the two faces given by x3 = 0
and x5 = 1. For completeness, let us write the identification of points (1,xz9,x3) with

(w2, 73) € [0,1)% with points (0, %, x%) with (x4, z4) € [0,1]2: we have
(1, 29, 33) ~ (0,29, x5 — x2) for x3 —x9 € 10,1)
2 (0,290,253 —x2+1)  for xg —x9 € (—1,0];

actually, for x3—xo € [0,1) there holds (—1,0,0)®(1, x2, x3) = (0, x2, x3—22) While for x3—
x9 € [—1,0) there holds (—1,0,1) ® (1,22, x3) = (0,22, 23 —x2 + 1). Moreover, (1,1, x3) ~
(0,0,z3) because (—1,—1 0) (1,1,23) = (0,0,23) for every xs € [0,1) and (1,1,1) ~
(0,0,0) because (—1,—1,—1) @ (1,1,1) = (0,0,0). And similarly for the remaining cases.



Remark 2.3 With a slight abuse of notations, throughout this paper we shall identify any
measure n € M(Qy) with the same measure on the torus Ty and also with the measure
n € M(HY) such that o/ (z & A) = n(A) for any measurable set A C Qy and z € Z3.

Remark 2.4 We recall from [16, Proposition 1.3.21] that the Haar measure associated to
the Heisenberg group coincides with the Lebesgue measure.

2.2 Convolution on Heisenberg group

We define the convolution in Heisenberg group of a function ¢ € L}, .(H') by a function
p € CX(H') as

(2.8) (1 * p)(x / O(y)p(z © y)d

In the proof of the main result, theorem 3.1, we will use the convolution by the regularizing
kernel

(2.9) pe(w) = Cle)po(llz/ell3)

where po(t) = e ' and the constant C(e) is chosen such that [y pe(z)dz = 1. This
convolution has the following properties

Proposition 2.1 We have

(i) b * pe = pe* Yy

(ii) If i is Qu-periodic then also 1 * p is Qu-periodic;

(iii) If 3 is LP(H') for some p > 1, then 1 * p. is C*°(H');
(i) If ¢ is L}, (H') then v * pc — v in Li, (H') as € — 0;

(v) If 1 is differentiable then

Xi x pe = (Xi¥0) * pe = ¥ * Xipe,
where the vectors X; are defined in (2.4);

(vi) If ¢ > 0 in H' and [ ¢(z)dz = C > 0 then 1 * p(x) > 0 for any x € H.

Proof. All the proofs are easy and standard using the fact that the Haar measure for the
Heisenberg group coincides with the Lebesgue measure. For the sake of completeness, we
only provide the detailed proof of (v) for X; as an example

X1 *pe)(z) = 8901(1/) * pe)(w) — 5528933 Y * pe)( /1/) Oz1 Pe + Y20r5pe — 332896396]‘19
— [ 0)0urpe — (2 = 92)0rspddy = [ 6()Xipela © )y = v+ (Xip) (@)
|



3 Definitions, assumptions and main results

In this section, we introduce the functional spaces needed for the definition of solution to
system (1.1), our assumptions and we state the main results of this paper. Following [14],
we adapt the classical notion of Kantorovich-Rubinstein distance to the set Ty in terms
of the distance dr,, introduced in Definition 2.5:

di(m,m’) = inf / dr,, (z,y)dr(x,y) Vm,m' € P(Ty)
mell(m,m’) JTy xTy

where
(3.1)
II(m,m’) := {m Borel prob. meas. on Ty x Ty : 7(AxTy) = m(A),7(Ty x A) = m/(A)},

where A is any Borel set A C Ty.
For the sake of completeness, let us recall that: di(m,m’) = sup [p, f(z)d(m —m')(x),
where the supremum is taken over the set of all maps f : Ty — R which are 1-Lipschitz
continuous with respect to dr,, (see [14, Theorem 1.1.5]).

We set

Pper(H') = {m c M(HY) : mig, € P(Qwn), mis QH—periodic}

where for “m is Q-periodic” we mean m(z @ A) = m(A) for every z € Z3 and every
measurable A C H'. By Remark 2.3, we identify Py, (H') with P(T%). We assume that
the set Pper(H') is endowed with the distance dj.

Throughout this paper, unless otherwise explicitly stated, we shall require the fol-
lowing hypotheses:

(H1) the functions F and G are real-valued function, continuous on Py, (H') x H!, more-
over, for any fixed m € Ppe,(H'), F[m](-) and G[m](-) are Q3-periodic;

(H2) the map m — F[m](-) is Lipschitz continuous from Py, (H') to C%(R?®); moreover,
there exist C' € R and dp € (0, 1] such that

1F[m) () c2450 (gs), IGIMIOllzmey < C, Ym € Pper (HY);

(H3) the distribution mo : H' — R is a nonnegative C° function, Qu-periodic with
Jg,, modz = 1.

Example 3.1 Fasy examples of F' and G are given by the convolution of a reqular kernel
(as the one defined in (2.9)) with m. In this case, Proposition 2.1 ensures that assump-
tions (H1) and (H2) are satisfied.

We now introduce our definitions of solution of the MFG system (1.1) and state the
main result concerning its existence.

Definition 3.1 A couple (u,m) of Qy-periodic functions on H' x [0,7T] is a solution of
system (1.1) if:

1) u belongs to W (H! x [0,T));



2) m belongs to C°([0,T]; Pper(H')) and for all t € [0,T], m; is absolutely continuous
w.r.t. the Lebesque measure. Let m(-,t) denote the density of my. The function
(z,t) — m(z,t) is bounded;

3) Equation (1.1)-(i) is satisfied by u in the viscosity sense in H' x (0,T);
4) Equation (1.1)-(4i) is satisfied by m in the sense of distributions in H' x (0,T).

Remark 3.1 Any solution (u,m) of the MFG system (1.1) is also a solution in Ty x [0, T]
by the identification of Pper(H') with P(Ty,).

Remark 3.2 From Lemma C.1 in Appendiz C, we get that the distributional solution of
(1.1)-(it) stated in point 4) of the definition 3.1 is automatically continuous in the sense
of point 2) of the same definition.

In order to give a more detailed description of our solution, it is expedient to use the
notion of mild solution introduced by [19]. This notion is reminiscent of the Lagrangian
approach to MFGs (see [8]) and it relies on replacing probability measures on the state
space with probability measures on arcs on the state space.

We define the set of AC arcs in H'

(3.2) I:={yec AC((0,T),H")}
and the evaluation map e; : I' — H! as
(3.3) ed(y) =(t).
For any z € H', we define the set of arcs starting at
Lolz] :={y €T, 7(0) =z}
and the set of horizontal arcs starting at = with an associated control law
A(z,0) := {(v,a) : v € To[z], a € L*([0,T],R?), (v, a) solves (1.5)}.
Given mg € Ppe,(H'), we define
Prino(T) = {n € M(T) : mg = eo#n and e;#n € Pper(H') Vt € [0,T]}.

For any 7 € P, (') and for any = € H', we consider the cost

B4 00 = [ SR + Flenla()] dr + Glertnr(D)

where (v,a) € A(z,0). For any n € Py, (I') and for any z € H! we define the set of
optimal horizontal arcs starting at x

Ma]:={7: (7,a) € Alz,0] - J}(7(-), @) = (%a%ifiﬂ(wp) Ji (v, @)}

Definition 3.2 A measure n € Py, (I') is a MFG equilibrium for mg if

suppn C | J T"[].
reH!

9



This means that the support of 7 is contained in the set U, cpi{y € T'o[2] : v is a minimizer of JJ}
(see also [19]).

Definition 3.3 A couple (u,m) € C°([0,7] x H') x C°([0,T]; Pper (H')) is called mild
solution if there exists a MFG equilibrium n for mqg such that:

Z) my = et#’r};

it) u is given by

T
u(z,t) = inf /
(1,0)€A(2,0) Jt

Now we can state the main result of this paper.

S0 + Flectn](1(7)| dr + Gler#tn (7))

Theorem 3.1 Under the above assumptions:
i) System (1.1) has a solution (u,m);
it) (u,m) is a mild solution.

Remark 3.3 As a matter of fact, from the proof of this theorem we get that any solution,
as in Definition 3.1 is a mild solution.

Remark 3.4 Uniqueness holds under classical hypothesis on the monotonicity of F and
G as in [22].

4 Formulation of the optimal control problem

In this section, we tackle the optimal control problem associated to the Hamilton-Jacobi
equation (1.1)-(i); in particular we shall show that the value function solves this equation,
is Qu-periodic, Lipschitz continuous and semiconcave in x. Throughout this section we
shall assume the following hypothesis

Hypothesis 4.1 1. f, g are Qu-periodic w.r.t. x;
2. f€CY%[0,T],C?*(R3)), g € C?(R?); so there exists a constant C such that

sup [[f(t)lle2msy + lglloz2ms) < C.
te[0,7

Definition 4.1 We consider the following optimal control problem:

T
(4.1) minimize Jy(x(-), a(-)) := /t §|oz(s)|2 + f(z(s),s)ds + g(z(T))

fubj)ect to (z(-),a(-)) € A(z,t), where
4.2
Az, t) = {(@(-), () € AC([t, TI;R®) x LA([t, T R?) : (1.5) holds a.c. with x(t) =z} .

A couple (z(-),a(-)) € A(x,t) is said to be admissible. We say that x*(-) is an optimal
trajectory if there is a control a*(-) such that (x*(-),a*(:)) € A(x,t) is optimal for the
optimal control problem in (4.1). Also, we shall refer to the system (1.5) as to the dynamics
of the optimal control problem in (4.1).
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Remark 4.1 Notice that, given a control law o € L*([t,T];R?) and an initial point x,
there is a unique trajectory x(-) such that (z(-),a) € A(x,t).

Remark 4.2 Hypothesis 4.1 ensures that, for any (x,t) € R3 x (0,T), the optimal control
problem in definition 4.1 admits a solution (z*(-),a*) thanks to the LSC with respect to
the weak L? topology. Moreover, just testing Jy(x*(-), *) against Jy(x,0), we get

(4.3) o™ L2,y < Cri=CUT —t) + 1],

where C' is the constant introduced in Hypotheses 4.1. In particular, by Hélder inequality,
(4.4) a* € CV3([t, T, HY).

Definition 4.2 The value function for the cost J; defined in (4.1) is

(4.5) w(z,t) == inf {Jy(z(-),a) : (z(-),a) € A(z,t)}.

An optimal couple (z*(-),a*) for the control problem in definition 4.1 is also said to be
optimal for u(z,t).

The following lemma states that, under Hypothesis 4.1, the value function u is (Qy-periodic
in x hence we can restrict our study to Q.

Lemma 4.1 Let u be the value function introduced in (4.5). Then u is Qy-periodic in x.

Proof. We have to prove that u(z @ x,t) = u(x,t) for any z € Z3 and for any x € H'.
Note that if z(s) and y(s) solves (1.5) with the same law of control  and with respectively
z(t) = x and y(t) = z ® z, then y(s) = z ® z(s); actually there hold
yi(s) = zi—i-a:i—i-/ Bi(T)dr = zi + x4(s), fori=1,2,
t
ys3(s) = z3+ w3 — 2901 + 2120 +/t (22 + z2(7))(=P1(7)) + (21 + 21(7)) B2 (7)dT

= 23+ ($3 - /1t8$2(7)51(7') +$1(7)ﬁ2(7)d7) — 2 <:L"1 -|-/t8ﬁ1(7-)d7->

+2z1 ($2 + /ts 52(7')07/7')

= 23+ x3(8) — 20m1(8) + z122(5).

Taking advantage of the QQy-periodicity of f and g, we deduce
T
uzeat) = inf [ ZBEP + 1y(s). ) ds+ g(u(T))
. 71 2
— it [ 1B + £z @a(s),5)ds + g(= & ()
t
. 1 2
= inf [ SIB@E + f(a(s),)ds + g(a(T)) = ula, )
namely, the value function is Qy-periodic. O

The following proposition ensures that we can restrict our study on uniformly bounded
controls.
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Proposition 4.1 Let u be the value function introduced in (4.5). Then, there exists a
constant Co (depending only on T and on the constant C of Hypothesis 4.1) such that
there holds

(4'6) u(a:,t) = inf{Jt(‘T(')7a) : (‘T()7a) S A(x7t)7 Ha”oo < CQ}

for any x = (x1,22,23) € Qy and t € [0,T]. Hence, by the Qu-periodicity of u, the
optimal control o for any point (z,t) € H' x [0,T] fulfills: ||a||sc < Cs.

Proof. The idea of the proof is borrowed from [6, Theorem 2.1]. For x = (21, z2,23) € Qx
and ¢t € [0,T], let a be an optimal control for u(x,t). For p > 0, let I, := {s € (t,T) :
|a(s)| > p}. Define

" = { o s

Let z#(s) be the trajectory starting from = € Qy associated to the control o/ (s). We
claim that

(4.8) 2 (s) — a(s)| < K /1 la(r)|dr Vs € [t,T]

where K is a constant depending only on Cy (see (4.3)) and T'. Actually, for the first two
components of z#(s) — x(s) we have

(4.9)  |28(s) — ai( y</ lab (1) — ai(r ydT_/ i (D)ldr Vs € [t,T), i=1,2.
For the third component, there holds

Bs) —as(s) = [ [abr)ad(n) +at(r)af(r) + aa(r)an(r) — wi(r)as(r)] dr

Hence from (4.4) and (4.9), we infer

B —aa) < [ Jaaldr [ laf (Dldr + flea] + T =02 [ jan(rlar

Iz w

+/IM yal(T)\dT/:\ag(T)\dT+[yxly+01(T—t)1/2]/I s (7)|dr-

"

Moreover, by Hoélder inequality and (4.3), we have
[Tlat@)lir < V=Tl < OWT =1, i =12,
t

Replacing the last inequality in the previous one, since |x;| < 1, we accomplish the proof
of the claim (4.8).
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Now, the definition of the cost Ji(z(s),a(s)) in (4.1) and the Lipschitz continuity of
f and g yield

Ji(@"(s), o' (s)) — Ji(x(s), a(s)) =

1 1
= [ Sl + @ (s),8) ds + 9@ (D) = [ Sl + f(a(s). ) ds = g(a(T))

T
< [ Sla@Pds+ Ly [ o)~ a(s)lds + Lla(T) — ()

Iu

< [ (~5la@P + K@Ar -t + L)lats)) ds

n

where the last inequality comes from (4.8). Hence, if I, has positive measure for pu >
2K (LyT + L), the last integrand is negative for every s € I, which contradicts the
optimality of a.. This implies that these I, have null measure and, in particular, ||a/sc <
2K (LT + Ly). 0

4.1 Necessary conditions and regularity for the optimal trajectories

The application of the Maximum Principle (see [25, Theorem 22.17]) yields the following
necessary conditions.

Proposition 4.2 Let (z*,a*) be optimal for the optimal control problem in (4.1). Then,
there exists an arc p € AC([t, T];R?), hereafter called the costate, such that

1. The pair (x*,p) satisfies the system of differential equations for a.e. s € [t,T]

xh = p1 — xaps,

xh = po + T 13,

(4.10) ahy = (21 + 23)p3 + T1p2 — Tap1,
p1 = —(p2 + 21p3)p3 + fo, (2, 5)
Po = (pl - x2p3)p3 + fxz(xﬂ 3)
PpP3 = fms(x> S)

~No~

with the mixed boundary conditions
(4.11) 2(t) =z, p(T) = —Dg(a(T)).

2. The optimal control o* is given by

(4.12) ai(s) e xng, a.e on [t,T].
a5(s) = p2 + 27ps,

Remark 4.3 Let us observe that equations (4.10) and (4.12) can be rewritten in terms of
the vector fields as follows

gg’l = Xip, x’2 = Xop, wfo, = 19X1p — 11 Xop,
Py = —p3Xop+ fo (2,8),  Ph=psXip+ fo,(@,8), Py = fuu(,5)

and respectively
a1(s) = Xip(s), az(s) = Xop(s).
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Corollary 4.1 Let (z*,a*) be optimal for the optimal control problem in (4.1). Then:

1. The unique solution of the Cauchy problem

7Tll = _(772 + $>{7T3)p3 + fm1 (33'*, 8)7
mh = (m1 — x3m3) s + fay (¥, 5),
71'{1’ = fw3($*vs)v

n(T) = - Dg(a*(T).

is the costate p associated to (z*,a*) as in Proposition 4.2.

~—

2. The optimal o is a feedback control and it is uniquely expressed by

ai(s) = p1 — z3p3
as(s) = p2 + =ip3

where p is the costate associated to (x*, ).

3. The functions x* and o are of class C*. In particular equations (4.10) and (4.12)
hold for every s € [t,T].

4. Assume that, for some k € N, D,f € C*. Then, the costate p and the control o
are of class C*1 and x* is of class C*+2.

Proof. The proof follows the same lines as in [37, Corollary 2.1] and we refer to that
paper for the detailed arguments. O

Remark 4.4 The uniqueness of the optimal trajectories after the initial time for a.e.
initial data is an open problem. In [37] this result was obtained thanks to the property
meas{z : det B(x)BT (x) = 0} = 0; now, in the Heisenberg setting, this property fails to
be true since det B(x)B (x) = 0 for any x € H!.

4.2 The Hamilton-Jacobi equation and the value function of the optimal
control problem

The aim of this section is to study the Hamilton-Jacobi equation (1.1)-(i) with m fixed,
namely

(4.13) u(x, T) = g(x) on H!.

{ —Opu+ 3| Dyl = f(x,t) in H! x (0,7),

Under Hypothesis 4.1, we shall prove Lipschitz continuity and semiconcavity of u. As a
first step, in the next lemma we show that the solution u of (4.13) can be represented as
the value function of the control problem defined in (4.5). Hence from Lemma 4.1 we can
restrict to study equation (4.13) in Ty.

Lemma 4.2 Under Hypothesis 4.1, the value function u, defined in (4.5), is the unique
continuous bounded viscosity solution to problem (4.13). Moreover u is Q3 -periodic.

Proof.  The proof comes from classical results in viscosity theory, see for example [7,
Proposition 3.5], [6, Theorem 3.1] and [27, Corollary 2.1]. O
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In the following lemma we prove the Lipschitz continuity in both variables x and ¢ of the
value function.

Lemma 4.3 Under Hypothesis (4.1), u(x,t) is Lipschitz continuous with respect to the
spatial variable x, and the time variable t.

Proof. In this proof, Cr will denote a constant which may change from line to line
but it always depends only on the constants in the assumptions (especially the Lipschitz
constants of f and g) and on T.
We study first the Lipschitz continuity w.r.t. z. Let ¢ be fixed. We follow the proof of [22,
Lemma 4.7]. From Remark 4.2 we know that there exists a(-) optimal control for u(x,t)
and z(-) optimal trajectory i.e.:

T1
(4.14) w(wn, w9, w3, 1) :/t S1a()? + F(a(s), ) ds + g (T))

We consider the path z*(s) starting from y = (y1,y2,y3), with control o.. Hence
zi(s) = yi+ /ts aq(r)dr =y — x1 + 21(s)
z5(s) = y2+ /ts ao(T)dT = Y3 — 2 + 2(8)
55 = w- [ amamdr+ [ anairar
= ys— (v —352)/:041(T)d7+ (1 —961)/:@2(7)657
+ [ (car(maa(r) + as(rjas () dr
— ay(s)+ (s —2) — (g2~ 22) [ (D) dr + (o — ) [ an(r)

Using the Lipschitz continuity of f we get

f(x*(s),8) < f(x(s),s) + L(|ly1 — z1| + [y2 — x2| + |y3 — 3]+
+ y2 — w2|V's — tl|ar 2 + [y1 — z1]V's — t|laz][2)

and from the L? uniform estimate for oy and ag in (4.3) we get

f(a*(s),8) = f(x(s),s) < Crllyr — x1] + |y2 — z2| + |yz — x3]).

By the same calculations for g and substituting equality (4.14) in

T1
ulyn, o,y 8) < [ Slals)f + £ (). 5) ds + o (T)),
we get

w(y1,y2,¥3,t) < u(xy, e, x3,t) + Cr(|lyr — x1] + |y2 — x2| + |y3 — x3]).

Reversing the role of z and y we get the result.
Let us now prove the Lipschitz continuity of u w.r.t. . Thanks to the Qy-periodicity in x
of u, it is enough to prove the Lipschitz continuity in ¢ only for € Q3. To this end,
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taking advantage of the L°°-bound for optimal controls established in Proposition 4.1, we
can follow the same arguments as those in the proof of [22, Lemma 4.7], noting that

() — ] < Cs — t)(larfloc|z2] + [lozlloc|21]) < K(s —1).

O

In the following lemma we establish the semiconcavity of u w.r.t. x; we recall here
below the definition of semiconcavity with linear modulus and we refer the reader to the
monograph [21] for further properties.

Definition 4.3 Let u : R? — R. We say that u is semiconcave (with linear modulus) if
there exists a constant C > 0 such that for all A € [0,1],

Mu(y) + (1 — Nu(z) — 2u(hy + (1 — Nz) < CA1 = Ny — z|? v,y € RY

Lemma 4.4 Under Hypothesis 4.1, the value function u, defined in (4.5), is semiconcave
with respect to the variable x in Q.

Proof. For any z,y € Qy and A € [0,1], consider x) := Az + (1 — \)y. Let a(s) and z(s)
be an optimal control and respectively the corresponding optimal trajectory for u(xy,t);
for s € [t,T] there holds

S
xri(s) = xM—I—/ a;(T)dr, 1=1,2
t
S

zy3(s) = x>\73—/ts ai(T)zy2(7) d7'+/t aa(T)xx1(T)dT.

Let z(s) and y(s) satisfy (1.5) with initial condition respectively = and y still with the
same control «, optimal for u(xy,t). We have to estimate Au(z,t)+ (1 — AN)u(y,t) in terms
of u(xy,t). To this end, arguing as in the proof of [22, Lemma 4.7], we have to estimate
the terms Af(z(s),s) + (1 = N) f(y(s),s) and Ag(z(T)) + (1 — N)g(y(T)).

We explicitly provide the calculations for the third component x3(s) since the calculations
for z1(s) and x2(s) are the same as in [22]. We have

3(s) = 3 /t " (P)ea(r) dr + /t " o) (r) dr

= 2 —2ast oas(s) /t T an(r)(@a(r) — wra(r)) dr + /t " an(r) (@1 (7) — ara (7)) dr.
Since x5 — 223 = (1 — A)(zs — y3) and
(4.15) 2i(r) — ana(r) = (1= N(ws — i) fori=1,2,

we get

S

(4.16) x3(s)—zr3(s) = (1=X) |23 —y3 — (2 — y2) /: aq(T)dr + (21 — yl)/t ag(T)dT:| .

Analogously for y(s): since y3 —xx3 = A(yz — x3) and

(4.17) Yi(T) — 2x4(7) = My — x4) fori=1,2,
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we get

(4.18)  ys(s) — zra(s) = A | (s — 23) + (22 — 1) / “an(r)dr — (11 — ) / ) azmdf} .

For the sake of brevity we provide the explicit calculations only for f omitting the
analogous ones for g; and we write f(x1,x2,z3) := f(x1,22,23,s). We have

AM(x(s)) + (1 =N f(y(s)) =
Af(@1(s), 22(s), 22 3(8) + (1 = M) (3 — y3 — (w2 — y2) [} ar(7)d7 + (21 —y1) [} ca(T)dT))+
+(1 = N) f(y1(5), y2(s), za3(s) + Ays — x3 4 (w2 — y2) [ ca(7)dT — (21 — y1) [ ca(T)dr).
Since for ¢ = 1,2 there holds
A0z, f(2A(8))(wi(s) — wxi(8)) + (1 — A)0u, f(2A(8))(wi(s) — 2 i(s)) =0,

the Taylor expansion of f centered in x)(s) gives:

Af(x(s)) + (1= N f(y(s)) =
A(f (@a(8))+Df (wa(s))(x(s)—wa(s))+Ba)+(1=A)(f(za(s))+Df (xa(5)) (y(s) —2a(s))+ Ra)

X (Flan(s)) + Oay HaalsN(1 = Nlas — 5~ (w2~ ) [ cn(r)dr + (1 =) [ ca(rr) + i
+(1-3) (f(m(8))+3x3f(fCA(S))A(y?,—wer(fﬂz—yz) | arar—(@i-w) [ a2<f>df>+R2) -
= f(x)\(s)) + )\Rl + (1 — )\)Rg,
where Ry and Ry are the error terms of the expansion, namely
ARy + (1= MRz = SM(((s) — () D2 (@) (w(5) — ma(s)"
£ (1= N((3(s) — 22 D2FE)(3(5) — 7a(5)

for suitable &1, & € Q.
Using relations (4.15)-(4.18) and the L? uniform estimate of o in (4.3), we obtain

|2i(s) — 2xi(s)] 25 (s) — 225(5)] < C(L = A)?|z — y|? i,j=1,2,3
[yi(s) = 2xi(s)]1y;(s) — 2ai(5)| < CN? |z — y? i,j=1,23

for some positive constant C'. Then, possibly increasing C', we get
AR + (1 = ARy < CA(1 — )|z —y|%,
and, in particular,

Mf((s)) + (1= A f(y(s)) < f(aa(s)) + CAML = Az — y/?

which amounts to the semiconcavity of w. O

We state the optimal synthesis principle:
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Lemma 4.5 Let x(-) be an absolutely continuous function such that x(t) = z € H' and
for almost every s € (t,T),

(4.19) u(-, s) is H-differentiable at x(s),

(see Definition A.1 in Appendiz A for the precise definition of H-differentiability and some
of its properties) and z(-) satisfies the ODE

(4.20) 2'(s) = —Dyu(x(s), )BT (z(s)), a.e. s€(t,T)

where u is the value function defined in (4.5). Then the control law «(s), given by
(4.21) a(s) = —Dyu(x(s), s),

is optimal for u(x,t).

Proof. We adapt the arguments of [37, Lemma 3.6] and [22, Lemma 4.11]. Fix (z,t) €
H' x (0,7) and consider an absolutely continuous solution z(-) to (4.20); note that this
implies that Dyu exists at (z(s),s) for a.e. s € (¢,T). We claim that z(-) is Lipschitz
continuous. Indeed system (4.20) reads

2 (s) = = Xqu(z(s), s)
(4.22) xh(s) = —Xou(x(s), s)
zh(s) = wa(s) Xyu(z(s), s) — z1(s) Xou(z(s), s)

fora.e. s € (¢t,T). By Lemma 4.3 and Lemma 4.1, there exists C' > 0 such that || Dyule <
C'; hence, z1(-) and x5(-) are both Lipschitz continuous and, in particular they are also
bounded. By the third equation in (4.22), we also obtain that x3(+) is Lipschitz continuous.
Hence our claim is proved.
Consequently, from the Lipschitz continuity of u and of x(-) we get that also u(z(-),-) is
Lipschitz. For a.e. s € (¢t,T) there hold: i) Dyu(z(s), s) exists, ii) equation (4.20) holds,
ii1) the function u(x(+),-) admits a derivative at s. Fix such a s.

The Lebourg Theorem for Lipschitz function (see [26, Thm 2.3.7] and [26, Thm 2.5.1])
ensures that, for any A € R small, there exists (yp, s,) in the segment ((x(s),s), (z(s +
h),s+ h)) and (£, &0 € coD} yu(yn, sp) such that

(4.23) uw(z(s +h),s +h) —u(x(s),s) = (x(s + h) —z(s)) + &Ph

(here, “co” stands for the convex hull and Dj ,u is the Euclidean reachable gradient both

in # and in ¢). The Caratheodory theorem (see [21, Thm A.1.6]) guarantees that there
exist (A, €07 €)1 5 such that A7 > 0, S0 N = 1, (¢04,¢]') € D% ju(yn, sp,) and

ySx

(&l ehy = 320 APi(ghi €M) We claim that there holds

(4.24) lim iByy) = Dyu(z(s),s)  Vi=1,...,5.
—

Indeed, for any i = 1,...,5 fixed, let & be any cluster point of {¢/'}; (which must be
finite because u is Lipschitz continuous). Then, by a diagonal extraction, there exist
(zn,t,) such that u is differentiable at (x,,t,), (zn,tn) — (x(s),s) and Dyu(zy,, t,) — &
as n — 00. The results in [22, Lemma 4.6], applied to w,(+) := u(-,t,) and w(-) := u(-, s),
infer: £ € DT w(s). Lemma A.1-(iii) in the appendix ensures {B(z(s)) € Df;w(z(s)); in
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conclusion, by Proposition A.1, since w is H-differentiable at x(s), we conclude { B(x(s)) =
Dyw(z(s)) = Dyu(x(s),s) namely our claim (4.24) is completely proved. In particular,
we have

(4.25) lim & B(yn) = Dyu(a(s), s)-

On the other hand, since w is a viscosity solution to equation (4.13), by [7, Proposition
I1.1.9], we obtain

€0 B(yy)|

—&" + 5 = f(Yn, sn);
in particular, as h — 0, we deduce
o1 2 hyi|¢hi 2 1 2
(4.26) & =3 S ANYIE B(yn)? = fyn, sn) — 5[ Drula(s), )I” = f(z(s), 5).
i=1

Dividing (4.23) by h and letting h — 0, by equations (4.20), (4.25) and (4.26), we infer

%U(ﬂf(s): s) = }ng%) eh [ Dyu(z(s), s)BT (x(s)) + z(s + h}z — 33‘(8)]

+ lim &8 - [Dyula(s), s)(BT (yn) — BT (2(s)))]

= lim & - [Dyu(a(s), 5)BT (yn)] + lim &'

= —%|DHU($(S),S)|2_f(x(s)vs)
— La@P - (s ae se®T)

where the last equality is due to our definition of a in (4.21). Integrating this equality on
[t,T] and taking into account the final datum of (4.13), we obtain

T |as 2
ule,t) = [ I 4 fa(s), s + gla(T)).

Observe that x(-) satisfies the dynamics (1.5) with the control a(-) defined in (4.21); there-
fore, the last equality implies that z(-) is an optimal trajectory with optimal control «(-)
given by (4.21). O

5 The continuity equation

This section is devoted to equation (1.1)-(ii), namely

(5.1)

Oym — divy(mDyu) =0 in H' x (0,7)
m(z,0) = mo(z) on H!,

where wu is a solution to problem
(5.2) { —Opu + P2 = Fimy)(x) in H' x (0,7)

u(z, T) = Glmr](z) on H!',
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and the function 77 is fixed in C/4([0,T], Pper(H')). Let us observe that assumptions
(H1)-(H3) and Lemma 4.2 ensure that there is a unique bounded solution u to (5.2) which
is moreover (Qy-periodic.

Now we deal with the existence, the periodicity and uniform estimates of the solution

m of (5.1).

Theorem 5.1 Under assumptions (H1)-(H3), for any m € CY/4([0,T], Pper (H')), prob-
lem (5.1) has a bounded solution m in the sense of Definition 3.1. Moreover m belongs
to CY4([0, T, Pper (H')) N L®(H x (0,T)) and there exists a constant Cy (independent
of m) such that

(5.3) dy(ms,ms) < Ci(t— )Y YO<s<t<T.

The proof of this Theorem is postponed at the end of this section. It relies on a suitable
adaptation of the arguments of the proof of [37, Proposition 3.1] (see also [23, Theorem
5.1] and [22, Theorem 4.20]).

We shall use a vanishing viscosity approach applied to the whole MFG system in
terms of the horizontal Laplacian Ay, We need such “degenerate” approximation to ensure
that the corresponding solution is still (Qy-periodic in x.

For any o > 0, we consider the system

(i) — O —oAyu+ 5|Dyul* = Fimy)(z) in H' x (0,7),
(5.4) (i1)  Oym — o Aym — divy(mDyu) =0 in H' x (0,7),
(#i7) m(x,0) = mo(x),u(z,T) = G[mr](x) on H'.

In order to prove Theorem 5.1, it is expedient to establish several properties of the so-
lution (u”,m?) to system (5.4): the following lemmata collect existence, uniqueness and
other properties of u? and respectively m?.

Let us emphasize some features of equation (5.4)-(ii): the degeneracy of the oper-
ator, the unboundedness and the lack of global Lipschitz continuity of the coefficients.
These features prevent to apply all the uniqueness result we known in literature. In order
to overcome this issue, we shall establish two uniqueness results which are collected in
appendix B. Moreover, myg is not a probability on H' (but only a nonnegative measure).

For any domain U C H! x [0,7], any k¥ € N and any ¢ € (0, 1], we denote C?ZJ”S(U)
(resp. C’;‘fd’lic(U )) the (resp. local) parabolic Holder space adapted to the vector fields X3
and X (for instance, see [17, Section 4] or [18, Definition 10.4]).

Lemma 5.1 Assume (Hy)—(H3) and fixm € CV4([0,T), Pper(HY)). The Cauchy problem

(5.5) { —0pu — 0 Aggu + 5| Dyul? = Flm)(x) in H x (0, ),

u(z,T) = GIm(T)](x) on H*

admits exactly one bounded viscosity solution u” (with a bound independent of o). More-
over, the function u® fulfills the following properties

(i) u® is Qu-periodic in x, Lipschitz continuous and locally semiconcave in x,

(ii) there exists a positive constant C, independent of o, such that:

|Dyu’ (x,t)] < C  and Apu?(z,t) < C V(z,t) € H' x [0,T].
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(iii) for every T € [0,T) and § € (0,1/4], there exists a positive constant C (depending
on T, 0 and o) such that

2 2
”uo”cs_f&(HlX[ovﬂ) + Z ”XZ'UUHC?Q_;r‘;(HlX[O,T]) + Z HXinuUHC?_L+6(H1X[O,TD S C7
i=1 i,j=1

(iv) the functions u” are 1/4-Hélder continuous in time uniformly in o.

Proof. The differential equation in (5.5) can be written as
1
—0yu — o tr(D*uB(z)B(z)T) + §|DuB(x)|2 = Fm|(x);

in particular, it fulfills the assumption for the comparison principle established in [27,
Theorem 2.1]. Using w*(x,t) := £C(—t + 1) as super- and subsolution, we deduce the
existence and uniqueness of a viscosity solution u? uniformly bounded on o, i.e. there
exists C' independent on ¢ such that

(5.6) 107 || Lo gt xo,77) < C

Let us now prove the several properties of u?.

(7). Since the vector fields X; and Xy are left-invariant and F[m|(-) and G[m](-) are
Qyu-periodic in x, for any z € Z3, also the function w’(z,t) := u°(z ® z,t) is a solution
o (5.5). Again the comparison principle in [27, Theorem 2.1] yields u” = w?, namely u?
is Qu-periodic in .

Invoking [27, Theorem 2.1], we can represent the solution u” as the value function of a
stochastic optimal control problem:

(5.7) u’(z,t) = minE(/tT

Sl + Fima)(¥ (7)) | dr + gfmr)(v(T)))

where, in [t,T], Y(-) obeys to a stochastic differential equation
(5.8) dY = a(t)B(Yy)"dt + V20 B(Y;)dWy,

where Y (t) = z and W, is a standard 3-dimensional Brownian motion. Arguing as in [22,
Theorem 4.20] and following the calculations in the proofs of Lemma 4.3 and Lemma 4.4,
we get the Lipschitz continuity and the local semiconcavity (see [22, Theorem 4.20 (proof)]
for a similar argument).

(77). Taking into account of the representation of u” (5.7) as the value function of
a stochastic optimal control problem, following the procedure used in Lemma 4.3 for the
deterministic case, we can prove the uniform Lipschitz continuity of u?. Hence Dyu’ is
uniformly bounded in Q% and by the Q-periodicity of u” we get the first bound of (7).
Still using the representation of u? (5.7) we can follow the procedure used in Lemma 4.4
for the deterministic case, (see also [2, Lemma 4.1-(c) (proof)]) to get the uniform local
semiconcavity of u%, i.e. D*>u® < CI. This implies that Ayu® < C(1+ 23+ 23) and using
the periodicity of u” we get the second bound of (7).

(73i). We introduce the Cole-Hopf transformation of u?, w? (z,t) := exp{—u?(z,t)/(20)}
and we observe that it is bounded and (Qy-periodic in z and it fulfills:

X,-w"

w

X2 = 207(Xiw0)2 Xiw?

Xu® = 20 L —20——
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Replacing these relations in (5.5), we infer that w? is a viscosity solution to the following
linear subelliptic parabolic equation

(5.9) —ow? — o Ayw’ + w F[m|/(20) = 0;

by the equivalence between distributional solutions and viscosity solutions established by
Ishii [32] we deduce that w? is also a distributional solution of equation (5.9).

We observe that, by its periodicity, the function F'[m] belongs to 071-,5/ 4(H1 x [0,T7).
We consider a bounded domain Q' C H! such that Qy C @Q'. Classical results for linear
subelliptic operators, [18, Theorem 10.7] and [17, Theorem 1.1] ensure that, for every
7€ [0,T) and § € (0,1/4], the function w? belongs to C’%M(Q’ x [0, 7]) and there exists a
constant C' (depending on 7 and ¢) such that

(5.10) 1l o2t9(Qpx0,m) < ©-

Inverting the Cole-Hopf transformation and using (5.6), we obtain a bound for u? as

(5.10). Finally, by periodicity of w?, we accomplish the proof of: ||u“||02+5(H1X[0 ) <C.
H )

Moreover, by assumptions (H1) and (H2), also the functions X;F[m] and X;X;F[m]

belong to 0?1_1/4(H1 x [0,T)) for 4,5 € {1,2}. We observe

(5.11) X1X2’wa — X2X1w" = 28x3w",8x3Xiw“ = Xi(‘)xgw“, 1= 1, 2,
(512) X3 (Ayw") = AH(Xl’LUU) + 4X28x3w",X2(AHwU) = AH(XQWJ) — 4X18w3w".

First we remark that the function W3 := 0,,w” is a distributional solution to

— W3 — oAy W3 + W3F[m)/(20) = —w®d,, F[m]/(20) in H x (0,T)
Wi(x, T) = Oa, (exp{—Glmr]/(20)} on H',

hence following the same procedure to obtain (5.10), we get
(5.13) Har3w0||c72j5(H1x[o,r]) <C.

Then the functions W; := X;w?, i = 1,2, are distributional solution to

(5.14)
—O Wy — oAy Wi + Wi Fm)/(20) = 40 X20,,w® — w® X1 F[m]/(20)  in H' x (0,T)
— Wy — o AWy + WoF[m)/(20) = —40 X10,,w° — w° XoF[m]/(20) in H x (0,T)
Wi(z,T) = Xi(exp{—G[mr]/(20)}) on H*

The uniqueness of bounded viscosity solutions established in [27, Theorem 2.1] and the
result in [32] imply the uniqueness of bounded distributional solution of these problems.
Using estimate (5.13) in system (5.14) and repeating the same arguments as before, we
get ”XiUUHCifé(HlX[O’T]) < (Cfori=1,2.

To get the bound for X;X;u’ we consider the equation satisfied by W;; = X;X;w?,
1,7 = 1,2. We write it explicitly for W71 = Xlzw" = X1 Wi and Wy = Xo Xqjw? = XoWh,
the other cases are similar so we shall omit them. Wy is the distributional solution to

—0Wh1 — oAy Wiy + Wi Fim]/(20)
= 40X28m3W1 + 40X1X28x3w°' — Wle(F[m])/O' — w“XfF[m]/(%—),
Wii(z,T) = X7 (exp{—~G[mr]/(20)}).
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and Ws; solves

—0Wo1 — O'AHW21 + ngF[m]/(QO')

= —40 X710, W1 + 40 X30,,0° — W1 Xo(F[m])/(20) — w® X9 X1 F[m)/(20)—
— Xpw” X, (F[m))/(20),

Wai(z, T) = X2 X1 (exp{—G[mr]/(20)}).

Taking into account that X;0,, W1 = X; X1 W3, i = 1,2 and of (5.13), repeating the same
arguments as before we get again the uniqueness of bounded distributional solution W;;
and ‘|XinuJ||C${+6(H1X[O7TD < (Cfori,j=1,2.

(iv). We shall follow the arguments of [37, Lemma 3.4] (see also [23, Theorem
5.1 (proof)]); hence we only provide the main steps of the proof. By our assumptions
on G, there exists a constant Cp, independent of &, such that the functions w*(z,t) :=
Glmr|(z) £ C1(T — t) are respectively a supersolution and a subsolution to (5.5). The
comparison principle in [27, Theorem 2.1] entails

(5.15) sup |u?(z,t) — G[mr|(x)| < CL(T —t) vt € [0,T].

On the other hand, assumption (H2) and the hypothesis on m yield

sup [|F[m)(z) — Fi—n) ()]l < Coh!™.
te|h, T

We deduce that the functions vf (z,t) := u’(x,t — h) + C1h 4+ Coh'/*(T — t) is a superso-
lution to the PDE in (5.5) and verifies v (x,T") > u?(z,T). Thanks to (5.15), again by
comparison principle, we get

u (z,t — h) —u’(x,t) > —Ci1h — Coh /4T —t).

The other inequality can be obtained in a similar way and we shall omit its proof. O
Lemma 5.2 Under assumptions (H1) — (H3) we consider

_ _a; o) — . 1
(5.16) {atm oAym — divyy (mDyu®) =0 in H* x (0,7T),

m(z,0) = mo(z) on H*.

where u’ is the solution to problem (5.5) found in Lemma 5.1. Then, problem (5.16) admits
exactly one bounded classical solution m®. Moreover, m® has the following properties:

(i) m? is Qy-periodic and there exists Cy > 0 (independent of o) such that 0 < m? <
CO;

(it) for every T € (0,T] and 6 € (0,1/4], there exists C1 > 0 (depending on o, T and §)
such that

HmJ”c;”(Hlx[r,T]) < Cr.

Proof. We observe that the differential equation in (5.16) can be written as
oym® — o Aym? — Dym? - Dyu® — m® Ayu® = 0.

Lemma 5.1-(iii) ensures that the coefficients of this linear parabolic equation belong
to C2,(H! x [0,7)) for any 6 € (0,1) and 7 € (0,7); hence the results in [18] apply
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to this equation. In particular, [18, Theorem 10.7] ensures the existence of a bounded
distributional solution m? to (5.16) with m? € C%J’rl‘ic. On the other hand, since m? sat-
isfies assumption (B.2), then Proposition B.1 in the appendix ensures the uniqueness of a
bounded classical solution.

Let us now prove the properties of m?.
(i). By the left-invariance of the vector fields generating H'! and the Q#-periodicity of u®
(see Lemma 5.1-(i)), for any 2 € Z3, the function /7 (x,t) := m? (2 @, t) is still a solution
to (5.16). Applying again Proposition B.1, we have m? = m?, namely m? is Qy-periodic.
Moreover, [18, Theorem 10.7] establishes that the fundamental solution of (5.16) is non-
negative; since mg > 0, we get: m > 0.
Let us now prove the upper bound for m?. By Lemma 5.1-(ii) and m? > 0, have

om? — oAym? — Dym? - Dyu — Cm?® <0

for a constant C' independent of o. By the L* bound of mg, using again the comparison
principle we obtain the statement.

(ii). It is enough to invoke the results in [18, Theorem 10.7] and in [17, Theorem 1.1] and
to use the periodicity of m?. O

As for the Euclidean case (for instance, see [22, Lemma 3.4]) it is expedient to
interpret m? as the law of a suitable stochastic process. In fact, we shall adapt this
approach for the present setting where mg is only a nonnegative measure on H' (see
assumptions H3) and the coefficients in the SDE are unbounded. To this end, we consider
a probability space (2, F, P), equipped with a filtration (F;)i>0. For any z € H!, we
introduce the process

(5.17) dY® = —Dyu(Y® )BT (Y)dt + V20 B(YF)dW;, Y& ==

where B(x) is the matrix introduced in (1.3) and W. is a standard 2-dimensional (F;)-
adapted Wiener process.

Remark 5.1 By Lemma 5.1-(iii), the drift and the diffusion matriz are locally Lipschitz
continuous and have an at most linear growth; hence, by standard theory (for instance, [5,
Theorem 8.10 pag. 201] or [4, theorem B.3.1]) there exists a unique solution to (5.17).

Remark 5.2 The process Y;* fulfills the following translation formula
(5.18) 2RYF =Y VreZd xcH, te0,T)

Actually, by (5.17) and the periodicity of X;u (see Lemma 5.1-(i)), the process Zy == zBY*
satisfies Zoy = z @ x and

d(Z); = dY®); = X;u(YE t)dt +V20d(Wy); = Xou(Zy, t)dt + V20d(Wy)i, (i =1,2)
d(Z)s = d(Y")s +z1d(Y]")2 — 22d(Yi" )1

Zy
Zy

1 Xou(Y,",1) = (Z)e Xaw(YE )] dt + V20 [(Ze)1d(Wi)1 — (Z4)2d(Wy)o)

[(Z)
[(Zi)1 Xou(Zy, t) — (Ze)a Xaw(Zy, t)]dt + V20 [(Ze)1d(Wy)1 — (Z4)2d(Wy)a)

namely, Z; solves the SDE in (5.17).
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We set
(519) W= [ L0 dmo(e), e 0.T)

where £(Y}*) is the law of the process Y;*.
In the following lemma we shall prove that 7y is a periodic measure on H', so using
Remark 2.3 we shall denote by 7y also the corresponding probability measure on Q.

Lemma 5.3 The function n° : [0,T] — M(H") fulfills the following properties:
(i) m7 is Z3-periodic, namely

ng (z® A) =nf (A) Vz € 73, A Borel set ,A C[0,1)%,t € [0,T];

(i6) 18 (Qu) = 1 for every t € [0,T] (i.c., 1 € P(Tw));
(iii) there exists Cq > 0, independent of o € [0,1) and m, such that
di(if,ng) < Cilt =)'/t VO<s<t<T

(iv) 07 is a distributional solution to (5.16), namely it fulfills
(5.20)

o(x, t)nf (dx) = / o(z, O)mo(az)da:+// [0rp+0 Ay p—Dyu - Dy p|ng (dx)ds
H! H! [0,¢] xH!

for every ¢ € CHL([0,T] x H'); moreover it coincides with my .

Proof. (i). Consider z, t and A as in the statement. By the definition (5.19) of n” and
the translation formula (5.18), we have

(20 A) = /Hl P{Y{ € 2@ A} dmo(z) = /Hl Py 9% € AL dmo(a)
- /H1 P {th/ € A} dmo(z ®2') = /H1 P{th/ € A} dmo(z') = ni(A)

where the second-last equality is due to the periodicity of my.
(ii). By the property of pavage and the periodicity of mg, we have

W@w = ¥ [ PO cQum@)= Y [P € Qudmola)

2€73 2€7Z3

S /QH P{Y{ € (~2) ® Qu} dmo(s')

2€Z3

-/ P{Y e Ueel(=2) @ Quldmo(a)
_ /QH P{v{¥ e H'} dmo(a’) = 1.

(iii). First of all observe that, using Remark 2.3, we shall denote by 7{ also the corre-
sponding probability measure on Q.
For each z € H', set

(5.21) YPerT = g3 (Y®)  Vr e [0,T)

T
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where g3(+) is the projection introduced in section 2.1. Fix 0 < s <t < T and introduce

Fim [ LY dmo()
H

where L(YP* VP is the law of the pair (Y% YV'“""). We claim that
(5.22) 7 e l(ng.n7)

where the set II is the one introduced in (3.1). Let us assume for the moment that this
claim is true. Then, by (5.22), there holds

di(n7,n7) < / dry, (21, 22)7(d21, dzg) = | Eldm, (Y, Y| dmo(x)
Ty xTy Ty

< [ Bldn, (V2 Y o)
Ty

IN

\/]T E [|Ysper,m o thper,m|1/2 (1 + 2|yvsper,m|1/2 + |szper,m o thper,m|1/2)} dmo(l‘)
H

where the last inequality is due to Remark 2.1. Since now on we denote by C a con-
stant which may change from line to line but which is independent of z,s,t,0. Since
‘Y;per,x‘l/27 ’Y*sper,x _ Y;P€7“713’1/2 < \/§7 we get

¢ El
Tx

t 1/2
C E [</ |DH’LLBT|dT) ] dmo(x) + 001/4/ E l
Ty S Ty

By standard theory on SDE (see [5, Theorem 8.10 pag.201]), since E[|Y{|?] = |z|? for
every x € Ty, we obtain that there exists a positive constant K, independent of o and ™
(by virtue of Lemma 5.1-(ii)), such that:

dr(nf,nS)

IN

t
/ —Dyu(Y", 7)BT(Y2)dr 4+ V20 B(Y.")dW,

1/2
] dmo(z)

t
/ BdWW.,

s

(5.23)

IN

1/2
] dmg(z).

(5.24) E[[YZ <K VxeTy, 0<7<T.

By Jensen inequality and by Fubini theorem, there holds

[ = [( A Dy dr ) 1/2] amofa) < [ (/ tE[IDHU(YTx,T)BT(YTx)I]dT>1/2 dimo ()
< /TH </:IE[1 + |YTI|]d7-> " dmy(x)
< /TH (/jE[l - yYTw’2]dT>1/2 dmo(z)

where the last two inequalities are due to Lemma 5.1-(ii) and the definition of the matrix B
in (1.3) and respectively to the Cauchy-Schwarz inequality. Using estimate (5.24) in the
previous inequality, we obtain

(5.25) /TH E l(/t |DHuBT|dT) 1/2] dmo(z) < CVt —s.
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On the other hand, by Jensen inequality and Cauchy-Schwarz inequality, we get

Lol 5o i = (6] ] s
< /]TH <E /st B(YF)dW, 21 ) v dmo(x)
< /TH (E :/:(1 + ]YTx’2)dTD1/4 dmo(z)

where the last inequality is due to standard calculus for Ito’s integral. Using again Fubini
theorem and estimate (5.24) in the previous inequality, we get
1/4

/THE[/thWT 1/2] dmo(z) < /TH (/:E{(lJrIYﬂz)} dT) dmo(x)

(5.26) < Ot —s)/4

Replacing estimates (5.25) and (5.26) in (5.23), taking o € [0, 1), we obtain the statement.
It only remains to prove our claim (5.22): for any measurable subset A C Ty, arguing
as in proof of point (i) and using the property of pavage, we have

FAxTy) = [ PP e Aydmo(z) = 3 / P{Y? € 2 @ A}dmo(z)
T 2€73 T
= > / P{Y® € Aldmg(2') = / P{Y® € Avdmy(z)
2€Z3 2BQn H!

= n5(A) = ngr,, (4);

analogously, we have 7(Ty x A) = ny,, (A). Hence, our claim (5.22) is completely proved.

(iv). The former part of the statement is due to a standard application of Ito’s formula
as in the Euclidean setting (for instance, see [22, Lemma 3.3] and also [33, Theorem 5.7.6]).
The latter part of the statement is an immediate consequence of Proposition B.2 in the
appendix with b = —Dyu and ¢ = —Ayu and of Lemma 5.1-(iii). O

PROOF OF THEOREM 5.1  We shall follow the arguments of the proof of [23, Theorem
5.1] (see also [22, Theorem 4.20]).
By the estimates in Lemma 5.1-(ii) and (iv), possibly passing to a subsequence (that we
still denote by u”), as ¢ — 0™, the sequence {u?}, uniformly converges to the function u
which solves (5.2), is 1/4-Holder continuous in time and horizontally Lipschitz continuous
in space, with Dyu® — Dyu a.e. (by [21, Theorem 3.3.3]).

On the other hand, since Ppe, (H') can be identified with the space of probabilities
on the compact set Ty, the estimates for m? in Lemma 5.3-(iii) and in Lemma 5.2-
(i) ensure that, as 0 — 07, possibly passing to a subsequence, {m?}, converges to some
m € CY4([0,T], Pper(H)) in the CO([0, T, Pper (H'))-topology and in the L>(H" x (0, T))-
weak-* topology; m satisfies (5.3) with the same constant C; of Lemma 5.3-(iii). In
conclusion, we accomplish the proof arguing as in [37, Proposition 3.1(proof)]. O
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6 Proof of Theorem 3.1

PROOF OF THEOREM 3.1
(i) We shall adapt the classical arguments in [22, Theorem 4.1 (proof)]. Let Cy be the
constant introduced in (5.3). Consider the set

. 1/4 , 1y . m(0) =mo
C .= {m eC / ([07T]7PP€T(H )) . dl(ms,mt) < Cl(t_3)1/4 YO <s<t< T }

endowed with the norm of C°([0,T]; Pper(H')). Observe that it is a nonempty closed
and convex subset of CY([0,T]; Pper(H')). We introduce a map 7 on C as follows: for
any m € C, we set T(m) := m where m is the solution to problem (5.16) associated
to M by means of problem (5.5). Theorem 5.1 ensures that 7 (m) still belongs to C,
namely 7 maps C into itself. Moreover 7 is continuous and compact. The proof of the
continuity follows by the same arguments as those in [22, Lemma 4.19]. In order to prove
the compactness of T, it suffices to observe that Py, (H') can be identified with Ppe(T3)
and, consequently, 7 (C) is compact too. Then, Schauder’s fixed point theorem guarantees
the existence of a fixed point for 7, namely a solution to (5.1).

(ii) Consider the function m found in point (i). Since ¢ — m; is narrowly continuous,
applying Theorem C.1, we get that there exists a probability measure n* in Ty x I' which
satisfies points (i) and (ii) of Theorem C.1. We denote n € P(I") the measure on I' defined
as n(A) :=n*(Ty x A) for every A C I measurable. We claim that 7 is a MFG equilibrium.
Indeed, by (C.18), we have eo#n = mqo and e;#n € Pper(HY), s0 7 € Py (I). On the
other hand, by (C.20), n is supported on the curves solving (C.15). From Lemma 4.5 such
curves are optimal, i.e. belong to the set I'"[z], hence our claim is proved.

Let us now prove that (u, m) is a mild solution. By (C.18), we have m; = e;#n. Moreover,
by Lemma 4.2, the function u found in point (i) is the value function associated to m as
in Definition 3.3-(ii). In conclusion (u,m) is a mild solution to (1.1). O

Remark 6.1 Differently from [2] and [37], in this model we cannot obtain the representa-
tion of m as the push-forward of mq by the flow associated to the optimal control problem.
This is due to the fact that we cannot prove a uniqueness result of the optimal trajectories
and then we cannot say that T[x] is a singleton, or equivalently that the disintegrated
measure 1, (see (C.20)) coincides with the Dirac measure o5 .

A H-differentials

In this appendix we introduce the notions of horizontal generalized differentials extending
the Euclidean ones [21, section 3.1] (see also [37, section 6.2] for the Grushin case). We
need these notions to study the horizontal regularity of a function w. Still following the
same arguments as those in [21, 37] we get the proofs of the properties contained in this
appendix.

Definition A.1 A function u : R® — R is H-differentiable at v = (11,22,23) € R? if
there exists p € R? such that
u(xy + hy,xo + ho, x3 — xohy + x1ha) — u(x1,22,23) —p- h

lim =0,
R25h=(h1,ha)—0 |h|
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and in this case we denote p = Dyu(x). We define the H-subdifferential and the lower
H-Dini derivative in the direction 0 € R? respectively as

— x2h ho) — —p.
Dyu(z) = {p € R?| liminf u(z1 + hi, w2 + ha, 23 — 2201 + 11hg) —u(w) —p-h > 0}
R235h—0 |h|
Oyu(z,0) = liminf u(w1 + h10], w0 + hobly, x3 — x2h 0] + x1hob)) — U(JE)
" h—0,0’—6 h

We define the H-superdifferential D;_'lu and the upper H-Dini derivative 8;_2u m a similar
way.

Remark A.1 Dyu(x) coincides with the horizontal gradient (Xiu, Xou) when u is suffi-
ctently reqular.

Lemma A.1 i) If u is H-differentiable at x then Dyu(z) is a singleton and D u(z)
and Dyu(x) are both nonempty.

1) When u is Lipschitz continuous in a neighbourhood of x the H-Dini lower derivative
reduces to

u(xl + h161, 22 + hobly, x5 — x2h101 + x1hob2) — u(x)
N .

Oyu(z,0) = hin_g(rff
iii) For any p = (p1,p2, p3) in the Euclidean superdifferential DV u(x), the vector pB(x)
belongs to DFju(z).
Proposition A.1 We have
Diu(z) = {peR®: dfu(z,0)
Dyu(z) = {peR?: dyu(x,0)

Moreover, D;rlu(a:) and Dy u(x) are both nonempty if and only if u is H-differentiable at
z and in this case they reduce to the singleton Dyu(z) = Dyu(z) = D3 u(z).

B On the uniqueness for second-order Fokker-Planck equa-
tion

In this appendix, for the sake of completeness, we collect some results on the uniqueness
of the solution to the Cauchy problem for the second-order Fokker-Planck equation (5.16)
with fixed ¢ > 0 and dropping the periodicity assumption of the coefficients: for ¢ > 0,
we consider the Cauchy problem

(B.1) { om — acAym +b- Dym+cm =0 in H' x (0,7)

m(x,0) = mo(x) on H'.
Let us just underline that in Euclidean setting the above differential equation becomes
oym — o tr (D2mBBT) +b-(DmB)+cm =0

which is a degenerate second-order linear equation with unbounded coefficient: the one
of the principal part has a quadratic growth while the one of the first-order part has a
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linear growth and fails to be globally Lipschitz continuous. Up to our knowledge, the
uniqueness for this problem has not been tackled before; however it can be obtained
adapting techniques available in literature.

We shall tackle two different settings: in the former the coefficients b and ¢ are
bounded and the solution is classical while in the latter the coefficients are possibly un-
bounded (but more regular) and the solution is weak.

For any domain U C H' x [0,T], any k£ € N and any § € (0, 1], we denote C’;’?‘s(U)
(resp. C;fﬁlic(U )) the (resp. local) parabolic Holder space adapted to the vector fields X

and Xy (for instance, see [17, Section 4] or [18, Definition 10.4]). For 6 = 0 and k = 0, we
simply denote C¥,(U) and respectively C3,(U).

Proposition B.1 Assume that, in (B.1), b and ¢ are bounded continuous functions de-
fined in H' x [0, T and b has a continuous and bounded horizontal gradient. Fori = 1,2,
let m; € C3,(H"' x (0,T]) N C°(H" x [0, T]) be two classical solution to (B.1) such that, for
some positive constant o,

(B.2) // imi(z, t)| exp{—a(|z|% + 1)}dedt < co.
H! x[0,T]

Then, m; = ms.

Remark B.1 Estimate (B.2) is verified by any function which is Qu-periodic and belongs
to L'(Qx)-

Proof. Without any loss of generality, we assume ¢ > 0; We shall adapt the techniques of
[10, Theorem 1]. To this end, we proceed by contradiction assuming that mj # ms. Let
7o be the first time such that m(-,t) # ma(-,t), namely

T0 = inf{t S [O,T] ’ ml(-,t) 75 mg(-,t)}.

By our assumption on the continuity of m;, 79 belongs to [0,7"). The initial condition
of (B.1) (if 7o = 0) and the continuity of my and mq (if 79 > 0) ensure that the function
m = mj — msy solves

om —oAym +b-Dym+cem =0 in H x (19, T), m(z,7) =0 on H

For any € > 0, the function w := v/m? + € verifies

X; X;m)? Dyym|?
Oyw = mi}tm, Xjw = Mo X2w = 6—3—( - I %Xizm, Ayw = 5—3—| A C o Aym.

We multiply the differential equation by m/w and, by these equalities and the sign of ¢,
we obtain

D 2 2
| Z?ﬂ —b-DHw—c%SUAHw—b-DHw.

Ow = cAyw — o€

We deduce that, for any nonnegative test function v € C®(H! x [r9, T]) with bounded
support in space and for every ¢ € [19, T, there holds

/H1 w(z, t)v(x, t)dr — /Hl w(z, 70)v(x, 70)dx < // w[Oyw + o Ayv + divy (vd)]dzds.

H! x [79,t]
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Since w(-,7p) = ¢, letting ¢ — 0T, we deduce
(B.3) / (e, )|o(z, )de < / / i[9 + 0 Asgv + diva (vb)]dzds.
H? Hlx[ﬂ'o,t}

Let us state the following technical Lemma whose proof is postponed after this proof. We
recall that « is the constant of Proposition B.1.

Lemma B.1 Fora; > a, the function ®(t,z) := exp{—[a1+B(t—70)](||z||3,41)} satisfies

i) 0@+ oA +b-Dy® + (divy b)® <0 in (19,7) x H
i) ffa s, Imi(@, 1) @(2, t)dzdt < oo, S xrg 2 Imi(@, ) Dy @ (2, t) |dardt < oo

for suitable constants >0 and T € (79, T].

We choose t € [r9, 7] and v = yg® where 7 and ® are respectively the constant and the
function introduced in Lemma B.1 while vz € C°°(H!) is a cut-off function such that:

yr(x) =1 iffz| <R qr(@)=0 iflz[>R+1,  [Dygleo + [D*1Rlle < 2.

Hence, inequality (B.3) becomes

/1 Im(z, t)|vr(z) (2, t)dz <
H

/ / | [@(c Ay + b Dyyr) + 20Dy - Dy ®] dadt.
[B(0,R+1)\B(0,R)]x[70,t]

Letting R — +o00, since the dominated convergence theorem and Lemma B.1-(ii) ensure
that the right-hand side tends to zero, last inequality yields

/ m(e, O)|®(z, )dr <0Vt € [10,7]
Hl

which entails m = 0 in H! x (79, 7) contradicting the definition of 7g. O

PRrROOF OF LEMMA B.1  The equalities in Lemma 2.1-(i), (ii) and (iv) entail respectively
that there hold

(Xi(l2l3) P < Cullall,  1Du(ll=lf))® < Cullalf,  [An(lzl3)? < Cy

for a suitable positive constant C7. Taking into account these estimates, denoting by
ag = ag + B(1 — 19), we have
WP+ oAu®+b- Dy® + (divy b)®
=@ =Bzl + 1) + oa3| Dy ([2])° — canda(||2[l3,) — azb - Dy(||z]|3,) + dive b]
< @ [-B(l|lzl3; + 1) + 0adChl|z]f3; + oa2Ci + [[bllscazChllzfl + [ divas bllo] -
Choosing 7 — 7y sufficiently small and g sufficiently large, we accomplish the proof of
point (7).
Point (i7) is an easy consequence of our choice of «; and our assumption (B.2). O

Let us now establish a uniqueness result for weak solution to problem (B.1). To this
end, it is expedient to introduce the following family of test functions

o 2l o i) |9l < Cexp{Bl]F}
(B.4) Kip = {qseo B [0, 130> 02 o ALz }

where A*¢ := 0, + 0 Ay + divy (bp) — c.
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Example B.1 [t is clear that C§°(H) C Kip for any 8 € R. For B nonpositive, the
property (i) in (B.4) is satisfied by any ¢ € L*(H'). For 8 negative, Ky 5 contains all the
bounded functions ¢ € 0?2_[’1 with A*¢ bounded.

Proposition B.2 Assume that, for some § € (0,1] and some [y € R, there hold

I) b, ¢ and their horizontal derivatives up to second order and respectively first order
belong to the space CZ,(H' x [0,T]).

1) fgr Imo ()| exp{Bo||z3, }dz < oo.
Furthermore assume also that, for some fixed constant 5 < gy, for i = 1,2 the functions

m; [0, T] — M(HY) verify

(B.5) /H ol ymi(t)(dx) = /

(i, 0)mo () dx + / / (A*6)mi(s)(da)ds
H H* % [0,t]
for every t € (0,T) and every ¢ € Ky 3. Then, my = ma.

Proof. We shall argue following a classical method going back to Holmgren (see [15,
pag.340] and references therein). It suffices to show that, for every v € C§°(H!) with
|V]lco <1 and t € (0,77, there holds

L p@miode) = [ v@ma(t)do)
H H

To this end, we fix such ¢ and ¢ € (0, Ty], where Ty will be suitably chosen later on and it
will only depend on the coefficients b and ¢, and consider the (backward) Cauchy problem

B6 A*p = 01 + o Ay + divy (bp) — cp =0 in H' x (0, Tp)
(B.6) o(To, z) = Y(x) on H'.

Invoking [18, Theorem 10.7-(v)] and [17, Theorem 1.1], we obtain that there exists a
function ¢ € C’?f which is a classical solution to problem (B.6).

Assume for the moment that the function ¢ belongs to K, ; then [ ¢(z, 0)mo(x)dx
is finite. Indeed, by point (¢) of (B.4) and since 5 < fy, we have

L 6@ 0mo(@)lde <€ [ mo(a)|exp{hllel} exp{(8 = Gl o
H H

C [ mow)] exp{fhllalf}da.
Hl

IN

Moreover, replacing (B.6) in (B.5) with i = 1,2 we obtain

[ v@mi 0z = [ ow.0mo@ydz = [ b(a)ma(t)(do)

By the arbitrariness of ¢ and t, we get m1 = mg in H! x [0, Tp]. Iterating this argument
on time intervals of length Tj, we accomplish the proof.

It remains to prove that the function ¢ belongs to K, g; in other words, we need to
prove that: (a) ¢ verifies the bounds in points (i) and (ii) in definition (B.4), (b) ¢ is a
C?! function.
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(a). Let us prove point (i) in (B.4). By [18, Theorem 10.7-(v)], the function ¢ can be
written as

Ss.) = [ h(t = s5,2:0,€)0(E)de

for a suitable nonnegative kernel h. The final datum + in (B.6) belongs to C§°(H!); hence
suppy) C By(0, Ky) for some positive constant K. Therefore, taking also advantage of
the estimates in [18, Theorem 10.7-(iv)], we deduce that, for some constants C; and Cs
(depending only on b and ¢), there holds

1 _d’H(‘raf)2
0] < G /B;.L(O,Kw) | By (, Ca(t — 5)1/2)| o { C3(t — s) } *
) |B3(0, Ky)| p{_(Hﬂ?H%—z—Rz)VO}
- | By (z, Ca(t — 5)/2)| C3(t — s) '

We fix Tp := (C53)~! and we obtain point (i) in (B.4). The requirement (ii) in (B.4) can
be obtained in a similar manner (taking advantage of the other estimates for h in [18,
Theorem 10.7-(iv)]) so we shall omit its proof.

(ii). We already know: 0y¢, X;¢, X; X ;¢ € (Y so, in particular, they are bounded contin-
uous functions. We shall improve this regularity by a bootstrap argument. By equality
(5.11) we get that

X1 (divy (b)) = divag(bX16) + dive (X1b8) + 20y, (bao)

Xo(divy (bp)) = divy (bX2¢) + divy (Xa2bg) — 205, (b19)

Hence, taking account of (5.12) we get that the functions ®; := X;¢, i = 1,2 are distribu-
tional solution in H! x (0,%) to

81&(1)1 + O'AH(I)I = - diV?—l(bq>1) - diVH((le)¢) - 2am3 (b2¢) - 4UX2(am3¢) —cPy — (X1C)¢,
0y Py + O'A'H(I)g = — diV’H(b(I)Q) — diV'H((ng)(Zﬁ) + 285(;3 (bl¢) + 40X (8x3¢) —cPy — (XQC)¢,
O,(t,x) = X;p(x) on H!

The equation satisfied by ®3 := 0,,¢ is
E?t(I)g + O'A'H(I)g = — diV'H(b(I)g) — leH(8x3b¢) + C(I)g + (8x30)¢

Arguing as in (ii) proof of Lemma 5.1 we get that 0,,¢ € 0?2_;”5. Our assumptions and the
above bounds for the kernel h and its horizontal derivatives ensures that the right-hand
side of the equations satisfied by ®; := X;6, i = 1,2 belong to C°. Therefore, applying [40,
Theorem 18] (see also [40, Theorem 16-(b)]), we get ®; € C'* and, consequently, D?¢ €
CP. m

C Probabilistic representation for the continuity equation

This appendix is devoted to adapt the results in [3, Theorem 8.2.1] to the case of a
continuity equation expressed in terms of the vector fields generating the Heisenberg group
and with a drift Dyu which is bounded and Qy-periodic in the sense of section 2.1. As a
matter of facts, in our case, the statement of [3, Theorem 8.2.1] does not apply because
the sommability assumption [3, equation (8.1.21)] for the drift (which reads Dyu BT
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in Euclidean coordinates) does not hold. To get the probabilistic representation of the
solution of the continuity equation (1.1) the key ingredient is a “superposition principle”
(see (C.19)) which allows to prove that there exists a probability measure concentrated
on the solutions of the ODE associated to the optimal synthesis (4.20). To get this
superposition principle the key results are Lemma C.3 and Lemma C.4 where we strongly
use the properties of the distance associated to the Heisenberg group and of the pavage
to represent H'.

Throughout this section, we shall only study Q#-periodic solution m to (1.1)-(ii)
and we shall write “a.e.” without specifying the measure when we intend “a.e. with respect
to the Lebesgue measure”.

We observe that m is a Q-periodic solution of (1.1)-(ii) in the sense of distributions
in H' means

T
(C.1) / (@19~ Dy Dyp)dmy(w)dt =0 Vi € C(H! x (0,T)).
0 H

Choosing p(t, z) = n(t)((z) with n € C2°(0,T'), by density, we get the following equivalent
formulation of (C.1):

%/Hl C(x)dmy(x / Dygu - Dy((z)dmy(z)

(C.2)
for any ¢ € C2°(H'), in the sense of distribution in (0, 7).

Note that, by periodicity, m is a solution of (1.1)-(ii) in the sense of distributions in (0,7")
also over Ty, i.e.

O [ t@dmua) = — [ Dyu- Dyc(@)dmi(z), V¢ € C%(Ty).

C.3 —
©s G| 5

The following lemma ensures that any QQy-periodic distributional solution to (1.1)-(ii) (or,
equivalently to (C.2) or to (C.3)) has a representative in C([0, T, Pper(H')) which will be
always called m.

Lemma C.1 (Continuous representative). Let my be a Borel family of probability mea-
sures Qqq-periodic satisfying (C.3).Then there exists a narrowly continuous curve t €
[0,T] — my € P(Ty) such that my = my for a.e. t € (0,T). Moreover, if ¢ €
071{’1 (Ty x [0,T]) and t; <ty € [0,T] we have

(C.4)

to
/T o (x,ta) dimy, (x / o (x,t1) dmy, (x / / (O + Dy - Dyyu) dmy(z)dt.
H
Proof. From (C.3) we get that, for any ¢ € C*°(Ty)

t—m(C) = A C(z)dmy(x) € WHH0,T)

with distributional derivative

%mt(ﬁ) =/, Dy((z) - Dyu(z,t)dmy(x) for a.e. t € (0,T);
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S0, since my is a measure on Ty, by the boundedness of Dyu, we deduce

d
Q)] < 1wl | Drle e

Following the proof of [3, lemma 8.1.2], we get that m; can be extended in a unique way
to a continuous curve {r¢}yco 7y in P (Ty) and also that (C.4) holds. Note that in our
case the compactness of Ty yields directly the tightness of the family m;. O

Lemma C.2 Let t : s € [0,7'] — t(s) € [0,T] be a strictly increasing absolutely con-
tinuous map with absolutely continuous inverse s = t~'. Then my is a distributional
solution of (1.1)-(ii) with drift Dyu if and only if i := mot, is a distributional solution
of (1.1)-(ii) on (0,T") with drift t' Dyu ot.

Proof. The proof is analogous to that of [3, Lemma 8.1.3] by replacing D¢ with Dy®,
where ¢ € C’;_Llc (H! x (0,77)). O
When the drift v; in equation (1.1)-(ii) satisfies

T
(C.5) / Lip (vs, K) dt < +o0
0

where K is any compact set of H!, we can obtain an explicit solution of (1.1)-(ii) by the
classical method of characteristics as proved in Proposition C.2. To obtain the needed
regularity we approximate v; and m; with vf and mj by means of a family of mollifiers
(see Section 2.2). For m§ solution of the continuity equation (1.1)-(ii) with drift vf, we
can get a representation formula. The following two Lemma provide the approximation
with the needed regularity to obtain the explicit formula proved in Proposition C.2.

Lemma C.3 (Approzimation by reqular curves) Let my be a time continuous solution of
(1.1)-(7). Let (p-) C C®(R3) be the family of strictly positive mollifiers in the x variable,
defined in 2.9 and set, by the convolution defined in (2.8)-(2.9)

_ &t

g .__ g .__ g .
my =y pe,  Ef o= (Dyumy) x pe,  vf = me’
t

Then m§, Ef and vi are Qy-periodic. Moreover m§ is a continuous solution of (1.1)-(ii)
with drift vg :

(C.6) oyms — divy (vf m$) = 0, in H' x (0,7),
where v§ fulfills the regularity property (C.5) and the uniform integrability bound
(1) | li@Pdmi@) <. vie ©.7), p> 1
Tx
Moreover, as e — 07, Ef — vymy narrowly and

(C.8) i ([0F | oy myg) = 1PHUC O oy V2 € (0,T).
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Proof. Note that, from Proposition 2.1-(i), mj, Ef and v are Qy-periodic. From Propo-
sition 2.1-(v) and the continuity of m§(z) w.r.t. = and ¢, we get

mj(x) >0, forany x € Ty and any t € [0,T].

From the definition of p., since m; is bounded then |mj|(t,-) is bounded. From the
definition of the H!-norm (2.6) we get that

2 2 2 2
Dpu() = C(e)e(I1ZI8) (41’1(% +o8) dwa(af +a3) 21’3) |

ed ’ et gt

Hence, in Ty, the spatial gradient of mg(¢,-) is bounded with a constant depending on ¢.
Analogously, in Ty, E€(t,-) and its spatial gradient are uniformly bounded in space by
the product of || Dyul| 1, with a constant depending on e.

Moreover, from the positivity of mj, the local regularity assumptions (C.5) for vf =
Ef /m; hold. Lemma C.4 shows that (C.7) holds.
From proposition (2.1)-(v), noting that X;((m; X;u) * pe) = X;(my Xju) x pe, we get

divy (vime) * pe = divy((vsme) = pe) = divy B} = divy (vimg).
Since my solves (1.1)-(ii), then
Or(my * pe) + divy(vymy) * pe = 0.

Hence m§ solves the continuity equation (C.6). Finally, general lower semicontinuity
results on integral functionals defined on measures of the form

p

E
dm

(E,m) — -

Ty

and the following Lemma C.4 give (C.8). O

Lemma C.4 Let m,E € P(Ty), E € L>®(Ty) and absolutely continuous with respect to

m. Let p>1, Then
P
/ m*pdxﬁ/
Tx

Ty
for any positive convolution kernel p (see Section 2.2).

p

Exp dm

m* p

m

Proof. Arguing as in the proof of [3, Lemma 8.1.10], in particular by the Jensen inequality,
for any = € H' we get

% pm @) < /Hl % p (y)p(z © y)dm(y) = ngz:s /NGBQH % P (y)p(x © y)dm(y)
EP
- ngz:s /QH — (n®2)p(z S n G 2)dm(z)
_ / El (2) Y p(z&nez)dm(z)
Qu I n€zZ3
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where we used the Ty —periodicity of m and of E/m. Integrating with respect to z in Ty

we get
/TH 7217/;23pm>l<,0(st)d:t < /11‘H /TH %p(z)nggp(x@ngz)dm(z)dx
= o, ez 5 pla oo 2)de )dm() = [ ) P (yamz).

nez3

The last equality comes from

2 /TH'O(xQ”@Z)df”:/ ply)dy =1

1
nezs e

and this equality is due to the fact that, fixed z € Ty,
H' = UpezsTy ©n O z.

To prove it we have to show that for any y € H' there exists an unique n € Z3 such
that there exists © € Ty such that y = 2 © n © 2. We recall that, from the property of
pavage defined at the beginning of Section 2.1, for any a € H' we denote by ny(a) the
unique n € Z3 such that there exists a unique point x, € T such that a = ny(a) @ z,.
Hence there exists an unique (ng1,n%.2,n.3) = nu(y © 2) € Z3 such that there exists
z = (z1,22,23) € Ty such that y © 2z = ny(y © 2) @ x, ie. y1 — 21 = ny1 + @1,
Y2 — 22 = Ny 2 + T2, Y3 — 23 + Y122 — Y221 = N3 + 23 — ny 102 + nyoxp. To find the
unique n = (ny,n2,n3) € Z3 such that y = r ©n © z we take n; = —N1, N2 = —NH2
and n3 = —ny 3+ 2(nazy — n1xg). O

Now using an elementary result of the theory of ODEs, we obtain a maximal exis-
tence and uniqueness result for the characteristic system associated to equation (C.6).

Lemma C.5 Let v° be the field introduced in Lemma C.3. Then for any x € H' and
s €[0,T], the ODE

(C9) CVilw,s) = f (Yila,5) BY (Gle,s),  Valws) = a

admits a unique mazximal solution which is defined in [0,T)].

Proof. The results in [3, Lemma 8.1.4] ensure that there exists a unique maximal solution
to (C.9), defined on some interval I, relatively open in [0, 7] and containing s as relatively
internal point. Moreover, (C.9) reads

! € ! € ! € €
Yi =iy, Yo, = 0oy, Y5, = —You1, + Y105,

By the boundedness of v°, we get that the first two components of Y,*(x, s) are bounded in I
and, afterwards, we deduce the boundedness of the third component. Applying again [3,
Lemma 8.1.4], we conclude that I coincides with the whole interval [0, T]. O

For simplicity, we set Y;(x) := Yi(z,0) in the particular case s = 0.
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Remark C.1 Characteristics provide a useful representation formula for classical solu-
tions of the equation which is formally the adjoint to (1.1)-(ii):

(C.10) dp —vs-Dyp=1v¢ inH x(0,T), oT)=qpr(x) =cH

with 1 € Cyay (H' % (0,7)), or € Cyqy (H'). A direct calculation shows that, if Y (x,t)
solves (C.9), then

(©1) o) = or (VE, ) — [ 6 (0G0,

solves (C.10). Indeed Y (Y, (x,0),t) = YE(x,0) yields

P (.00 = or (VF2,0) — [ 6 (V:(2,0),9) ds
and differentiating both sides with respect to t we obtain

2~ uiB D] (1 (.0).0) = ¥ (2 (2,0)).

Noting vi BT - Dp = v§ - Dy, by the arbitrariness of x (and then Y;(x,0)), we conclude
that (C.10) s fulfilled.

Now we use characteristics to prove the existence, the uniqueness, and a representation
formula of the solution of the continuity equation (C.6).

Lemma C.6 For any mg € Pper(H'), let m§ denote mg * p. where the kernel pe has
been introduced in (2.9). Let Y,¢ be the solution of (C.9) (corresponding to s =0). Then
t > m§ = Y#mS is a continuous (in the topology of C([0,T], Pper(H))) solution of
(C.6) in [0,T].

Proof. Note that, from the boundedness of Dyu, the velocity field v§ satisfies (C.5) and
(C.7). The continuity of m follows easily since lim,_; Y(z) = Y,(x) for m§-a.e. x € H:
thus for every continuous and bounded function ¢ : H' — R the dominated convergence
theorem gives

lim [ {dm{ = lim (( / C(Y(x))dmg(x) = / Cdmy.

s—t JH1 s—t

For any ¢ € C° (Ty x (O,T)) and for m{-a.e. x € Ty the maps t — ¢ (x) := ¢ (Y (x),1)
are absolutely continuous in (0,7") and

di(x) = Opp (Y (2),1) + (Do (Y (2), 1) , 0§ (Y (2)) B (Y (2))) =
Orp (Y (2),8) + (D (Y (@), 1), vp (Y (2))) = A(,1) 0 Y

where A(x,t) := Opp(z,t) + (Dyp(z,t),vi(x)) . We thus have

[ flo

Ou()| dmy ()t = / / )| dm(z)dt

/ / (z,t)|dm; (z)dt

< Lipu(y) <T + /0 [ i) dmi(sr)dt> < 450
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where the boundedness of the last integral comes from the fact that we can cover the
compact support of ¢ with a finite number of elements of the pavage where |vf| is bounded.
Therefore

0= /H1 o(z, T)dm () — /H1 o(z,0)dm§(z) = /H1 (o (Y5(2),T) — o(x,0)) dmg(x)
T . T
= / or(z)dt | dmg(z) = / / (Orp 4+ Dy - v5) dmsdt
H! 0 0 H1
by a simple application of Fubini’s theorem, i.e. (C.6) holds. 0

We want to prove that any solution of (C.6) can be represented as in Lemma C.6.

Proposition C.1 (Uniqueness and comparison for the continuity equation). Let oy be a
narrowly continuous family of signed Ty -periodic measures solving Oyoy +divy - (vioy) =0
in H' x (0,T), with 09 < 0. Then oy <0 for any t € [0,T).

Proof. The proof is the same as the one for [3, Proposition 8.1.7] where we replace R?
with H' and the Euclidean gradient D with Dy;. Observe that, from the boundedness of
the field v§, we have fOT Jr,, vl dlot| dt < +o00. Moreover covering any compact set C' with
a finite number of elements of the pavage, we get

T
/ <|0t| (C) + sup |vy| + Lip (vf,C’)) dt < 400
0 C
for any bounded closed set C' C H'. a

Proposition C.2 (Representation formula for the continuity equation). Let m$ € Ppe, (H'),
t € [0,T], be a family of narrowly continuous measures solving the continuity equa-
tion (C.6). Then for mo-a.e. x € H! the characteristic system (C.9) admits a globally
defined solution Y,(x) in [0,T] and

(C.12) my = Y #mg, Vte[0,T].

Proof. Recall that vf satisfies (C.5). Moreover, by Lemma C.5, Y is globally defined in
[0, 7] for mg-a.e. in H'. Applying Lemma C.6 and Proposition C.1 we obtain (C.12). O

Now we want to extend Proposition C.2 to the continuity equation (1.1)-(ii), where the
vector field Dyu does not satisfy the local regularity assumptions (C.5) but it is still
bounded and Q-periodic. In this situation we consider suitable probability measures in
the space T of the absolutely continuous maps from [0, T to H!, see definition (3.2).

Our representation formula for the periodic solutions my of the continuity equation
(1.1)-(ii) is given by

(C.13) A pdm/ :Z/T - e(v(t))dn(z,y) Vo e CO(Ty),t €[0,T],

where 7 is a suitable probability measure in Ty x I'. With a slight abuse of notations,
we denote e; as in (3.3) also the evaluation map e; : Ty x I' — Ty with eq(x,v) = y(t).
Hence, (C.13) can be written as

(C.14) my = e #n.
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Theorem C.1 (Probabilistic representation). Let m : [0,T] — P(Ty) be a narrowly
continuous solution of the continuity equation (1.1)-(ii). Then there exists a probability
measure 1 in Ty X ', such that

(i) n is concentrated on the set of pairs (z,7) such that vy € I is a solution of the differential
equation

(C.15) 4(t) = —Dyu(y(t),t) BT (y(t)) for a.e. t € (0,T), (0) = .

(ii) my = my for any t € [0,T], with m{ is defined in (C.13).
Conversely, any n satisfying (i) induces via (C.13) a solution of the continuity equation,
with mg = eg#.

Proof. We adapt the arguments of the proof of [3, Theorem 8.2.1]. We first prove the
converse implication. Notice that due to (i), we have

4(t) = Dyu(y(t),t)BT (v(t)) n— a.e., for a.e. t € (0,T).

From (C.13) we deduce that t —+ m; is narrowly continuous; actually, for every ¢ € C°(Ty)
and t € [0,T], there holds
(C.16)
pim ~ iy [ im =ty ([ g O)na) - [
T'H xI'

Ty s—t Ty s—t Ty xI'

P(1(5))dn(.7) ) =0.

Now we check that ¢ — [ (dmj is absolutely continuous for ¢ € C’;li(']I'H) bounded
and with a bounded horizontal gradient Dy(. Indeed, from (C.16), since D( - DyuBT =
Dy - Dyu, for s < tin (0,7), we have

\ [ cami— [ cam
Ty Ty

<[] 106t s(rdndr
N / /THXF |D¢(y(7)) - Dau(y(r), 7) BT ((7))|dnp dr
- / /qw D3¢ (v(7)) - Daygu(y(7), 7))|dn dr

< 1D3Cllne /: /THXr|DHu(7(T),¢))|dndT.

Since Dyu is bounded, the inequality gives the absolute continuity of the map. We have
also

d d .
i@ Jr, ¢dmj = E/Tﬂxr C(v(t))dn = ~/11‘H><F DC(R) - #(t) dn = /TH Dy - Dyudm?,

for a.e. t € (0,7). Since this pointwise derivative is also a distributional one, this proves
that (C.3) holds for test function ¢ of the form {(x)(t) and therefore for all test functions.
Conversely, for m; as in the statement, let us apply Lemma C.3 finding ()y-periodic
approximations mf, v§ satisfying the continuity equation (C.6). Therefore, we can apply
Proposition C.2, obtaining the representation formula m; = Y #mg, where Y is the flow
of maximal solution of (C.9) with s = 0.
Since Y induces naturally a map from Ty to I', we define the measure n° € P(Ty x T')
as n° 1= (i x Y®)#m{ where (i x Y¢) : Ty — Ty x I' with (i x Y¢)(z) = (x,Y5(z,0))
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where Y2 (z,0) denotes the maximal solution to (C.9) with Y5 (z,0) = 2. In other words,
for any Borel function ¢ defined in Ty x I', the measure n° verifies

(C.17) /T O () = /T O Y, 0))dmi ().

Now we claim that (1°) is a relatively compact family of measures on Ty x I'. Indeed, we
set

Ci={(z,7) €Ty xT[7(0)=0, [+]e <8}

where [ is a positive constant such that the solution to (C.9) with x € Ty and s = 0
satisfies ||V (z,0)|c < /5. We observe that

7 (C) = / o, YE(x,0))dms () = / dms(x) = 1.
T (weT] [V2(20)<5}

Invoking Prokhorov theorem, there exists a subsequence of {n°}.c(,1) which narrowly
converges. Hence our claim is completely proved.

Now, let 7 be a narrow cluster point of {n°}.. We claim m; = e;#n and that my is
the first marginal of 7. Indeed, by the definition of e; (recall: e; : Ty x I' — Ty with
et(z,7) = v(t)) and (C.17), for every ¢ € CY(Ty) and t € [0, T], there holds

| e@detri@ = [ et @) = [ e e 0)dmg
Ty Ty xT Ty

= o(x)dm; (x)
Ty

where the last equality is due to m; = Y #mg. Passing to the limit in the previous
equality, we obtain m; = e;#n namely

(C.18) /Mxp(cp oep)dn(x,y) = /TH p(x)dmy(z), Vo € CY(Ty).

Moreover, again by (C.17), we have

ey = [ etpmi

and, passing to the limit as ¢ — 0, we get

L @it = [ ew)amo()

Ty

namely my is the first marginal of 7. So our claim is completely proved.
Now we have to show that 7 is concentrated on solutions of the differential equation (C.15).
We claim the following “superposition principle”

(C.19) /Wr

If the claim is true then we disintegrate n with respect to its first marginal mg (see [3, pag
122] or [22, Theorem 8.5]):

(C.20) dn(z,) = dne(v) dmo(z)

t

1) =a = [ Duulr(r),7) B ((r)dr

dn(x,v) =0 Vte[0,T].
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and from (C.19) we get for mp-a.e. x € Ty, ny-a.e. v is a solution of the (C.15).
It remains to prove the claim (C.19). First of all we prove

(C.21)

t T
10—~ [ wir(r).7) BT Gz dnte. ) < € [ 1D — )l dmoa,

where w(z,t) is a Qy-periodic vector field, bounded and continuous w.r.t. . We have

[ o -2 [ wee)7 86| i)
Ty xT 0

= [ @ -a- | "w (VE(2).7) BY(VE(2))dr]| dm(a)
Ty 0

dm(x)

= [ ][ @ w2, BT

Ty 1/0
< [ [ =0 27y B vz )| drdme)

:/t/ (v —w) BT |dmzdr,
0 J1y

where Y () is the solution of (C.9). Setting we := (™% we obtain

/t/ ’(Ue—w)BT‘dmidT
0 JTy

t t
< C/ / \fua—waldmidT—i—C/ / |w® — w| dmidr
0 JTy 0 JTy
T T
< C/ / |Dyu — w| dm dr + C/ / / pe(2)|w(z & 2z) — w(z)|dzdr,
0 JTy 0 JTy JH!

where for the last inequality we used Lemma C.4 with £ = (Dyu — w)m, p = 1 and
the definition of convolution (2.8). If € — 0, from the continuity of w we get (C.21). To
complete the proof of the claim (C.19) we just take a sequence wy,, of Ty-periodic functions,
uniformly bounded continuous w.r.t. z such that w, — Dyu in L'(my, Tg). Applying
(C.21) to wy, and noting that m; = m; we get (C.19). O
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