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Abstract

Two theories are available to predict the values of the rate constants of electron transfer between a redox species and an electrode as
a function of electrode potential: the Butler-Volmer theory, and the Marcus “Density of States” (MDoS) theory. While the Butler-
Volmer is purely empirical, it is widely used, in part because of its ability to represent experimental data, but also because of its
simplicity: the rates are just exponential functions of the potential. By contrast, in the case of the MDoS theory, whose justification
comes from the well-established theory of electron transfer proposed by Marcus, the rates are expressed in the form of indefinite
integrals, which are harder to compute. A number of algorithms have been presented in the literature, with various merits in terms
of accuracy and computation time; however, these algorithms have never been compared under the same conditions, which prevent
making informed choices. We systematically compared the algorithms, both in terms of accuracy and computation time, and also
propose a new algorithm which is very fast and reasonably accurate.

1. Introduction

Two distinct models predict the rate of electron transfer be-
tween a redox species (in solution or adsorbed) and an elec-
trode, like in the following reaction:

Ox+ e−
kred(E)−−−−⇀↽−−−−
kox(E)

Red (1)

The first one is the Butler-Volmer equation, which is based on
the assumption that the rate of electron transfer increases expo-
nentially as a function of driving force. Although purely empir-
ical, it is remarkably useful in the general case[1]. The second
one is based on Marcus’ theory of electron transfer. Marcus pre-
dicted that the rate of electron transfer between two moieties in
solution can be written under the following form[2]:

kox/red = k0 exp
(∆G±λ )2

4RT λ
(2)

in which ∆G is the driving force for the reaction, R the gas
constant, T the temperature, k0 a prefactor and λ is the so-called
reorganization energy, which corresponds to the changes in the
configuration of the molecules and the solvent before and after
the electron transfer.

This equation can be extended to interfacial electron trans-
fer by considering the electrode as a distribution of states fol-
lowing a Fermi-Dirac statistics, hence the commonly used name
“Marcus Distribution of States” or “Marcus Density of States”
(MDoS hereafter) for this theory. The theory is also known
under the names “Marcus-Hush-Levich[3]” or “Marcus-Hush-
Chidsey”, as Chidsey was the first to show experimentally the
validity of the model, by measuring the rates of electron transfer
across thiol layers[4].
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The MDoS theory states that the rates of electron transfer in
reaction (1) can be written under the following form[3]:

kox(E) = A
∫ ∞

−∞

exp
[
− RT

4Fλ
{ F

RT

[
λ − (E−E0)

]
−ξ
}2
]

1+ expξ
dξ

(3a)

kred(E) = A
∫ ∞

−∞

exp
[
− RT

4Fλ
{ F

RT

[
λ +(E−E0)

]
−ξ
}2
]

1+ expξ
dξ

(3b)

in which E is the electrode potential (the Fermi level of the
electrode), E0 is the standard potential of the Ox/Red couple, λ
is the reorganization energy, F the Faraday constant, R the gas
constant, T the temperature, and A a prefactor. The prefactor
can be put into two forms, depending on whether one wishes to
focus on rates at infinite or zero driving force:

A =
k∞√

4πFλ/RT
(4)

A =
k0

∫ ∞
−∞

exp
[
− RT

4Fλ

{
Fλ
RT −ξ

}2
]

1+expξ dξ

(5)

Indeed, with (4), limE→∞ kox(E) = k∞, while with (5), kox(E0)
= kred(E0) = k0. The equations relating k∞ or k0 to the molec-
ular details of the interaction between the electrode and the re-
dox species are out of the scope of this paper and discussed
elsewhere[3, 5–7].

The main issue with the formulas in (3) is that there is no
closed-forms expression for this integral; a number of algo-
rithms have been published to compute the rates, varying in
their approaches and goals in terms of accuracy/computation
time trade off. However, it is not easy to compare their merits.

Preprint submitted to Elsevier September 30, 2020



The purpose of this article is to review the numerical methods
that have been proposed to compute the integrals in (3), imple-
ment them in a publicly available computer program (written in
C), and compare them both in terms of accuracy and computing
time. Both are particularly important, for example when inte-
grating differential equations that involve MDoS rates. The aim
of this article is to arm the reader with various read-to-use tools
they could use in their own computations, making informed
choices based on their accuracy and cost. We also provide a
new algorithm (ts1 below), which gives single precision accu-
racy at remarkable speed.

2. The Marcus-Hush-Chidsey integral, and the methods to
evaluate it

In this paper, we focus on the evaluation of the integrals in
equations (3). Two properties simplify the evaluation. First of
all, the expressions in (3) follow the de Donder relationships
(i.e. they are compatible with the Nernst equation):

kox(E)
kred(E)

= exp
F
(
E−E0

)
RT

(6)

In addition, it can be shown that the rate constants of oxidation
and reduction are symmetric of one another around the standard
potential of the couple:

kox(E0 +δE) = kred(E0−δE) (7)

This relationship only holds for the symmetric case, i.e. when
the reorganization energy is the same for both the oxidation and
the reduction processes. This is not necessarily the case, see be-
low for more information. The rest of the article assumes that
equation (7) holds. Under this assumption, it is only necessary
to concentrate our efforts on the oxidation rate constant for po-
tentials greater than the standard potential, as the other values
can all be deduced from equations (6) and (7).

We rewrite (3a) into a dimensionless form:

κ(η ,Λ) =
∫ ∞

−∞

exp
[
− (Λ−η−ξ )2

4Λ

]
1+ expξ

dξ (8)

in which we removed the prefactor A, and used the following
dimensionless variables:

η =
F
(
E−E0

)
RT

Λ =
λ

RT
(9)

η is the dimensionless overpotential and Λ the dimensionless
reorganisation energy. A dimensional value of λ = 1 eV corre-
sponds to a value of Λ = 38.9 at 298 K. Similarly, an overpo-
tential of 1 V corresponds to η = 38.9 at 298 K.

The purpose of this article is to discuss the different ways to
compute or approximate κ(η ,Λ). In the light of the above sym-
metry considerations, we restrict ourselves to the region η > 0,
without loss of generality. This region is numerically the eas-
iest, since the values of the rate constants are not exceedingly
small, unlike for η < 0.

2.1. Direct computation of the integral

Conceptually, the simplest way to compute κ(η ,Λ) is to
evaluate the integral using trapezoid rules or more advanced in-
tegration techniques. For η >Λ, the integrand of equation (8) is
bell-shaped, symmetric, centered on ξ = Λ−η and has a width
of about

√
Λ. For η < Λ, the integrand is centered around

ξ = 0, is more asymmetric and narrower (see [8] for a more
precise evaluation of the position of the peak).

As the integrand of (8) decreases very fast, the indefinite
integral can in practice be replaced by a finite integral over an
interval centered on the peak and whose size is a small number
of peak widths.

2.2. Exact summation formula

By introducing the hyperbolic secant function sechξ into
the integrand and using the development of sechξ in powers
of expξ , Oldham and Myland showed that equation (8) can be
written under the form of the following series[9]:

κ(η ,Λ) =
√

πΛ× exp− (Λ−η)2

4Λ
×

∞

∑
i=0

(−1)i
{

eerfc
[√

Λ
(

2i+1
2

+
η
2Λ

)]
+

eerfc
[√

Λ
(

2i+1
2
− η

2Λ

)]}
(10)

in which the function eerfcy is defined by equation (11) where
erfcy is the complementary error function:

eerfcy = expy2× erfcy (11)

As they noted themselves, this series is exact, but very slowly
converging, especially for low η . Therefore, they principally
used this representation to derive a number of properties of the
integral, including exact values when η is an integer multiple
of Λ, and approximations at low and high η[10].

Other authors have used various strategies to accelerate the
convergence of series (10), notably Migliore and Nitzan[11,
12], and Bieniasz[13]. In both cases, the series take the fol-
lowing form:

√
πΛ× exp− (Λ−η)2

4Λ
×

∑
i

wi

{
eerfc

[√
Λ
(

2i+1
2

+
η
2Λ

)]
+

eerfc
[√

Λ
(

2i+1
2
− η

2Λ

)]}
(12)

in which wi is a weight factor. For the original series, (10),
wi = (−1)i. In the work of Migliore and Nitzan[12], for a total
number of terms n, the coefficient wi is given by:

wi =
1
2
× (−1)i×

n

∑
j=i

1
2 j

(
j
i

)
(13)
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The series derived by Bieniasz contains only 22 terms, and the
value of the coefficients are given in the original publication[13].
Mamedov, using the binomial development of 1/(1+ y), also
obtained similar series, but their convergence properties appear
inferior to those described above[14].

2.3. Step function approximations

Other groups have derived simpler, approximate formulas
for computing (8). For instance, Finklea[15] derived polyno-
mial expressions for lnκ(η ,Λ) for a number of values of Λ
by simply fitting low-order polynomials to values of lnκ(η ,Λ)
computed using numerical integration. However, since this ap-
proach does not provide means to compute κ(η ,Λ) for arbitrary
values of Λ, we will not consider it further here.

The other approaches are based on the decomposition of the
integrand of equation (8) in two parts:

exp
[
− (Λ−η−ξ )2

4Λ

]
1+ expξ

= f (ξ ,η ,Λ)×g(ξ ) (14)

with f a Gaussian and g the Fermi-Dirac distribution:

f (ξ ,η ,Λ) = exp

[
− (Λ−η−ξ )2

4Λ

]
(15)

g(ξ ) =
1

1+ expξ
(16)

For large values of Λ, the function f varies more slowly than
g, which varies from≈ 1 for η < 0 to≈ 0 for η > 0. Therefore,
a first approximation is simply to replace g by a step function,
which gives[16]:

κ(η ,Λ) =
∫ ∞

−∞
f (ξ ,η ,Λ)×g(ξ )dξ (17)

≈
∫ 0

−∞
f (ξ ,η ,Λ)dξ (18)

≈
√

πΛerfc
Λ−η
2
√

Λ
(19)

Two approaches have been used to improve the accuracy.
Using a well-established technique for evaluating the product of
Fermi-Dirac distribution with smooth functions, Nahir derived
the following improved formula[8]:

κ(η ,Λ)≈
√

πΛerfc
Λ−η
2
√

Λ
+

π2

12
Λ−η

Λ
exp− (Λ−η)2

4Λ
(20)

Zeng and coworkers proposed another formula, obtained by
extending the formula to η < 0 and modifying the argument so
that the final function is continuous[17]:

κ(η ,Λ)≈
√

πΛ
1+ exp−η

erfc
Λ−

√
1+
√

Λ+η2

2
√

Λ
(21)
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Figure 1: Plot of the function κ(η ,Λ) as a function of η for a number of values
of Λ (values obtained from the qag algorithm). The results demonstrate the
typical exponential increase for η � Λ and the saturation for η � Λ.

3. Comparison of the methods

We have implemented the formulas described in the previ-
ous section in a C program and we have used them to generate a
large number of values of κ(η ,λ ). Table 1 lists the algorithms,
along with the names of the file generated by the C program
and the time it takes to generate the file[18].

For the numerical integration of (8), we have used the adap-
tive Gauss-Kronrod finite integration techniques from the Quad-
pack package[19] as implemented in the GNU Scientific Li-
brary [20] (the dataset is called qag in table 1), and simple
trapezoid implementations. For the latter, we have used two
different step sizes, h = 1 and h = 1/4, and tried a simple, non-
optimized calculation (dataset tn1 for step h= 1). We have also
rearranged the terms allowing a faster implementation, see Ap-
pendix A (datasets ts1 and ts4).

For the summation formulas based on equation (10), we
have used 50 terms for the original Oldham and Myland series[10]
(dataset oldham). Bieniasz’s series only has 22 terms (dataset
bieniasz), so we have chosen to compare the other acceler-
ated series, that of Migliore and Nitzan, using the same number
of terms (dataset migliore).

We implemented the three “step function approximations”
described above; they are datasets step, zeng and nahir.

To compare the various algorithms, we have taken a sys-
tematic approach, and computed κ for values of η and Λ in the
range 0.01 < η < 100 and 1 < Λ < 100, which correspond, at
room temperature, to overpotentials of up to 2.5 V and reorgan-
isation energies of up to 2.5 eV. We have used a Maple program
to compute the reference values to a relative precision of 10−16

(see details in Supplementary section S1; the reference data are
avalailable as supplementary files). Figure 1 shows the value
of κ(η ,Λ) computed by the reference implementation. They
show the saturation behaviour for η ≥ Λ that is typical of the
MDoS theory and sets it apart from the Butler-Volmer theory.

Figure 2 shows the maximum relative error as a function of
Λ for all algorithms (the numbers on the right indicate the rel-
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Name Eq. Ref. Time Notes Relative time

qag (8) 4, 19 4900 ms adaptive Gauss-Kronrod integration 117

oldham (10) 10 1850 ms 50 terms 44
migliore (12) and (13) 12 900 ms 22 terms 22
bieniasz (12) 13 900 ms full summation (22 terms) 22

tn1 (A.1) 1000 ms naive trapezoids, step h = 1 25
ts4 (A.3) 500 ms optimized trapezoids, step h = 1/4 12
ts1 (A.3) 150 ms optimized trapezoids, step h = 1 3.6

step (19) 16 42 ms 1
nahir (20) 8 47 ms 1.1
zeng (21) 17 45 ms 1.1

Table 1: The various algorithms compared in this study, together with the time it took to compute the points used for comparison. The name in the first column is
also the name of the data file generated by the C program. The last column is the time relative to the fastest implementation, step. The reference data took about
100 hours of computation time to generate.

ative computation times for generating the whole dataset). The
errors are plotted as a function of both Λ and η in supplemen-
tary information (figures S1 to S9).

According to figure 2, the different algorithms can be roughly
divided in three groups. The simple approximations step, zeng
and nahir, together with the oldham series are in the upper part
of the graph, with maximal errors in the order of 1% to 70%.

The second group corresponds to migliore series and the
ts1 trapezoid, with maximum errors in the range 10−8 to 3×
10−7 (which corresponds to single precision).

The last group corresponds to the bieniasz series, the ts4
trapezoids, and the Quadpack qag numerical integration proce-
dure, with maximum errors below 10−11. The 22-terms series
of Bieniasz[13], achieves a 10−13 accuracy. The ts4 dataset,
although significantly worse overall than bieniasz, achieves
maximum errors between 10−12 and 10−11. The qag numer-
ical integration procedure is on the whole more precise than
the other two, but have “spikes” corresponding to a few points
where the integration procedure does not give satisfactory re-
sults.

In terms of performance (table 1), the three “simple for-
mula approximation” (step, zeng and nahir) perform sim-
ilarly. Then comes the smart trapezoid with step 1, ts1, at
only about 3.6 times the computational cost, the trapezoid with
step 1/4, ts4, at 12 times. The 22-terms summation formulas
migliore and bieniasz are 22 times slower, and the non-
optimized trapezoids tn1 25. Finally the slowest methods, the
original 50 terms oldham series oldham and the quadpack in-
tegrations qag are between 40 and 120 times slower than the
simple approximations.

Not unsurprisingly, the approximations given by equations
(19), (20) and (21) are significantly worse than the direct inte-
gration, although for all but the smallest values of Λ, the ap-
proximation by Nahir[8] has overall better accuracy than the
formula proposed by Zeng and coworkers[17]. The simple step
function approximation of equation (19) appears on the whole
worse than the more elaborate approximations. We have com-
pared the three approximations for selected values of Λ in fig-
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Figure 2: Maximum of the absolute value of the relative error (|(κ−κref)/κref|,
in which κref is a reference value computed to a relative precision of 10−16, see
Supplementary Section S1) over the range 0.01≤η ≤ 100 for all the algorithms
in table 1. The parts that are not visible correspond to maximum precision better
than 10−14. We have not plotted the tn1 data set, because it is identical to ts1.
The colored number on the right is the relative computation time, deduced from
table 1.
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Figure 3: Relative errors with respect to the reference value as a function of η
for the three different approximations, for different values of Λ. Data sets, from
top to bottom: zeng, step, nahir.

ure 3. The graphs show that, for all the three approximations,
the errors are all localized in the low η region. However, as Λ
increases, the range in which the approximation has important
errors increases to larger values of η than at lower Λ; this is
true for all three approximations, but is particularly visible in
the step approximation (these features are even more clear in
supplementary figures S5–7).

The top panel of figure 3 shows in particular that the ap-
proximation of equation (21) does a particularly bad job at rep-
resenting the low η region at high Λ, with relative errors in
excess of 60% at Λ = 100.

We also used our computations to compare the convergence
of the series based on equation (12). Figure 4 represents the
relative accuracy of the sum over 1≤ i≤ n of the various series
as a function of n[21], for two pairs of values of (η ,Λ). Unsur-
prisingly, the original series by Oldham and Myland converges
extremely slowly; a log/log plot (Supplementary figure S10)
shows that the accuracy scales as n−1. The migliore series is
much better, with an error that decreases exponentially with the
number of terms, until it reaches a value a bit larger than the ma-
chine precision, probably because of error accumulation. The
errors for the bieniasz series decrease slowly at first, and then
abruptly go to 10−15 when the series is complete with the 22
terms. This is due to the finite nature of the minimax approxi-
mation used by Bieniasz[13]: the minimax polynomials are not
meant as series that converge towards the target function, but
as approximations with a fixed order [22]. Removing any term
leads to drastic changes in accuracy.
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Figure 4: Relative error as a function of the number of terms for the different
series based on equation (12). Solid lines: Λ = η = 1; dashed lines: Λ = η =
50.

4. Discussion

We have compared several different ways to compute the
MDoS integral in equation (8). We have compared the values
for the different algorithms for a large range of values of η and
Λ, in a much more systematic fashion than previously reported.
We also provide the C code of the program in order for others to
assess the formulas against their own needs and directly reuse
the code for their own implementations.

The fastest implementations are those based on “simple for-
mulas”. They have similar computation times, but are not very
accurate, especially at low η and high Λ values. This could lead
to important accuracy problems when computing Tafel plots
(like in ref 17 for instance), as the lower overpotential region
would be misrepresented, especially at high Λ. Among the
three methods, the one derived by Nahir (equation (20)) appears
to be the most accurate over the largest range.

Many have used trapezoid integrations to compute values
of the integral[23–26]. Our results show that even with rela-
tively large step sizes, such as h = 1, the accuracy is excellent,
better than 10−7 over the whole range. Dividing the step size
by 4 yields accuracies better than 10−10. This seems at first
counter-intuitive, since in general the accuracy for the trape-
zoid rule scales as the square of the step size: one would expect
a precision of roughly 10−8. However, integral (8) falls under
the case of the so-called “exponentially convergent trapezoidal
rule[27]”. Theorem 5.1 in ref. 27 states that one can expect
exponential convergence of the trapezoid sum as a function of
the reciprocal of the step size for an integral over the real line
of a function analytical over a stripe around the real line. This
theorem applies since the integrand of equation (8) is analytical
over the stripe:

| Im(z)|< π (22)

Under these conditions, the theorem in [27] predicts an expo-
nential decrease of the error:

|∆κ|< α
exp
( 2π a

h

)
−1

(23)
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in which ∆κ is the error, α a constant, h the step size and a a
constant close to π . This explains the excellent precision ob-
tained by the trapezoid formula.

We have designed a very fast implementation of the trape-
zoids, a factor of 8 times faster than the “naive” one (compare
the computation times for tn1 and ts1), which yields single
precision values (for h = 1) only 3.6 times slower than the sim-
ple formulas.

For the most precise evaluations, the series proposed by
Bieniasz[13], based on the series of Oldham and Myland[10]
perform extremely well, reaching 10−13 relative accuracy with
only 22 times the cost of the simplest formulas, greatly outper-
forming the similar series proposed by Migliore and Nitzan[12].
The original work by Bieniasz[13] showed that the accuracy of
the series should be close to 10−16, the differences here may
be due to the particular implementation of the eerfcy function,
or to accumulation of errors. The numerical integration by the
QUADPACK algorithms does not appear to be a good choice,
because of the long computation time and the precise of isolated
points with errors significantly larger than the average precision
(see supplementary figure S9).

Based on the computation speed, we suggest the use of
ts1 when only simple-precision accuracy is enough, and that
of bieniasz for double-precision.The accuracy of both should
be enough for numerical differentiation. We have implemented
both methods in our open-source data analysis software QSoas[28]
(qsoas.org), together with the approximations of Zeng and of
Nahir.

In spite of a number of experimental sucesses[4], a growing
number of experimental data pinpoint the inability of the MDoS
to describe experimental data[15, 25, 29]. This lies in the sim-
plifying assumption of equal force constants for reactants and
products in the drawing of the Marcus energy parabolas[30].
Taking this asymmetry into consideration leads to the so-called
“asymmetric Marcus-Hush-Chidsey” or “asymmetric MDoS”
theory, which was found to be more appropriate to describe a
number of experimental results[15, 25, 29–31]. Although the
present article only deals with the symmetric MDoS electron
transfer rates, Zeng and coworkers have shown that, under a
large range of conditions, the asymmetric MDoS rates can be
obtained from the symmetric ones by multiplying by a simple
factor[32]. The results herein can therefore easily be extended
to the asymmetric MDoS computations. We therefore hope that
the algorithms described here can also help using asymmetric
MDoS rates.
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Appendix A. Efficient computation of the trapezoid formula

Here, we derive the formula used in the C code to compute
the trapezoid integral:

Sn =
n

∑
i=−n

exp
[
− (Λ−η−ξi)

2

4Λ

]
1+ expξi

(A.1)

with:
ξi = Λ−η + ih (A.2)

Thus:

Sn =
n

∑
i=−n

exp
[
− (ih)2

4Λ

]
1+ exp(η−Λ)× exp ih

=
n

∑
i=−n

α i2

1+ γ×β i (A.3)

with:

α = exp
[
− h2

4Λ

]
β = exph γ = exp(Λ−η) (A.4)

One can efficiently compute the α i2 term by expressing it as:

α i2 = α(i−1)2 ×α2i+1 (A.5)

and updating the α2i+1 term at each iteration.

7

https://doi.org/10.1145/321281.321282
https://doi.org/10.1145/321281.321282
https://doi.org/10.1021/jp981023r
https://doi.org/10.1021/ac980557l
https://doi.org/10.1016/j.jelechem.2012.04.006
https://doi.org/10.1021/ac00091a027
https://doi.org/10.1137/130932132
https://doi.org/10.1137/130932132
https://doi.org/10.1021/acs.analchem.6b00224
https://doi.org/10.1016/j.jelechem.2011.11.009
https://doi.org/10.1016/j.jelechem.2011.12.011
https://doi.org/10.1039/c3cs35487c
https://doi.org/10.1016/j.jelechem.2015.04.018

	Introduction
	The Marcus-Hush-Chidsey integral, and the methods to evaluate it
	Direct computation of the integral
	Exact summation formula
	Step function approximations

	Comparison of the methods
	Discussion
	Efficient computation of the trapezoid formula

