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§Université de Bordeaux, Bordeaux INP, CNRS, IMB, UMR 5251, F-33400 Talence, France

Abstract—We propose to detect defects in old movies, as the
first step of a larger framework of old movies restoration by
inpainting techniques. The specificity of our work is to learn
a film restorer’s expertise from a pair of sequences, composed
of a movie with defects, and the same movie which was semi-
automatically restored with the help of a specialized software.
In order to detect those defects with minimal human interaction
and further reduce the time spent for a restoration, we feed a
U-Net with consecutive defective frames as input to detect the
unexpected variations of pixel intensity over space and time.
Since the output of the network is a mask of defect location,
we first have to create the dataset of mask frames on the basis
of restored frames from the software used by the film restorer,
instead of classical synthetic ground truth, which is not available.
These masks are estimated by computing the absolute difference
between restored frames and defectuous frames, combined with
thresholding and morphological closing. Our network succeeds
in automatically detecting real defects with more precision than
the manual selection with an all-encompassing shape, including
some the expert restorer could have missed for lack of time.

I. INTRODUCTION

With the increasing computational power of modern
computers, capable of exploiting GPUs and fast multi-
processors, sophisticated algorithms, particularly neural-
network-based, are developed to restore old film material.
Tedious and costly human intervention is however still
required, especially for detection of defects. Many types of
defects in old movies have been inventoried [1], some of the
most studied and most time consuming for restoration are
blotches and line scratches [2].

Blotches are sets of dark or bright inter-connected pixels
that appear at random spatio-temporal locations in video
sequences. They are generally caused by the presence of
particles or by bad manipulation of chemical products on the
film strip. They have random shapes, high spatial correlation
and weak temporal correlation since finding two blotches with
the same shape in two consecutive frames is highly unlikely.
On the other hand, scratches have opposite characteristics,
with a low spatial thickness but a high temporal correlation.
They are produced by the friction of a particle on the film strip
during projection or duplication. Following the unwinding
direction of the film, scratches appear most often vertically
and are visible as persistent vertical lines on consecutive

frames. The difficulty of detecting scratches comes from the
similarity with natural elements present in a video sequence,
like poles or lampposts.

We propose a detection of these artifacts built from expert
knowledge. We start from a rather specific dataset, as it con-
tains the frames of a deteriorated film, and also the restoration
of this film by an expert restorer. From these data, we wish,
initially, to find the masks of the defects associated with each
deteriorated frame, by comparing it with the restored frame.
Once the dataset of masks has been obtained, we train a U-
Net [3], by considering successive frames as input to take into
account the temporal variation of intensity due to the defects.
To sum up, our main contributions are:

• we learn to identify defects directly from the expertise
of a film restorer combined to the automatic processing
of a specialized software, which is to the best of our
knowledge a new approach to defect identification,

• to this aim, we build a pipeline generating defect mask
dataset by carefully comparing defective and restored
frames,

• we train a tailored U-Net that will perform automatic
detection of defects.

(a) Three consecutive frames with line
scratches and blotches in the central one

(b) The same consecutive frames after an
expert’s restoration

Fig. 1. Digitized frames from an old movie and its semi-automatic
restoration. Our tailored U-Net computes a mask over defect from
the original sequence alone (a). The learning step is based on the
two sequences (defective (a) and restored (b)) to retrieve a mask of
defects resulting from processing on the differences between them.



After reviewing related approaches in Section II, we discuss
the creation and analysis of defect mask frames from original
and corresponding restored frames in Section III. In Section
IV, we train a U-Net from these masks and conduct a series of
experiments. We conclude and give perspectives in Section V.

II. RELATED WORK

The first defect detectors (heuristics) in videos were origi-
nally used to detect impulse noise, like the one implemented
by [4] for the BBC. It used a threshold on the absolute
differences between consecutive frames to detect defects.
However, it ignored apparent motion. This is why [5] intro-
duced the spike detection index (SDI), with some variations
SDIa or SDIx [1], where the absolute differences of motion-
compensated frames was used.

A. Line Scratch Detection

The first line scratches detector was proposed by [6], lines
being modeled as damped sinusoid contained in the image.
First a vertical downsampling and filtering combined with
Hough transform were performed, then a Bayesian refinement
kept lines that fit the model. This model was generalized in [7]
to detect line scratches using wavelet transform and Weber’s
law in grayscale movies, then in color ones in [8]. To get
better precision, [9] used an algorithm based on over-complete
wavelet expansion. Morphological closing was used over an
image in [10] to detect the line scratches from difference with
the original one, and then tracked theses lines on the others
frames with a Kalman filter. This idea of closing was taken
up by [11], after having cut the image into several horizontal
bands to separate the foreground and the background for
better detection. In [12], a thresholded horizontal derivative
was applied over the image, then the mean of every column
was computed and thresholded again to detect line scratches
among all the vertical edges. Hough transform and median
filters with variable window size were used in [13]. In addition
to the method of [6], [14] examined the values of pixels at the
left and the right of the scratch for coherence, to limit false
alarm due to edges. Then the different possible lines which
were closed were grouped together by a method a contrario.
Another idea to limit false alarms was introduced in [15] which
consisted in realigning the different mask images following the
apparent motion and eliminating those which remained straight
lines, since scratch lines did not follow the apparent motion.

B. Blotch Detection

In [16], two models of detection were developed: one with
a Markov random fields model, and one with a 3D autore-
gressive model, associated with their respective heuristics of
detection. This MRF model was then used in [17], followed by
two refinement stages for false alarm elimination. Both con-
straints consisted in enforcing spatial continuity with a MRF
and imposing a temporal correlation constraint with a pyra-
midal Lucas-Kanade feature tracker. Rank ordered differences
(ROD) detector was introduced in [18]. It consisted in taking
temporal neighbor pixels in the motion-compensated backward

and forward frames, to compare the distance between them and
the current pixel, to their mean value. A simplified version of
the ROD detector (SROD) in [19] only dealt with the minimum
and maximum values of the neighbor pixels. The SROD
detector was also used in [20], where detection was combined
with a spatial detector based on morphological area growing
and closing. Another application of the SROD detector was
introduced in [21], where it was applied in two steps: the
first one was the classical one, whereas the second SROD
was used with the motion-compensated frames. Detection was
performed in [22] as an image segmentation by seedless region
growing while introducing a new measure of confidence based
on temporal image differences. Other methods required several
steps to detect blotches. For instance in [23], the first step
consisted in finding potential blotch candidates based on their
spatial features. Among these candidates, the real blotches
were detected by their temporal intensity discontinuities. A
blotch region candidate extraction was performed in [24]
using detection of sudden changes in a region using temporal
median filtering. Then, these regions were classified as a blotch
or not, by finding similarity of the candidate region in the
adjacent frames in gradient space, with a histogram of oriented
gradients detector.

C. Scratch and Blotch and Deep Learning

To detect blotch and line scratches, [25] experimented a
detection method based on cartoon-texture decomposition in
the space domain and content-defect separation in the time
domain. The distinction between defect or not was handled
temporally, using matrix decomposition in a low-rank matrix
in addition to a sparse matrix representing the defects. The
first deep learning application was dedicated to line scratches
detection in [26] using separation of shape and texture. The
shape detection was performed by filtering, whereas the texture
was classified by a neural network with the edge images
as input. A three-steps blotch detection was proposed in
[27]: a motion compensation, a SROD detection [19], and
classification of all pixels having anomalous values using a
convolutional neural network. The same authors tried a three
steps approach in [28]. The first step consisted in creating a
descriptor containing: the brightness of the three consecutive
frames, the same for the motion-compensated frames, the
magnitude of the Lucas-Kanade optical flow, and finally the
binary templates from local binary pattern operator. Then a
SDI detection [5] was performed. Its result and the descriptor
became the input for a CNN. For the detection of both
blotches and scratches, [29] applied a classification with a
CNN encoder-decoder architecture, including concatenation
of layers in the encoder part. Then, using the output of the
network before the last convolution and softmax for the current
frame and the previous frame, a spatial average pooling was
performed and a threshold over the Euclidian distance of both
results allowed to detect blotches. The line scratches were
detected after morphological closing of the network output,
and, with shape analysis considerations, defects with their
height much greater than their width were kept.



III. DATASET PREPARATION

Our dataset is a movie composed of two sets of around
3,000 grayscale level frames: the first contains original frames,
the second is made of the same frames after restoration by
an expert (see Fig. 2) with the help of the DIAMANT-Film
restoration software1. From a pair of defective and restored
frames, we created masks of the defect areas that we use as
the output to be predicted by the neural network.

(a) Defective frame A (b) Defective frame B

(c) Restored frame A (d) Restored frame B

Fig. 2. Examples of defective and respectively restored frames. The
different frames in the movie represent texts (a) or natural scenes (b).

A. Mask Creation by Frame Differences and Thresholding
The idea to obtain the mask frames here is to compute the

absolute difference between the restored image and the defec-
tive frame (see Fig. 3), and then to threshold the difference,
which is between 0 and 65535 (values for 16-bit images).

(a) Difference of frames A (b) Difference of frames B

(c) Zoom on (a) (d) Zoom on (b)

Fig. 3. Examples of difference frames based on the absolute difference
of the defective and restored frames from Fig. 2. While the bigger
differences are brighter, the geometric shapes of the computer-assisted
restoration software can also be easily recognized.

1https://www.hs-art.com/index.php/solutions/diamant-film

As we can see in Fig. 3, the bigger defects are manually
detected and selected by the software user, with simple ge-
ometric shapes. Unfortunately, the software operates a copy
from the neighbour frames over the whole selection, even if
some parts should not be restored. This is why the choice of
thresholding is dictated by the compromise between detecting
enough defects without over-detecting. With this in mind, we
looked at the repartition of the different intensity changes over
all the restored pixels in Fig. 4.

Fig. 4. Cumulative proportion of the intensity pixels of defects.
The blue threshold is the minimal threshold to detect all absolute
differences. With a threshold at 1% of the maximum value (yellow),
it represents 30% of all restored pixels. With a threshold at 5% of
the maximum value (blue), it represents 6% of all restored pixels.

(a) Difference of frames A: classifica-
tion

(b) Difference of frames B: classifica-
tion

(c) Zoom on (a) (d) Zoom on (b)

Fig. 5. Classification of the frames differences in Fig. 3 based on the
three thresholds of intensity in Fig. 4. All the blue pixels correspond
to the minimum threshold and, regarding the original frames in Fig. 2,
should not be selected. Considering the letters inside the manual
selection as real defects is more difficult to apprehend in spite of
the high intensity variation.



With the different thresholds chosen experimentally from
the point cloud, we estimated the limit of overdetection to at
least 1% of the maximum value, which represents only 30%
of the pixels which have been restored. In particular, with a
threshold at 5% of the maximum value, we can distinguish
the shapes of the different defects (see Fig. 5), even if the
correction made on the letters should not be expected. With a
higher threshold however, actual defects were not accurately
detected. Even with a carefully chosen threshold, there are
“holes” in the detection because some restored pixels may
have their intensity unchanged.

B. Mask Filling by Morphological Closing

(a) After thresholding (b) After thresholding

(c) After 1 iteration of closing (d) After 1 iteration of closing

(e) After the last iteration of closing (f) After the last iteration of closing

Fig. 6. Morphological closing of the mask frames depending on the
thresholding. Every shape is automatically filled with our algorithm
that increases the size of the morphological kernels step by step.

To overcome the issue of undetected pixels surrounded
by defective pixels, we decided to fill these areas using
morphological closure after the thresholding step, to recover
spatial connectivity. The kernels of the morphology filters that
are used greatly depend on the types of defects present in
the images. As previously explained, they are mainly blotches
which have globally round shapes, as well as line scratches
which are rather vertical lines. The important parameter to
know here is the size of closure to perform on the mask
frames Imask. To do this automatically, we choose fairly small
starting closure sizes Sline and Sdisk and then progressively
increase each closure size by 1. The stopping condition for
the correct closure size is achieved when the number of new

pixels that become mask pixels increases more than in the
previous iteration (see Algorithm 1).

Algorithm 1 - Closing shapes in masks
1: Sline ← 3, Sdisk ← 2, Imask

2: ∆← +∞, ∆∗ ← #(Imask)

3: while ∆ > ∆∗ do

4: I∗mask ← closing (Imask, Sline)

5: I∗mask ← closing (I∗mask, Sdisk)

6: ∆← ∆∗

7: ∆∗ ← #(I∗mask − Imask)

8: Imask ← I∗mask

9: Sline ← Sline + 1, Sdisk ← Sdisk + 1

10: end while

The results of our algorithm for closing masks, again with
our two same frames, are shown in Fig. 6. It is particularly
efficient in filling big defects (see Fig. 6) and linking the
different parts of a line scratch.

C. Spatial and Temporal Statistics

Fig. 7. Partitioning of the defects with respect to size and orientation:
small (red), vertical (green), big (blue). The two thresholds used are
the number of pixels to delimit small defects, and then the orientation
to separate vertical defects from other big defects.

To interpret our network results, we organized all the
defects from spatial and temporal points of view. Defects are
manually partioned to obtain three clusters with the help of
two thresholds: small defects, big vertical defects, and other
big defects (see Fig. 7). Small defects are separated from other
ones according to their relative size in number of pixels. Then
the vertical defects are chosen regarding their orientation. With
our masks, the results are shown in Fig. 8.



(a) Segmented difference of frame A (b) Segmented difference of frame B

Fig. 8. Examples of masks (with a zoom) with the different colors
corresponding to small defects (red), vertical lines or vertical oriented
defects (green) and other big defects (blue).

For the temporal analysis, we looked for the different depths
of the defect, to know the temporal correlation between certain
of them. In particular, we built a frame with the maximum
depth of defects for every pixel, along with the whole dataset,
with its associated histogram in Fig. 9. Except for some big
defects that can be partially overlapped in two successive
frames, the only defects with great depth are line scratches.
Overall, there are 72% of the pixels with a maximum defect
depth of 1 frame, and 95% of them with a maximum of 2
frames. Consequently, using 3 consecutive frames for training
should manage a great majority of defects.

(a) Maximum depth defect for every pixel (b) Normalized histogram of (a)

Fig. 9. Maximum temporal depth of the different defects. Defects with
the largest depths in (a) are line scratches. Some big shape selections
by the expert restorer can also be identified. For 72% of the pixels,
the defects have a maximum depth of 1 frame, and it cumulates to
95% with a maximum depth of 2 frames.

IV. EXPERIMENTS ON THE NEURAL NETWORK

A. Separation of the Dataset

TABLE I
REPARTITION OF THE SCENES AND FRAMES WITH RESPECT TO

THE THREE TYPES OF SCENES.

Types of scenes Number of scenes Number of frames

Text 7 (30%) 931 (31%)

Fixed shot 9 (40%) 1105 (37%)

Camera motion 7 (30%) 938 (32%)

As a reminder, our dataset consists of a total of 2974 images
of 1728×1280 pixels, which are distributed in 23 scenes. The
first step was to divide these 23 scenes into three different

types of scenes: scenes with only explanatory or descriptive
text, scenes with a fixed shot, and scenes where the camera is
moving (see TABLE I).

TABLE II
REPARTITION OF THE SCENES, FRAMES AND PATCH TRIPLETS
WITH RESPECT TO THE TRAINING SET, THE VALIDATION SET,

AND THE TEST SET.

Dataset Number Number Number of 512×512
of scenes of frames patch triplets

Training set 5+7+5 2296 (77%) 27144

Validation set 1+1+1 366 (12%) 4320

Test set 1+1+1 312 (11%) 3672

The second step is to divide the scenes into three different
datasets for training, validation and test. For the validation
set and the test set, we put one scene of each type, which
means three scenes for each of both sets, and 17 for training
(see TABLE II). After this separation, other manipulations are
needed for statistical analysis and constraints on input and
output sizes when implementing the neural network.

B. U-Net Model with Spatio-temporal Patches

Fig. 10. Input of the U-Net: three temporally consecutive patches
of defective frames, and the associated mask of the central patch to
operate the comparison with the output of the network.

We decided to use a U-Net, originally designed for the seg-
mentation of biometric images [3]. One of the most recurring
problems in the use of neural networks in different libraries is
that it involves coding input and output image sizes in addition
to weights. As a result, the network cannot be used once
trained with images of a different size than those used during
training. The solution of resizing, which can change the input
image ratio, cannot be considered satisfactory. Therefore, We
got rid of this constraint by training on patches instead of the
whole image. This choice is not a problem in our particular use
case, as defects can occur randomly anywhere in the frame;
there is no spatial prior to be learned. The prediction step with
the image also takes place with the image cut into patches that



overlap. Another consequence of this operation is the increase
in the size of the dataset (see TABLE II). Compared to the
original U-Net used with only one color image, we used 3
consecutive patches for the input (see TABLE II). The central
patch defect mask is used for comparing to the output in the
network loss function (see Fig. 10).

Fig. 11. U-Net architecture used for the detection of defects, with 3
consecutive patches of size 512×512 as input, 7 layers, and 1 patch
of the detection of defects as output.

Our U-Net architecture is illustrated in Fig. 11, including a
contracting and expansive path as in [3], but with 7 layers in
our case. The contracting path consists of the repeated applica-
tion of two 3×3 convolutions, each followed by an exponential
linear unit (ELU) and a 2×2 max pooling operation with stride
2 for downsampling. At each downsampling step the number
of feature channels is doubled. Every step in the expansive
path consists of an upsampling of the feature map followed
by a 2 × 2 convolution that halves the number of feature
channels, a concatenation with the corresponding feature map
from the contracting path, and two 3 × 3 convolutions, each
followed by an ELU. At the final layer, a 1 × 1 convolution
followed by a sigmoid is used to map each component feature
vector to the associated class. The loss function for the network
training is the opposite of the linear approximation of the Dice
coefficient, defined as follows:

Loss (y
C
, y

U
) = −

2
∑
i,j

y
C

(i, j)y
U

(i, j)∑
i,j

y
C

(i, j) + y
U

(i, j)

≈ − 2× TP

(TP + FP ) + (TP + FN)
∈ [−1, 0]

where y
C

(i, j) ∈ {0, 1} and y
U

(i, j) ∈ [0, 1] are respectively
the pixels of the defect mask patch from the film expert’s
restoration and the output defect mask patch from the U-
Net. TP , FP and FN represent respectively the number
of pixels counted as true positives, false positives and false
negatives. The network was trained using Adam optimizer
with a learning rate of 5.10−5. The results in terms of loss
function after having predicted all the possible frames in the
entire dataset in TABLE III show that, the more complex the
scenes are, the harder it is for the network to accurately detect

defects. Indeed, the scenes with only white text with a black
background have better scores than fixed shot scenes, which
have also better scores than scenes with camera motion. Scores
may not appear fully satisfactory. One of the reason is that the
restorer’s expertise does not fully constitute a ground truth,
typical of this is the over-detection of large manual selections
by the restorer.

TABLE III
LOSS FUNCTION WITH RESPECT TO THE DIFFERENT DATASET

AND TYPES OF SCENES COMPUTED AFTER PREDICTION.

Dataset
Scenes Text Fixed shot Motion All

Training set -0.6252 -0.4564 -0.3629 -0.4323

Validation set -0.8422 -0.2899 -0.2018 -0.2737

Test set -0.8487 -0.5468 -0.2479 -0.4184

As seen in the confusion matrix of TABLE IV, the per-
centage of TP / FP / FN is really low compared to the total
of pixels involved in the frames. It is quite hard to come to
a conclusion concerning what is really well detected or not
depending on the quality of the masks we use for training.
Yet, all good guess represent 99.58% of all the pixels.

TABLE IV
CONFUSION MATRIX BETWEEN THE INPUT AND OUTPUT MASKS.

Input
Output 0 1

0 99.44% 0.10%

1 0.32% 0.14%

We also investigated different sets of inputs to establish how
much temporal information is needed for a proper detection.
As expected, it is more efficient to consider 3 frames than
a single one, since most defects appears on only one frame.
More surprisingly, using 5 frames is less effective than 3.

TABLE V
LOSS FUNCTION ON THE TEST SET FOR 1 TO 5 FRAMES AS INPUT.

Number of frames 1 3 5

Test set -0.3521 -0.4184 -0.3743

C. Results on the Dataset

The use of geometric shapes to select the different areas to
restore implies that the whole selection englobing the defects is
replaced by a copy from the neighbour frames, even the good
pixels. In spite of the thresholding and morphological closing,
we had indicated that the letters of the texts could not be
discarded in the mask. Consequently, it leads to many pixels
considered as false negatives in Fig. 12. The same problem
occurs with the other scenes with the big manual selections
which are not completely detected as defect by the network.



(a) Masks of frame A (zoom) (b) Masks of frame B (zoom)

(c) Defective frame A with masks edges (d) Defective frame B with masks edges

Fig. 12. Comparison of the different masks for frames A and B. The
true positives are in green, the false negatives in blue, and the false
positives in red. The edges of the defects shapes are added on the
defective frames with the same color code (i.e. same edges between
prediction and manual detection in green).

On the other hand, some defects have unfortunately not been
detected by the expert restorer, due to the large number of
frames combined to the limited time he can spend on them.
Yet, the network manages to outperform the manual detection
from restoration in this case and real defects which have not
been detected before (see Fig. 13), even if those pixels are
considered false positives for the loss function.

Fig. 13. Real defects considered as false positives because of the non-
detection by the expert restorer, due to the limitation of the time to
spend on restoration.

Despite these visually good results, which are not reflected
in the loss function, there are still some limitations. For
instance, even if there are really few of them in the dataset, the
line scratches detection remains limited by the fact of choosing
only 3 consecutive frames (or patches to be precise) in order to
detect temporal anomaly in the pixel intensity. Indeed, in the
example in Fig. 14, the line scratch is present at the same place
in the 3 consecutive frames so the network cannot detect any
temporal anomaly. Another limitation of the network concerns
the detection of defects when there is a large motion in the
scene. Indeed, in this case, the network does not manage to
compensate the motion enough to recover the corresponding
pixels in the neighbour frames. Consequently, it considers
some parts of the frames as blotches, as we can see in Fig. 15.

(a) Frame [time t-1] (b) Frame [time t] (c) Frame [time t+1] (d) Masks [time t]

Fig. 14. Line scratch is not detected (in blue) when its depth is greater
than the depth of detection of the network. It is considered as being
a part of good pixels (as the white rectangle) since the scratch is
present at the same place in all the frames.

(a) Frame [time t] (b) Frame [time t]

(c) Frame [time t+1] (d) Frame [time t+1]

Fig. 15. False detections (in red) which should not be detected, as
opposed to Fig. 13. Due to large motion, the network detects them
since they look similar to blotches.

D. Comparison with another sequence

We used another sequence from [14] (see Fig. 16) in order
to compare the differences between both detections. Even if
the line scratches are not entirely detected, which is the aim
of the method of [14], almost every other blotch defect is
detected.

(a) Newson et al. [14] (b) Ours with contours

Fig. 16. Comparison between line scratches detection of [14] in red
(a), and our method of general detection of defects with the contours
in blue (b) on the “Star” sequence.



V. CONCLUSION AND PERSPECTIVES

We introduced a new approach in terms of detection of
defects in videos, opening the study for training without the
location of these defects, but only with the defective and
restored frames. From these frames, we created one possibility
for associated masks of defects dataset, based on thresholding
the absolute difference between the defective frame and
its restoration, followed by an automatic morphological
closing step. After a spatio-temporal evaluation of the
recovered defects, we trained a U-Net in order to detect the
discontinuities in time and space for an automatic detection
of defects.

In some cases, we can outperform the manual detection
from the restoration with our network. Other cases show that
improvements are still possible, either in the refinement of
the masks created from the defective and restored images,
with data augmentation, or by including motion compensation
in our network. However, our approach is here to lay the
foundations for more advanced work, and to be included in
a larger framework of old movies restoration, in combination
with video inpainting techniques [30].
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