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ABSTRACT

Aims. We present results from deep and very spatially extended CTIO/DECam g and r photometry (reaching out to ∼2 mag below
the oldest main-sequence turn-off and covering ∼20 deg2) around the Sextans dwarf spheroidal galaxy. We aim to use this dataset to
study the structural properties of Sextans overall stellar population and its member stars in different evolutionary phases, as well as to
search for possible signs of tidal disturbance from the Milky Way, which would indicate departure from dynamical equilibrium.
Methods. We performed the most accurate and quantitative structural analysis to-date of Sextans’ stellar components by applying
Bayesian Monte Carlo Markov chain methods to the individual stars’ positions. Surface density maps are built by statistically de-
contaminating the sample through a matched filter analysis of the colour-magnitude diagram, and then analysed for departures from
axisymmetry.
Results. Sextans is found to be significantly less spatially extended and more centrally concentrated than early studies suggested. No
statistically significant distortions or signs of tidal disturbances were found down to a surface brightness limit of ∼31.8 mag/arcsec2

in V-band. We identify an overdensity in the central regions that may correspond to previously reported kinematic substructure(s).
In agreement with previous findings, old and metal-poor stars such as Blue Horizontal Branch stars cover a much larger area than
stars in other evolutionary phases, and bright Blue Stragglers (BSs) are less spatially extended than faint ones. However, the different
spatial distribution of bright and faint BSs appears consistent with the general age and metallicity gradients found in Sextans’ stellar
component. This is compatible with Sextans BSs having formed by evolution of binaries and not necessarily due to the presence
of a central disrupted globular cluster, as suggested in the literature. We provide structural parameters for the various populations
analysed and make publicly available the photometric catalogue of point-sources as well as a catalogue of literature spectroscopic
measurements with updated membership probabilities.

Key words. galaxies: individual: Sextans dSph – galaxies: dwarf – Local Group – galaxies: structure – galaxies: statistics –
dark matter

1. Introduction

The faint, passively evolving dwarf galaxies which make up
most of the satellite system of the Milky Way (MW), that is the
dwarf spheroidal galaxies (dSphs), are the subject of a large body
of works in the literature, due to their intriguingly large dynami-
cal mass-to-light ratios (see e.g. recent reviews by Battaglia et al.
2013; Walker 2013, and references therein) and the possibility
they offer to learn about how galaxy evolution proceeded at the
low end of the galaxy mass function (see e.g. the review articles
by Mateo 1998 and Tolstoy et al. 2009, and references therein).
? Full Tables 2 and 6 are only available at the CDS via anonymous

ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via
http://cdsarc.u-strasbg.fr/viz-bin/qcat?J/A+A/609/A53

Even though they have small physical sizes, the proximity of
these galaxies to the MW results in large angular extents, of ap-
proximately a few degrees. Hence the study of these systems has
particularly flourished since the advent of wide-area imagers and
multi-object spectrographs on 4−10 m telescopes, which allow
to determine the properties of their resolved stellar component
in great detail out to their very low surface brightness outskirts.
This applies in particular to the brightest of the MW dSphs1,
those with luminosities −15 <∼ MV <∼ −8, for which one
can gather wide-area photometric datasets with large number
statistics reaching well below the oldest main-sequence turn-off

1 For convenience, we will also refer to them as to the “classical
dSphs”, i.e. those known before SDSS.
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(oMSTO) and spectroscopic datasets providing velocities and
metallicities of several hundreds stars per galaxy.

Thanks to these types of datasets, the stellar population of
several classical MW dSphs is known to exhibit spatial varia-
tions both in its age and metallicity properties (Harbeck et al.
2001; Tolstoy et al. 2004; Battaglia et al. 2006, 2011, 2012a;
Faria et al. 2007; de Boer et al. 2012, to mention only a few),
which point to the central regions having experienced a more
prolonged star formation and chemical enrichment history than
the outer parts.

Substructures have been found in the density maps and kine-
matics of some of these systems (e.g. Irwin & Hatzidimitriou
1995; Bellazzini et al. 2002; Palma et al. 2003; Wilkinson et al.
2004; Battaglia et al. 2006; Walker et al. 2006), possibly due to
the disruption of stellar clusters or even smaller accreted dwarf
galaxies, where this informs us on stellar cluster formation in
small systems and accretion/merging between low mass haloes
(Pace et al. 2014; see also Amorisco et al. 2014 for the M31
satellite And II).

Chemo-dynamical stellar components have been detected
(Tolstoy et al. 2004; Battaglia et al. 2006, 2011), and their si-
multaneous mass modelling has been proposed as a way to
relieve known degeneracies in the Jeans analysis of spheri-
cal systems (Battaglia et al. 2008) and place further constraints
on their dark matter density profile (e.g. Walker & Peñarrubia
2011; Amorisco & Evans 2012). The large number statistics
and accurate radial velocities provided by available spectro-
scopic datasets of individual stars in MW dSphs has also al-
lowed the use of sophisticated mass modelling techniques (e.g.
Breddels & Helmi 2013; Zhu et al. 2016). The dynamical mod-
elling of MW dSphs relies on the assumption that these systems
are in dynamical equilibrium at all radii. However, elongations
and/or distortions in the outer parts of the stellar body have been
found in a handful of MW dSphs, suggesting that the present-
day properties of the stellar component of these specific galaxies
might be affected by tidal forces exerted by the Milky Way (e.g.
Bellazzini et al. 2002; Battaglia et al. 2012a; McMonigal et al.
2014; Roderick et al. 2015, 2016b). Depending on the degree of
tidal stripping, this might have implications for estimates of the
dark matter halo properties (e.g. Muñoz et al. 2008). Strong tidal
disturbances have also been shown to attenuate initial differences
in the spatial and kinematic properties of stellar populations, of-
fering a possible explanation as to why in some dSphs the pres-
ence of chemo-dynamical stellar components is not as evident as
in other ones, such as in Carina (e.g. Sales et al. 2010).

In this work, we studied in detail the properties of the stellar
component of the MW satellite Sextans, in search for the possi-
ble presence of signs of tidal disturbance, to quantify the struc-
tural properties of the overall stellar population and to constrain
spatial variations in the properties of the stellar population mix
as traced by stars found in different evolutionary phases.

Discovered in the UKST sky survey by Irwin et al. (1990),
Sextans is a particularly intriguing object because it was
found to have a very low central surface brightness (µV =
27.1 mag/arcsec2) and a much larger extent than other sim-
ilarly luminous MW classical dSphs (a King tidal radius of
160 arcmin, corresponding to rt = 4.0 kpc, assuming an he-
liocentric distance of D� = 86 kpc by Lee et al. (2009); to be
compared for example to King tidal radii of 1−2 kpc for Ursa
Minor and Sculptor). These characteristics make Sextans a can-
didate for having experienced strong tidal disturbance from the
MW, but at the same time hard to study in detail, due to the diffi-
culties of mapping its properties over a large portion of its stellar

body and of separating stars belonging to Sextans from the very
numerous contaminants (e.g. foreground Milky Way stars).

Its structural parameters were carefully derived for the first
time in Irwin & Hatzidimitriou (1995; hereafter IH95) from pho-
tographic plates, but it has been only very recently that this
type of analysis has been carried out on deep photometry fully
mapping the galaxy out to its outskirts (Roderick et al. 2016a,
hereafter R16) or along portions of its major and minor axis
(Okamoto et al. 2017). The surface density map by R16 ex-
hibit significant distortions in the outer parts, although the main
conclusion of the authors was that Sextans is not undergo-
ing strong tidal disruption. R16 revised Sextans nominal King
tidal radius down to a much smaller value of 83 arcmin, while
Okamoto et al. (2017) obtained a value of 120 arcmin, although
the limited spatial coverage of their dataset makes the determi-
nation uncertain.

The properties of Sextans’ stellar population mix are known
to vary spatially. By analysing the colour–magnitude diagram
(CMD) of the central ∼33 × 34 arcmin2 of Sextans, Bellazzini
et al. (2001) found evidence for the presence of at least two
components in the old stellar population of this galaxy, with the
main one having [Fe/H] ∼ −1.8 and a minor component around
[Fe/H] ∼ −2.3, and hints that the blue horizontal branch (BHB)
stars are less spatially concentrated than the stars in the other
evolutionary phases analysed. Later, Lee et al. (2003), R16 and
Okamoto et al. (2017) confirmed the larger extent of BHB stars,
although they do not provide a quantification of the different spa-
tial distribution of the stellar populations in terms of structural
parameters.

Also the properties of Sextans BSs exhibit spatial variations,
with the bright (more massive) blue stragglers being more cen-
trally concentrated than the fainter (less massive) ones (Lee et al.
2003). Kleyna et al. (2004) found a cold kinematic substructure
close to the centre of the Sextans dSph (see also Battaglia et al.
2011 and Walker et al. 2006, the latter for a substructure close
to Sextans core radius) and suggested that the central cold sub-
structure, the spatial distribution of bright and faint BSs and the
sharp central rise in the light distribution of Sextans (e.g. IH95),
could be explained by the dissolution of a stellar cluster in Sex-
tans centre.

In this article we present an extensive wide-field study of
Sextans’ stellar population using deep g- and r-band photometry
(reaching down to ∼2 mag below the oldest MSTO) from a mo-
saic of CTIO/DECam pointings over ∼20 deg2 along the line-of-
sight to the Sextans dSph. This reaches well beyond the nominal
IH95 King tidal radius. We performed a detailed and quantita-
tive analysis of the structural properties of this galaxy, using sta-
tistically sophisticated tools. The article is organized as follows.
Section 2 presents the details of our observations, the data reduc-
tion process and the resulting photometric catalogue, which we
make publicly available. In Sect. 3 we extract the structural pa-
rameters of the overall stellar population of the galaxy, evaluate
the goodness-of-fit of different functional forms for the surface
density profile and measure the integrated magnitude and central
surface brightness. In Sect. 4 we derive Sextans decontaminated
surface density map and its deviations from axisymmetry. The
analyses carried out over the whole population of Sextans are
applied to the stars in different evolutionary phases in Sect. 5. In
Sect. 6, we use our results to update membership probabilities
of stars from the Walker et al. (2009) and Battaglia et al. (2011)
spectroscopic samples and make the resulting catalogue publicly
available. Finally, Sect. 7 is dedicated to the summary and con-
clusions of this work.
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Fig. 1. Location of the observed (numbered) and planned (not num-
bered) DECam pointings around the Sextans dSph, overlaid to SDSS
DR9 g band imaging, which covers almost entirely the surveyed area
(the blue band is the region lacking SDSS DR9 coverage). Pink el-
lipse: Contour of the previously estimated King surface density profile
of Sextans at its tidal radius. Pointing 7 is from archive DECam ob-
servations. The DECam FoV used to prepare this image in Aladin Sky
Atlas (Bonnarel et al. 2000) was designed by L. Cicuéndez.

2. Observations and data reduction

The observations took place between March 18 and 23 2015
in visitor mode with the instrument DECam on the 4 m
Blanco telescope at the CTIO (PI: B. McMonigal). DECam
is a wide-field CCD imager containing 62 2048 × 4096 pixel
CCDs, producing images with a field of view of 2.2 degrees at
0.263 arcsecond/pixel resolution.

The initial plan for the observations consisted of a mosaic
composed of 14 pointings centered on the Sextans dSph and
probing out to twice its nominal King tidal radius (adopting the
structural parameters derived by IH95), plus two displaced ones
in order to measure the contamination density (Fig. 1). However,
because of bad weather conditions, only six pointings from the
mosaic could be observed (#1–#6 in Fig. 1), plus one displaced
pointing (#8). In order to enlarge the area covered along the pro-
jected minor axis, we added one pointing (#7) from the public
data at the NOAO Science Archive, forming part of the pro-
posal 2013A-0611 (PI: A.D. Mackey). The complete map covers
approximately 20 deg2, reaching out to slightly beyond the IH95
estimate of Sextans’ nominal King tidal radius.

All the pointings but #7 were observed with multiple expo-
sures of 300 s in g- and 500 s in r-band, dithering with spatial
offsets between the individual exposures chosen to fill the gaps
between CCDs. On the other hand, pointing 7 had been observed
with 3 × 300 s exposures in g- and i-bands, without dithering.
The log of the observed fields is shown in Table 1.

The data were processed by the Cambridge Astronom-
ical Survey Unit (CASU), using the pipeline described in
Irwin & Lewis (2001) in an optimized form for working with
DECam data. This pipeline performs standard reductions (de-
biasing, flat-fielding, astrometry and internal photometric cali-
bration between pointings), classifies the detected objects mor-
phologically and generates their corresponding photometric
catalogue. The morphological classification was done by allow-
ing the point spread function (PSF) to be determined indepen-
dently per CCD and filter.

Even though we do not performed artificial star tests, we are
confident that our data do not suffer from crowding: datasets
suffering from crowding will show a shallower limiting magni-
tude in the densest regions, as well as an increase of sources clas-
sified as extended/blends. We have verified that in the innermost
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Fig. 2. Top: linearity check of the photometric conversion to rinstr. of
pointing 7 through its overlapping regions with the rest of the mosaic.
Bottom: linearity check of the photometric calibration with SDSS, in
this case for pointings from the mosaic in g band. The stars used for
the linear fitting are shown as black dots, and are the majority of those
having gSDSS <∼ 20.5, while the stars not used are shown as red dots
(outliers or those with errors larger than 0.03 mag). In both panels the
white squares give the median values in 0.25 mag-wide bins and the
black line shows the one-to-one relation.

regions the spatial distributions of extended and noise-like ob-
jects does not show any such feature, as well as that the limiting
magnitude of the data in the central region compares well to the
rest of the dataset.

Hereafter, unless otherwise stated, we will only refer to ob-
jects classified as point-like in both photometric bands to exclude
background galaxies, blends or noise detections. Given the com-
parable depth of the g- and r-photometry, information from both
bands should provide a more reliable morphological classifica-
tion. For each point-like object the pipeline assigned a morpho-
logical classification flag per photometric band whose possible
values are −1, −2 or −3, which correspond to an identification as
an almost certain star, a probable star or a star/compact galaxy
respectively.

The photometry of the mosaic was first calibrated internally
(in instrumental magnitudes) using the overlapping regions be-
tween pointings; obviously this step could not be applied to the
displaced pointing. As pointing 7 was originally observed in g
and i bands, for its initial internal calibration with the rest of the
mosaic we inferred the rinstr. band magnitudes by applying the
linear equation rinstr. − ginstr. = cr (ginstr. − iinstr.) + ZPr (Fig. 2)
to the objects overlapping between our mosaic and the one from
the original proposal of pointing 7; in this case, we find a colour
term cr = −0.7101, with a scatter ofσr = 0.0229 mag around the
relation. The agreement between the measured rinstr. band magni-
tudes and those predicted by the relation is very good, with only
a slight deviation for the faintest sources (see top panel Fig. 2).
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Table 1. Log of the observed fields combined into the analysed map.

Pointing α2000 δ2000 UT date Filter Average sec z Average seeing
(hh:mm:ss) (dd:mm:ss) (dd:mm:yyyy) (′)

1 10:15:44.17 –01:09:42.39 19/03/2015 g 1.53 1.22
r 1.36 0.98

2 10:10:21.84 –02:04:03.61 19/03/2015 g 1.22 0.98
r 1.16 0.97

3 10:09:54.72 –00:30:58.14 19/03/2015 g 1.19 1.19
r 1.35 1.38

4 10:15:34.80 +00:23:24.00 22/03/2015 g 1.17 1.25
r 1.16 1.17

5 10:21:33.60 –01:48:36.80 23/03/2015 g 1.49 1.01
r 1.33 0.92

6 10:04:59.52 –02:58:24.60 23/03/2015 g 1.17 0.98
r 1.14 0.88

7 10:17:03.30 –02:31:53.00 16/02/2013 g 1.221 1.43
i 1.271 1.33

8 10:34:00.00 –01:30:00.00 19/03/2015 g 1.15 1.08
r 1.14 0.94

Notes. Via www.eso.org/sci/observing/tools/calendar/airmass

Table 2. Sample of the Sextans point-like catalogue in SDSS photometric system.

ID α2000 δ2000 g g class r r class E(B − V)
(hh:mm:ss) (dd:mm:ss) (mag) (mag) (mag)

1 10:13:29.2581 –01:11:4.808 24.736 ± 0.199 –1 24.870 ± 0.160 –1 0.03966
2 10:14:02.1465 –01:11:5.040 21.318 ± 0.047 –1 19.874 ± 0.025 –1 0.04122
3 10:13:37.9707 –01:11:5.391 24.285 ± 0.141 –1 24.400 ± 0.109 –3 0.03982
4 10:13:57.1101 –01:11:7.043 24.411 ± 0.145 –2 24.325 ± 0.097 –3 0.04205
5 10:13:55.6720 –01:11:7.195 24.427 ± 0.145 –2 24.124 ± 0.081 –1 0.04205
6 10:14:32.6120 –01:11:8.072 24.693 ± 0.171 –1 23.898 ± 0.067 –3 0.04309
7 10:14:29.1699 –01:11:8.671 25.059 ± 0.241 –1 25.054 ± 0.176 –1 0.04361
8 10:14:34.0414 –01:11:8.968 22.127 ± 0.050 –1 21.948 ± 0.028 –1 0.04309
9 10:13:37.0119 –01:11:8.972 24.576 ± 0.167 –3 24.003 ± 0.077 –1 0.03982

10 10:14:17.7718 –01:11:9.697 23.896 ± 0.091 –1 22.242 ± 0.029 –1 0.04281
... ... ... ... ... ... ... ...

Notes. The classification flags in each band are described in Sect. 2. The reddening E(B − V) was derived from Schlegel et al. (1998) dust map.
The full photometric catalogue is available at the CDS.

The photometric calibration was performed by cross-
correlating our DECam catalogue with the SDSS DR12 point-
like catalogue (Alam et al. 2015) in gSDSS and rSDSS bands, for
the mosaic area at once and for the displaced pointing indepen-
dently. A linear fitting was sufficient for the purpose (Fig. 2):

ginstr. − gSDSS = cg (ginstr. − rinstr.) + ZPg,
rinstr. − rSDSS = cr (ginstr. − rinstr.) + ZPr.

(1)

In order to reject outliers, we applied the bisquare weights
method inside a loop to recursively discard objects beyond
3σ from the linear fitting in each iteration, until convergence.
The standard deviation was calculated from the median abso-
lute deviation (MAD) through the expression: σ = MAD

φ−1(3/4) '

1.4826 ·MAD, where φ−1 is the quantile function for the stan-
dard normal distribution. The resulting colour terms are cg =
−0.0974 and cr = −0.102, with a scatter of σg = 0.030 mag
and σr = 0.024 mag. The bottom panel of Fig. 2 shows that
the transformation holds well down to the faintest magnitudes.
The positions of the stars retained by the linear fitting after re-
jecting all the outliers through this cleaning method agree with
the SDSS astrometry within ∼0.3′. The depth of the dataset is

Mg, AB ' 25.1 and Mr, AB ' 24.9 at S/N ' 5, Mg, AB ' 25.8 and
Mr, AB ' 25.4 at S/N ' 3.

We corrected the photometrically calibrated g- and
r-magnitudes for Galactic extinction using the Schlegel et al.
(1998) dust map together with its 14% reddening recalibra-
tion and extinction coefficients derived by Schlafly & Finkbeiner
(2011). Due to variations of the extinction across the large ob-
served area, we corrected it star by star, limited by the spatial res-
olution of the dust map. For our observed fields the median val-
ues of the extinction were Ag = 0.144 mag and Ar = 0.100 mag,
the maximum were Ag = 0.247 mag and Ar = 0.171 mag and the
minimum Ag = 0.080 mag and Ar = 0.056 mag. Hereafter, we
only show the extinction and reddening corrected photometry.
The catalogue of point-like sources is given in Table 2.

The CMDs of the individual pointings are shown in Fig. 3.
The features of Sextans stellar population (main sequence, main
sequence turn-off, sub- and red giant branch, blue stragglers, red
and blue horizontal branch) are clearly recognizable in field 1
and 2, becoming less evident in 3 & 7, while the rest of the fields
appear to contain only Milky Way stars and unresolved back-
ground galaxies.
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Fig. 3. CMDs of the different DECam pointings, together with the representative 3σ errors in mag and colour (errorbars on the left). MS, MSTO,
BSs candidates, RGB, RHB and BHB features from Sextans stellar population are clearly visible in pointings 1 and 2, while in 3, 7 are less evident
and in the rest they are indistinguishable from the contamination (remember that #8 is assumed to contain just contamination). In pointing #1 we
also show the selection windows used to isolate RHB, BHB and BS stars later on. Pointing #4 is the shallowest pointing and #6 the deepest; #8 is
displaced from the main mosaic area for foreground and background determination.

Among the aims of our work was to explore the 2D struc-
tural properties of the Sextans stellar population, both by deter-
mining Sextans structural parameters and surface density profile,
and by investigating the possible presence of signs of tidal dis-
turbance, such as for example low surface density tidal debris
or structural irregularities. However, on instruments with such a
large field of view as DECam it is common that some regions
are out of focus, in particular in the outer parts. The locations
of these regions depend on the optical aberrations of the tele-
scope, but also on factors that change from pointing to point-
ing, like the focus carried out at the beginning of each night
or the inclination of the telescope, affecting the tilt of the fo-
cal plane or the tension on the mirrors. These distortions in the
focal plane can lead to a morphological misclassification (see
e.g. McMonigal et al. 2014) whose importance depends on such
variables as the depth, the seeing, etc. which once again change
from pointing to pointing. As a result, in the most out-of-focus
regions extended objects tend to be detected as point-like ones
due to our treatment of the point-spread-function across the
field-of-view, resulting in artificial overdensities of point-like
sources. In our case, these features become noticeable when in-
cluding objects fainter than (g, r) = (23.0, 23.0) mag, which is
approximately the region where the locus of unresolved galaxies

starts appearing on the CMD. This is clearly something that
stands in the way of detecting low surface brightness features
in surface density maps, hence in the following, unless speci-
fied otherwise, we perform our analysis on objects brighter than
(g, r) = (23.0, 23.0) mag. In Appendix A we discuss the vari-
ous attempts we made to overcome this issue. The chosen mag-
nitude cut also ensures that all the pointings are at the ∼100%
completeness level; we have verified this statement by examin-
ing the ratio of the luminosity function of Milky Way dwarf stars
at 1.1 < g − r < 1.6 with the predictions from the Besançon
model2 (Robin et al. 2003): in the magnitude range considered,
the ratio is constant around unity and then shows a clear, sharp
drop-off at fainter magnitudes, around ∼24 mag, when the com-
pleteness starts decaying.

3. Structural parameters

In order to derive the structural parameters of the Sextans
dSph whilst avoiding the loss of information due to spatial bin-
ning of the data, we used the method defined in the appendix
of Richardson et al. (2011). This method works by evaluating
likelihoods at each star’s location given the expression of the
2 http://model.obs-besancon.fr
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galaxy surface density profile, which are also a function of the
galaxy structural parameters (e.g. centre, ellipticity, position an-
gle, etc.), and contamination density.

The likelihood of observing the N data points at posi-
tions ri, with i = 1, 2, ...,N, for a given surface density profile
f (r) (dSph + contamination) is then:

ln L =

∫
S

f (r) dS +

N∑
i=1

ln f (ri), (2)

with the integral evaluated over the observed area S ; ri is the
star’s elliptical radius (the semi-major axis of the ellipse passing
at the location of the star i) projected onto the tangent plane of
the sky at the galaxy centre (in standard coordinates: ξ, η):

r2
i = (∆ξi sin θ+∆ηi cos θ)2+(−∆ξi cos θ+∆ηi sin θ)2/(1−ε)2, (3)

with (∆ξi,∆ηi) being the star’s displacement with respect to the
galaxy centre, θ the position angle (measured north through east)
of the ellipse and ε its ellipticity.

It is worth mentioning that one term is missing on the
right-hand side of Eq. (2) from Richardson et al. (2011), i.e.
+

∑N
i=1 ln dS, evaluated over the stars’ locations. This term makes

the value of the likelihood L essentially zero, as the surface den-
sity models give no probability of detecting stars in a zero sur-
face area dS . Nonetheless, this zero-term is just a constant scale
factor of L, so ignoring this term does not affect either the Monte
Carlo Markov chain (MCMC) analysis or the evaluation of clas-
sical likelihood ratios and PBFs explained later on in the section,
given that this constant term cancels out because it only depends
on the number of stars used for the fitting, which is the same for
all profiles.

For the dSph surface number density profile, we explored
the performance of an empirical King profile (King 1962), an
exponential profile, a Sérsic profile (Sersic 1968) and a Plum-
mer model (Plummer 1911). The surface density of foreground
and background contaminants was instead modelled as a bilinear
distribution, fcont = ρ (1+aξ+bη), in order to account for the ex-
pected spatial gradient in the density of MW contaminants, due
to the relatively large area of the DECam dataset and its location
on the sky. We remind the reader that the classical expression
of the King profile is only defined until the tidal radius. Hence,
the positive values given by its expression beyond it have to be
replaced by zero independently of the fitting process carried out
(see an example with nonzero values beyond the tidal radius in
Fig. 5 from Okamoto et al. 2017).

The likelihood of each structural parameter can then
be evaluated through the expression of ln L (Eq. (2)) us-
ing a Bayesian MCMC analysis. In this case we used a
Bayesian MCMC ensemble sampler with affine invariance of
the form from Goodman & Weare (2010): The MCMC Hammer
(Foreman-Mackey et al. 2013); the code we are using3 was de-
veloped at Centre for Ice and Climate (Niels Bohr Institute). This
code allows us to sample the entire parameter space without fix-
ing any value and thanks to its affine invariance the performance
does not depend on the aspect ratio in probability distributions
strongly affected by anisotropy. In the MCMC Hammer we de-
fined 80 walkers, each of them doing approximately 104 steps.
The priors for the structural parameters were chosen according
to the values given by IH95 and by restricting the domain of each
parameter to the region physically possible.

Due to Sextans’ relatively low Galactic latitude, a large num-
ber of (mainly foreground) Milky Way stars are expected to con-
taminate the photometric catalogue, in addition to unresolved
3 https://github.com/grinsted/gwmcmc

Fig. 4. High resolution Hess diagrams from two different spatial re-
gions. Left: central parts of Sextans (MFM signal filter). Right: point-
ing #8 (MFM contamination filter). Stars redder than g − r = 1 (black
vertical line) were excluded from the analysis. Black contours: win-
dow defined to exclude most contaminants. Hess diagrams are colour-
coded according to the probability of finding a star with a given mag
and colour.

background galaxies. We exploited the information contained
in the CMD so as to limit the amount of such contaminants.
Figure 4 shows high resolution Hess diagrams, built over a very
fine grid in colour and magnitude, which we obtained by first
applying a gaussian smoothing dependent on each object’s lo-
cation in accordance to its photometric errors in both bands and
then a global gaussian smoothing to fill in the remaining holes
caused by the low density of point-like objects on the CMD, with
σg−r ' 0.06 mag and σg ' 0.1 mag. The left panel shows the
Hess diagram corresponding to the central part of Sextans (i.e.
within the central ∼10 arcmin), while on the righthand side we
show the one corresponding to the displaced pointing (#8). From
now on, unless otherwise stated, we will only consider point-like
sources inside the region of the CMD where most of Sextans
stellar population is contained, defined as the region within a
contour at approximately 10% the maximum value of the Hess
diagram from the central part of the galaxy and excluding objects
with g−r > 1, as they correspond mainly to MW dwarf stars. On
the other hand, in order to gain statistics, the a and b parameters
in the expression of fcont were derived without using the window
in the Hess diagram (Fig. 4).

For the contaminants, we obtain ρ = 0.274+0.003
−0.003 stars/

arcmin2, a = −1.27+0.19
−0.17 %/deg and b = −4.37+0.45

−0.45 %/deg, which
produces a trend of increased contamination in the same direc-
tion as in the Besançon model of the Milky Way stellar popula-
tions (Robin et al. 2003), as expected, and yields a difference of
∼30% contamination between the edges of our DECam dataset,
supporting the appropriateness of allowing for a spatially vari-
able contamination density.

As an example, Fig. 5 shows the Bayesian posterior distribu-
tions of the parameters obtained when modelling the dSph sur-
face number density as an empirical King profile: we can see
that the distributions are nearly Gaussian, hence well behaved,
and the parameters well-constrained, with most of them being
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Fig. 5. Bayesian posterior distributions of the structural parameters obtained with the MCMC Hammer when modelling the dSph surface number
density as an empirical King profile. Contours contain 10%, 30%, 50%, 70% and 90% of the points sampled by the MCMC Hammer. From left
to right: RA (α2000), Dec (δ2000), ellipticity (e = 1 − b/a), position angle (θ), core radius (rc), tidal radius (rt), scale factor (k) and contamination
density. Two-dimensional normal distributions aligned with x- and y-axes are indicative of uncorrelated parameters.
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Fig. 6. Contamination subtracted surface number density profile of Sex-
tans stars as a function of the major axis radius (with the external parts
zoomed in), overlaid onto the 1σ confidence interval (red band) of
the best-fitting King profile obtained with the MCMC Hammer. The
1σ confidence interval is computed from the best-fitting model assum-
ing Poisson variances in each elliptical annulus.

uncorrelated to each other. The good performance of the best-
fitting King model is also evidenced by the agreement with the
observed surface number density profile as a function of major
axis radius in Fig. 6. The comparison between data and model
also shows no significant overdensities of stars with respect to
an empirical King profile which could have been interpreted as
extra-tidal stars.

Table 3 summarizes the results of the procedure. The
2D half-light radius rh corresponding to the various functional
forms were derived using the formulas in Wolf et al. (2010).
The values and errors quoted are derived from the median
and percentiles 15.87−84.13 (corresponding to ±1σ in case of
normal distributions) of the marginalized Bayesian posterior

distributions. In Appendix B we tested the performance of our
fitting method by applying it to a set of mock galaxies created
under different conditions, such as number of stars, galaxy’s
ellipticity and spatial coverage of the dataset with respect to the
galaxy’s extent. We find that, for conditions similar to the ones of
the photometric sample we are using here, the input parameters
for all the generated mock galaxies are within the 1σ confidence
level; it should however be kept in mind that this approach has
implicit the assumption that the models are a good representa-
tion of the data. Nonetheless, we can see that the values of the
centre, ellipticity, position angle and 2D half-light radius we ob-
tain from our DECam catalogue (Table 3) are stable against the
different functional forms for the surface number density profile,
within the formal 1σ uncertainties.

Table 3 lists several indicators of the goodness-of-fit, such
as the reduced chi-squared χ2

red, the classical ratio of maximum
likelihoods, as well as the posterior Bayes factor (PBF), in the
alternative way described by Aitkin (1991). The evidence is clas-
sified using the scheme in Table C.1. We refer the reader to
Appendix C for an extensive explanation on the definition of
these goodness-of-fit indicators and their advantages and disad-
vantages. Here it suffices to say that we consider the PBF as
the most reliable discriminant between different profiles, since it
does not require any assumption on the data distribution around
the model nor spatial binning, and it takes into account the full
posterior distribution of parameters values. In order to allow for
a fair comparison with the best-fitting models derived in the liter-
ature, we also re-performed the MCMC Hammer analysis on our
dataset by fitting only the scale factors and contamination densi-
ties corresponding to our catalogue, while keeping the rest of the
structural parameters fixed to the values published by IH95 and
R16, and computing the corresponding values of the goodness-
of-fit indicators.

Our determinations of the centre, ellipticity and position an-
gle are in good agreement with those by IH95 and R16. On the
other hand, our 2D half-light radius is smaller than previous de-
terminations and in very strong disagreement with the half-light
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Table 3. Sextans structural parameters (median values of the marginalized posterior distributions) derived with the MCMC Hammer, plus χ2
red,

classical likelihood ratios and posterior Bayes factors of the different surface density profiles.

Parameter Exponential Sérsic Plummer King IH95 R16

α2000 (o) 153.268+0.006
−0.006 153.269+0.006

−0.006 153.268+0.006
−0.006 153.268+0.006

−0.006 153.2625+0.0005
−0.0005 153.277+0.003

−0.003

δ2000 (o) −1.618+0.006
−0.006 −1.618+0.006

−0.005 −1.620+0.006
−0.006 −1.619+0.006

−0.005 −1.6147+0.0003
−0.0003 −1.617+0.008

−0.008

Ellipticity 0.27+0.03
−0.03 0.27+0.03

−0.03 0.27+0.03
−0.03 0.27+0.03

−0.03 0.35+0.05
−0.05 0.29+0.03

−0.03

Position angle (o) 52+3
−3 52+3

−3 52+3
−3 52+3

−3 56+5
−5 58+6

−6

Sérsic index n – 1.03+0.07
−0.07 – – – –

Sérsic factor b(n) – 1.6+0.7
−0.6 – – – –

Exponential re (′) 12.7+0.4
−0.4 – – – 15.5+0.1

−0.1 –
Plummer rp (′) – – 22.8+0.7

−0.7 – – 35.7+0.7
−0.7

Sérsic rs – 20+8
−8 – – – –

King rc (′) – – – 13.8+0.9
−0.9 17+2

−2 27+2
−2

King rt (′) – – – 120+20
−20 160+50

−50 83+8
−8

2D Half-light rh (′) 21.4+0.7
−0.6 20+8

−8 22.8+0.7
−0.7 22+2

−2 26+0.2
−0.2 (Exp.) 35.7+0.7

−0.7 (Plummer)
28+5
−5 (King) 24+2

−2 (King)
χ2

red 0.92 1.03 0.88 1.06 1.22 (Exp.) 5.53 (Plummer)
1.57 (King) 3.15 (King)

2 ln
(

likelihood1
likelihood2

)
0.3

(
Exp.

Sérsic

)
2.2

(
Sérsic

Plummer

)
– 2.7

(
King
Exp.

)
–63.1

(
Exp. IH95
Plummer

)
–336.9

(
Plummer R16

Plummer

)
–48.2

(
King IH95
Plummer

)
–160.7

(
King R16
Plummer

)
2 ln (PBF) 0.8

(
Exp.

Sérsic

)
1.8

(
Sérsic

Plummer

)
– 1.6

(
King
Exp.

)
–58.2

(
Exp. IH95
Plummer

)
–331.9

(
Plummer R16

Plummer

)
–32.7

(
King IH95
Plummer

)
–157.7

(
King R16
Plummer

)
Notes. Classical likelihood ratios and PFBs are colour-coded according to Table C.1, with blue, magenta and red fonts associated to evidences
classified as not worth more than a bare mention, positive evidence and very strong evidence, respectively. The last two columns refer to the
best-fitting profiles for which the structural parameters and scale radii were fixed to the values derived by IH95 and R16.

radius derived from the Plummer profile of R16. The classical
likelihood ratio and PBF favour the King profile and show a very
strong evidence (overwhelming in the scale of Aitkin 1991) in
favour of the set of structural parameters derived in this work
over previous determinations. Our photometric catalogue covers
a very wide area and reaches deeper than the data from photo-
graphic plates on which IH95 work was based on, hence it is
reasonable to expect the structural parameters to be better con-
strained here. On the other hand, the disagreement with the R16
work is unclear (but see Appendix A for some considerations).
Here we note that the 2D half-light radius derived from the best-
fitting parameters of the R16 King and Plummer model are in-
compatible with each other, which is not seen either between our
four models or in the IH95 best-fitting King vs. exponential. Fur-
ther, we also note that using the structural parameters provided
by R16, we could not reproduce the Plummer profile in their
Fig. 8.

In summary, the overall stellar population of Sextans is likely
to be more spatially concentrated than previously considered,
with a 2D half-light radius of ∼22 arcmin, and with a shorter
tidal radius, of ∼120 arcmin. This approach confirms the King
empirical profile as the best representation of the surface num-
ber density of Sextans given the DECam catalogue used here, as
well as the corresponding values of the centre, ellipticity, posi-
tion angle (and half-light radius).

In Appendix D we repeat the analysis using the photo-
metric catalogue cut at S/N = 5 of the shallowest pointing,
that is (g, r) = (24.9, 24.9), in order to have larger statistics
(∼440 000 objects vs. ∼75 000 previously). We relegated this
analysis to an appendix because, although some of the fitted
structural parameters were significantly different from those in

Table 3 (e.g. rh = 17+1
−1 arcmin for the King model), we can-

not exclude that the values obtained could be affected by small
differences in depth between some pointings and the features
corresponding to the out-of-focus regions.

We note that Sextans’s dynamical mass within the half-light
radius would become 80% and 60% of the values given in
Walker et al. (2010) when adopting the 2D half-light radius from
the King model rh we determined from our baseline “bright” and
S/N = 5 catalogues respectively. This would increase the scatter
in Walker et al. (2010) Fig. 5 in the regime of large rh, but would
not deviate considerably from the overall relation.

3.1. Integrated magnitude and central surface brightness

Here we use our data to revisit Sextans’ integrated magnitude
and central surface brightness values. Since our dataset does
not reach down to several magnitudes below the oldest main
sequence turn-off, we supplemented it with a synthetic colour
magnitude diagram, in order to calculate the flux we are missing
from the regions of the CMD we are not sampling.

The synthetic CMD was computed through the algorithm
IAC-STAR4 (Aparicio & Gallart 2004). We used a star forma-
tion history and metallicity law broadly consistent with the ob-
served properties for Sextans stars found by Lee et al. (2009)
and Battaglia et al. (2011) respectively: the star formation rate
was assumed constant for 13.7 to 10 Gyr ago, and null from
10 Gyr ago to the present day, while the metallicity was as-
sumed to range between Z = 0.0002 and 0.0008. We adopted
the Teramo stellar evolutionary library (Pietrinferni et al. 2004)

4 http://iac-star.iac.es
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with the Lejeune et al. (1997) bolometric correction library, and
adopted the default values for the other fields. The synthetic
CMD was then shifted to Sextans’ distance, adopting a dis-
tance modulus (m − M)0 = 19.67 (Lee et al. 2009), and cut to
match the range in magnitude and colour of our photometric cat-
alogue; the Johnson-Cousin magnitudes were transformed into
the SDSS system using the (B − V) → (g − B) and (V − R) →
(r − R) equations by Jordi et al. (2006). The surface density pro-
files fitted to the photometric catalogue were used to obtain the
enclosed total number of Sextans stars; from this we calculated
a correction ratio, K, between the number of stars within ∼100%
completeness in our photometric catalogue and in the same mag-
nitude range in the synthetic CMD.

Assuming that the synthetic CMD is a fair representation of
Sextans’ CMD at all magnitudes, the integrated magnitude is:

V = −2.5 log

K
n∑

i=1

10−0.4mV,i

, (4)

where mV,i is the apparent V-mag of the stars in the synthetic
CMD. The error in the integrated magnitude was calculated from
the standard deviation of the total number of stars enclosed by
the different surface density profiles and the error ±0.1 mag in
the distance modulus (derived following Dolphin 2002).

With regard to the central surface brightness we inferred it
from the Plummer profile, as it was the most likely in the cen-
tral pixel of the decontaminated map. We calculated it through
Eq. (4) as well, but replacing the scale factor K by the ratio be-
tween the Plummer central density and the number of synthetic
stars in the cut range of the CMD. The error on the central sur-
face brightness was derived from the error in the central density
of the best-fitting Plummer profile, obtained via the MCMC, and
the error in the distance modulus.

This results in an apparent, absolute magnitude and cen-
tral surface brightness in V-band: V = 10.73+0.06

−0.05 mag, MV =

−8.94+0.11
−0.09 mag and µV = 27.25+0.06

−0.05 mag/arcsec2, respectively
(these values are already corrected for Galactic extinction). We
checked that the adoption of a different stellar library, for ex-
ample the Bertelli et al. (1994) one, produced values within the
derived errors (although we note that the Teramo stellar bet-
ter reproduces the observed CMD). These values are compat-
ible with those by IH95, MV = −9.2 ± 0.5 mag and µV =
27.1 ± 0.5 mag/arcsec2, but with considerably smaller errors.

4. Surface density maps

If present, tidal features are likely to have a very low surface
density, hence efficient decontamination techniques are needed
to enhance their signal over the numerous contaminants, such as
“matched-filtering” methods (MFM). These essentially exploit
the different distributions of the source population and the con-
taminant population in some combination of observables (e.g.
Kepner et al. 1999 and Rockosi et al. 2002). In the specific case,
the Hess diagram of the densest regions of the dwarf galaxy,
where the ratio contamination/source densities is the lowest, was
used to build a “source” filter, defining the shape of the dSph stel-
lar population in the colour–magnitude plane; while a “contam-
ination filter” is obtained from a region far enough to be free of
galaxy members, that is the displaced pointing #8 (see Fig. 4).

Next, we calculated a two-dimensional spatial histogram of
the point-like objects in the catalogue. To this histogram we
applied the MFM, in the improved form by McMonigal et al.
(2014), which assumes Poisson rather than Gaussian statistics.

The observed number of stars ni per four dimensional bin i (spa-
tial: ξ, η; Hess: magnitude and colour) follows a Poisson distri-
bution of mean λi = Ci + α·S i, with α being the expected number
of dwarf galaxy members in the analysed spatial bin, Ci the con-
tamination filter scaled by the expected number of contaminants
in the same bin and S i the normalized source filter. The proba-
bility of the observed number of stars in the 4-dimensional ni for
a given α is:

p(ni |α) = e−λi
λni

i

ni!
, (5)

with the probability of α for a given spatial pixel given by the
product of the individual probabilities p(ni |α).

We performed a couple of improvements with respect to the
MFM from McMonigal et al. (2014):

– We substituted the factorial in the Poisson distribution with
its continuous version from the gamma function: n! = Γ(n +
1). Therefore, we do not need to have discrete counts in the
bins of the Hess diagrams, allowing us to smooth them to fill
in the holes due to the low density of galaxy members and to
increment their resolution as much as we wish.

– We used a spatially varying contamination model instead of
assuming it uniform. In practice, the contamination filter is
normalized in the same manner as the source filter but multi-
plied by the expected number of stars from the contamination
in the analysed spatial bin. The derivation of the contamina-
tion model is explained in Sect. 3.

The only restriction for the size of the spatial bins is to expect
at least one contaminant per bin. Otherwise, for smaller bins, in
those occupied even by only one contaminant star, α would be
always greater than zero, in order to compensate for the fact that
the expected number from the contamination filter of the MFM
would be always less than one. Furthermore, in the limit of bin
size equal to zero, the contamination filter would be null, hence
we would not be applying the MFM at all. There is not an upper
limit for the spatial bin size, but clearly the wider the bins the
larger the number statistics, at the cost of degrading the spatial
resolution of the maps. Taking all this into account we settled for
a bin size of four arcmin per side.

The density map of Sextans’ overall stellar population is
displayed in the top panel of Fig. 7, in the form of iso-density
contours, after smoothing it with a two-dimensional Gaussian
of dispersion σξ = ση ∼ 6 arcmin. We used the results from
Sect. 3 to determine down to which surface density levels we
can confidently trace Sextans’s stellar component by using the
whole mosaic at once, rather than only pointing #8: we derived
a two-dimensional map of residuals between the MFM decon-
taminated surface density map of Sextans’s stars and the mean
surface density predicted by the best-fitting Sersic, King, Plum-
mer and exponential models, as well as a map of the scatter
amongst the models. These are visible in the middle and bot-
tom panels of Fig. 7, respectively, and except for a few over-
and under-densities that we will discuss below, show a good
agreement between the decontaminated map of Sextans stars
and the models, independent on the adopted profile. Based on
those maps, we made the assumption that the residuals are
mostly artificial fluctuations without any evident spatial trend;
we then analysed the frequency distribution of the residuals (in-
set in middle panel of Fig. 7) and adopted the 1σ confidence in-
terval as the 1σ precision of our method; this corresponds to
∼0.8 stars/pixel (∼31.8 mag/arcsec2 in V-band), equal to the
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Fig. 7. Top: spatial distribution of stars along the line-of-sight to the Sextans dSph, with overlaid iso-density contours from the MFM surface
number density map. The pink and black ellipses show the nominal King tidal radius with parameters from IH95 and this work, respectively.
The contours denote exponentially increasing values of surface number density, with the lowest one indicating a 2σ detection; the 3σ level is
approximately the second contour. Middle: map of residuals between Sextans surface number density map from the MFM analysis and the mean
surface density given by the best-fitting King, Sersic, Plummer and Exponential profiles (for the parameters see Table 3), at 2σ and 3σ detections
above and below the mean. The inset shows the frequency distribution of the residuals. Bottom: standard deviation of residuals between the
different fitted profiles; this shows the regions where the residuals depend on a given profile to a greater extent. It can be seen that the over-
and under-densities hardly depend on the fitted profile, since their surface densities are considerably larger than the scatter between the different
profiles.
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1% of the mean central density from the fitted models. We re-
mind that the requirement of expecting at least one contami-
nant per cell (and thus the need to have pixels with four ar-
cmin per side) plus the two-dimensional Gaussian smoothing
of dispersion σξ = ση ∼ 6 arcmin, might hide some small-scale
faint substructures whose surface brightness no longer reaches
the ∼31.8 mag/arcsec2 detection limit in V-band after smooth-
ing them with a kernel of ∼

√
62 + (4/2)2 ' 6.3 arcmin.

At the 2σ level, Sextans’ density map appears regular, with
no significant distortions in the outer parts, except for some over-
densities beyond an elliptical radius of ∼1 deg. As in R16, there
is no detection of large scale tidal structures with a well defined
spatial trend (e.g. tidal tails). The over-densities appearing in the
displaced pointing might in principle be due to a slightly differ-
ent photometric zero-point.

Besides the overdensities visible beyond ∼1 deg radius, the
two-dimensional map of residuals reveals also other over-dense
small clumps as well as under-dense regions, which could not
otherwise be appreciated in the surface density map. However,
the statistical significance of these features is relatively low, 2σ
and 3σ away from the background; hence we cannot exclude
they are statistical fluctuations. The lack of under-densities be-
yond the central one deg is mainly due to the fact that when we
apply the MFM in the form of McMonigal et al. (2014) we dis-
card the possibility of having negative numbers of Sextans stars
in any spatial pixel and beyond one deg the surface density pro-
files have low enough values to limit the resulted negative resid-
uals below their 2σ detection.

While we do not detect any feature at the location where
Walker et al. (2006) reported the presence of a kinematically
cold substructure, the one/s reported by Kleyna et al. (2004) and
Battaglia et al. (2011) are found over a similar spatial region
as the central overdensity and could therefore be related to it.
The origin of the other detected over- and under-densities is un-
clear; in particular, to the best of our knowledge, so far there
had not been reports of under-densities in the structure of clas-
sical dwarf spheroidal galaxies. In all cases the over- and under-
densities we mapped are more than eight times away from the
scatter amongst the different surface density profiles; this could
indicate that most of these detections are real deviations from
axisymmetry of Sextans stellar surface density, independent of
the fitted profile. We also checked the map of objects classified
as extended and found no correspondence between the detected
overdensities and background galaxy clusters.

5. Spatial distribution of stars in different
evolutionary phases

The analysis of the spatial distribution of stars in different evo-
lutionary phases is a useful tool to study spatial variations of the
stellar population mix as a function of age and/or metallicity,
also when using relatively shallow photometry. There are mul-
tiple examples in the literature of this type of analysis, through
which age gradients in Local Group dwarf galaxies have been
quantified (e.g. Tolstoy et al. 2004; Battaglia et al. 2006; 2012a;
2012b; McMonigal et al. 2014; Bate et al. 2015).

Other possible applications are investigations on the origin
of BSs in dSphs, via comparison of their spatial distribution
with stars in other evolutionary phases: for example, the signif-
icantly more concentrated spatial distribution of BS candidates
in Fornax with respect to the overall stellar population likely in-
dicates these are genuine MS stars of young/intermediate age
(Mapelli et al. 2009), while in Sculptor, Draco and Ursa Minor

Fig. 8. Observed surface density profiles (normalized and contamina-
tion subtracted) of RHB, BHB and BSs evolutionary phases as a func-
tion of the major axis radius (with the external parts zoomed in). The
colour bands show the 1σ confidence intervals of the best-fitting Plum-
mer profiles obtained with the MCMC Hammer. 1σ confidence inter-
vals are computed from the fitted models assuming Poisson variances
in each elliptical annulus.

they are more likely to be actual blue stragglers produced by bi-
naries mass transfer (Mapelli et al. 2007, 2009).

In this section, for the first time we performed a full MFM &
statistical structural analysis of the spatial distribution of Sextans
stars in different evolutionary phases, by applying the techniques
explained in Sects. 3, 4 to Sextans RHB, BHB stars and BSs.
The different stellar populations were isolated through selection
windows in the CMD analogous to the one of Fig. 4 but encom-
passing the RHB, BHB and BS sequence (see pointing #1 in
Fig. 3). BSs were also separated into “bright” (g < 22.3) and
“faint” (g > 22.3), as in R16. Due to the lower number statis-
tics when dealing with the sub-sample of stars in different evo-
lutionary phases, we did not calculate the statistical significance
of iso-density contours from the distribution of the residuals be-
tween the data and the best-fitting model, as it does not reflect
the precision of our decontamination method. Instead, we cal-
culated it from the displaced pointing, making the reasonable
assumption that it does not contain stars from Sextans. Since our
aim here was not to determine which functional form best repre-
sents the surface relative density of the various populations, but
to quantify relative differences in their spatial distribution, we
fitted only a Plummer profile, in order to restrict the number of
free parameters. As explained in Appendix B, even in the regime
of low number statistics of Sextans BHB stars, the MCMC Ham-
mer method provides relatively well-constrained position angle,
ellipticity and half-light radii estimates.

Figure 8 shows that the best-fitting Plummer models give a
satisfactory representation of the observed surface density pro-
files of the various sub-samples. The spatial distributions of the
RHB, BHB and bright and faint BSs is shown in Fig. 9, while
the best-fitting structural parameters are summarized in Table 4.
Keeping in mind the lower number statistics when analysing the
different evolutionary phases separately, neither the surface den-
sity maps or the density profiles show evidence of tidal distur-
bances for any stellar evolutionary phase.

5.1. Compatibility between the spatial distributions

In order to statistically analyse the compatibility between
the spatial distributions of stars in the different evolutionary
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Table 4. Structural parameters (median values of the marginalized posterior distributions) for Sextans stars in the RHB, BHB and BSs evolutionary
phases, derived with the MCMC Hammer when modelling the surface number density of Sextans stellar populations as a Plummer profile.

Parameter RHB BHB Bright BSs Faint BSs

α2000 (o) 153.29+0.02
−0.02 153.21+0.05

−0.05 153.28+0.02
−0.02 153.25+0.03

−0.03

δ2000 (o) −1.60+0.02
−0.02 −1.60+0.05

−0.05 −1.63+0.02
−0.02 −1.64+0.02

−0.02

Ellipticity 0.29+0.08
−0.09 0.2+0.2

−0.2 0.2+0.2
−0.2 0.25+0.08

−0.1

Position angle (o) 60+10
−10 60+20

−40 40+30
−20 50+20

−20

2D Half-light rh (′) 17+2
−2 42+7

−7 16+3
−3 22+3

−3

χ2
red 1.12 1.27 0.96 1.20

No stars analysed 2022 212 820 569

Notes. For completeness, we list also the χ2
red of the best-fitting model and the number of stars analysed.
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Fig. 9. Surface density maps of Sextans RHB, BHB, bright and faint
BSs, using the same decontamination techniques from Fig. 7, with over-
laid iso-density contours with exponentially increasing values until the
maximum of the measured map (lowest contour at 2σ detection from
the displaced pointing, with the second one at approximately 3σ detec-
tion). The ellipse shows the contour of the King profile at its tidal radius
derived in this work.

phases, we obtained their radial cumulative distribution func-
tions (CDFs). This was done using the elliptical radius derived
adopting the centre, ε and θ obtained when fitting a King pro-
file (see Table 3) and performing Kolmogorov-Smirnov (K-S)
tests between all the possible pairs. This kind of analysis was
already done by Lee et al. (2003) out to a major axis radius of
∼25 arcmin – that is approximately the half-light radius. Our
dataset covers the galaxy out to its nominal King tidal radius
(120 arcmin in this work) and beyond, which can lead to differ-
ent results due to possible changes in the spatial distributions be-
yond the half-light radius. Furthermore, the effect of contamina-
tion on the radial CDFs has been neglected until now (Lee et al.
2003, R16), while it can have a significant impact on the CDFs’
shapes and therefore on the results from the K-S tests. Hence,

we decided to decontaminate all radial CDFs before performing
any analysis.

We used a decontamination method that removes the need
for having empirical CDFs evaluated at the same radii or the loss
of spatial resolution when using elliptical annuli to deal with this
issue. The total unnormalized CDF (Ftot(r)) of each evolutionary
phase is a sum of the unnormalized CDFs of both galaxy mem-
bers (Fgal(r)) and contaminants (Fcont(r)). The decontaminated
CDF we are looking for is thus: Fgal(r) = Ftot(r) − Fcont(r), in ab-
solute counts. Ftot(r) is directly measurable for each evolutionary
phase. As for Fcont(r), we first derive its shape – that is Fcont(r)
normalized. Assuming that the CMD of the contamination is
constant across the whole field-of-view, the shape of Fcont(r) is
the same for the contaminants in all evolutionary phases and
we infer it by measuring the empirical CDF of objects redder
than g − r = 1 (black vertical line in Fig. 4). We then calcu-
late the number of contaminants expected in each evolutionary
phase, by fitting the bilinear distribution fcont = ρ (1 + aξ + bη)
to the spatial distribution of these red contaminants through the
MCMC Hammer. We can then calculate the ratios between our
newly fitted central density (ρ) and the ones previously obtained
for the contamination in each evolutionary phase when we fitted
their structural parameters. These ratios reflect the proportion of
contaminants expected in each evolutionary phase with respect
to the number of contaminants with g − r > 1. Thus, to obtain
the expected radial distribution of contaminants in an evolution-
ary phase, we uniformly resample the radii of the objects redder
than g − r = 1 according to its corresponding ratio, to later de-
contaminate the original sample by removing the stars with the
closest radius to that expected for the contaminants.

The decontaminated CDFs are shown in Fig. 10 per evolu-
tionary phase and for the whole Sextans population; Table 5
presents the p-values resulting from the K-S tests carried out
over all the possible combinations of the CDFs analysed. The
p-values are reasonably accurate for sample sizes n1, n2 such
that (n1 · n2)/(n1 + n2) > 4 (Smirnov 1939), with our samples
satisfying by far this requirement.

When we reproduce the limitations in Lee et al. (2003) by
restricting the coverage until a major axis radius of ∼25 arcmin
and without decontaminating the samples (left panel Fig. 10 and
left column in Table 5), our results agree very well with theirs:
with a significance level α = 0.05, the populations that remain
spatially compatible are the RHB with the bright BSs, the BHB
with the faint BSs and the last two with the whole population.
The results hold also when decontaminating the samples; hence
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Fig. 10. Radial CDFs of the evolutionary phases studied in Sect. 5 and the whole population of Sextans. The colour bands show the 1σ confidence
intervals. Left: within the major axis radius reached by Lee et al. (2003). Although this plot is contaminated, the decontaminated version is rather
similar, as it does not reach the external regions of Sextans where the impact of contaminants is higher. Middle: within the tidal radius derived in
this work, with contaminants included. Right: within the tidal radius derived in this work, with contaminants extracted and an inset magnifying the
internal region where all evolutionary phases are better separated.

Table 5. Results from the K-S tests between the radial distributions of the different evolutionary phases (all possible combinations).

K-S p-value (%)
Evolutionary phase Cont. (r < 25′) Cont. (r < 120′) Decont. (r < 120′)

RHB – Whole pop. 1.2 26.4 6.8 × 10−3

BHB – Whole pop. 21.1 7.4 × 10−8 1.5 × 10−15

Bright BSs – Whole pop. 1.5 0.019 1.2
Faint BSs – Whole pop. 73.4 1.8 × 10−19 31.8

RHB – BHB 1.1 8.5 × 10−9 8.9 × 10−16

Bright BSs – Faint BSs 4.0 1.3 × 10−3 2.2
RHB – Bright BSs 93.7 2.6 31.6
BHB – Faint BSs 54.0 0.042 2.6 × 10−11

RHB – Faint BSs 2.5 3.0 × 10−14 0.088
BHB – Bright BSs 0.81 8.8 × 10−3 3.9 × 10−11

Notes. Column #2 is just for comparison with results from Lee et al. (2003), where contamination is included and the coverage is limited to a major
axis radius of ∼25 arcmin. Columns #3 and #4 show the different p-values obtained when contamination is included or subtracted, respectively.

the impact of the contamination is not an issue over these spatial
scales.

The other panels of Fig. 10 (and columns in Table 5) use
CDFs derived out to 120 arcmin, and illustrate the effect
of neglecting contamination when comparing the CDFs over
this much larger radial extent: except for the BHB, all CDFs
are strongly affected, leading to unrealistic shapes and wrong
p-values derived with K-S tests. When neglecting contamina-
tion, the only populations spatially compatible are the RHB stars
and the overall stellar population. This is very different from the
results obtained when decontaminating the CDFs: the spatial dis-
tribution of RHB stars is incompatible with the one of the overall
Sextans stellar population; on the other hand, the RHB stars and
bright BSs have compatible spatial distributions, and so do the

faint BSs with Sextans overall stellar population. By extending
the coverage from 25 to 120 arcmin, we have also discarded the
possibility that BHB and faint BSs have the same spatial distri-
bution. These results are consistent both numerically (Table 5)
and graphically (confidence intervals in Figs. 8 and 10).

K-S tests from R16 yielded a p-value of 38% for BHB with
BSs, and 99.8% for bright BSs with faint BSs, both incompati-
ble with our results. It is not clear if R16 performed the K-S tests
with the CDFs evaluated with different structural parameters for
each evolutionary path or not. This point would invalidate the re-
sults from their K-S tests, as these evaluate the compatibility of
the different spatial distributions by reducing their comparison to
the radial dimension, assuming that this is the only variable re-
flecting the differences between the distributions. For example,
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two populations with very different centres or position angles
that have clearly distinct spatial distributions can share the same
radial CDF if this is separately evaluated for each population
using their individual structural parameters. Nevertheless, even
in the case that R16 used the same structural parameters for all
evolutionary paths, we have proven that the effect of the contam-
ination is not negligible at all with these large spatial coverages,
therefore having an undeniable contribution to the discrepancy
between our results and those in R16.

5.2. RHB and BHB

Our analysis shows that the BHB stars cover a considerably
larger area than the other analysed stellar populations, with a
statistically significant measurement of a half-light radius more
than twice that of the RHB and much larger than the overall Sex-
tans stellar population.

The finding of RHB stars being more centrally concen-
trated than BHB stars is in agreement with the early results
by Bellazzini et al. (2001) based on the variation of the rela-
tive number of RHB and BHB stars in two spatial bins, as well
as with Lee et al. (2003) and Okamoto et al. (2017), based on
the CDFs of RHB and BHB stars and the colour distribution of
HB stars as a function of major axis radius. By application of
the K-S test, we find an almost zero probability of RHB stars
being extracted from the same spatial distribution as BHB stars.
It appears highly likely that the differences between the RHB
and BHB spatial distributions are the consequence of the age
(Okamoto et al. 2017) and metallicity (Battaglia et al. 2011) gra-
dient detected in the overall old stellar component of Sextans,
similar to the case of the Sculptor dSph (Tolstoy et al. 2004;
Martínez-Vázquez et al. 2015). This was previously observed by
Bellazzini et al. (2001) and Lee et al. (2009), who already asso-
ciated RHB and BHB stars to the more metal-rich/younger (more
centrally concentrated) and more metal-poor/older (more spa-
tially extended) populations respectively.

While the BHB spatial distribution shows much irregularities
(Fig. 9), we have verified that this is likely due to small number
statistics; indeed by extracting sub-samples of NBHB stars from
the more populated BSs and RHB populations, their regular spa-
tial distribution would, artificially appear, very distorted.

5.3. Candidate blue straggler stars

From their analysis of Sextans’s central regions, Lee et al. (2003)
noticed that, when separating candidate BSs into a bright and
faint sample through a magnitude cut, the former had a more cen-
trally concentrated spatial distribution than the latter. The prob-
ability of being extracted from a similar spatial distribution was
low, however this latter point was questioned by R16.

In our analysis we confirm the early findings by Lee et al.
(2003) that bright BSs and faint BSs have a low probability of be-
ing extracted from a similar spatial distribution (p-value = 2.2%
from the K-S test), and we derive a half-light radius of 16+3

−3 and
22+3
−3 arcmin for bright and faint BSs, respectively.

In the case of globular clusters a possible interpretation
for this feature would be that BSs created via stellar col-
lisions (Hills & Day 1976) mainly correspond to the bright
ones, and those evolving from primordial binaries to the faint
ones (McCrea 1964). One reason for this is that collisions are
more probable where the stellar density is large, such as in
the inner regions of dense clusters, where mass segregation
is a dominant process; hence collisions of more massive stars

would produce bluer and brighter BSs (Bailyn & Pinsonneault
1995; Bailyn 1995). However, as argued by Lee et al. (2003), in
dSph galaxies the central densities are so low that BSs created
via stellar collisions are highly unlikely (Mapelli et al. 2007;
Momany et al. 2007). An intriguing hypothesis was proposed by
Kleyna et al. (2004), who argued that “if a significant fraction of
Sextans BSs were formed in a star cluster which subsequently
disrupted near the centre of the galaxy, mass segregation within
the cluster would ensure that the most massive (brighter) BSs
would be the last to be tidally removed from the cluster and
hence would have a more concentrated spatial distribution”.

Does the different spatial distribution of bright and faint Sex-
tans BSs need to be explained by invoking the disruption of
a globular cluster that spiralled in the central regions? Or can
they be explained as the result of mass transfer from primordial
binaries?

In our analysis, the comparison of the cumulative CDFs
shows that the bright BSs have a spatial distribution compatible
with being extracted from a similar one than Sextans’ RHB stars,
whilst the faint ones are compatible with the overall Sextans stel-
lar population. If Sextans BSs are the result of mass transfer from
primordial binaries, one would expect them to show a similar
spatial distribution as the overall stellar population, and to possi-
bly reflect the age and metallicity gradient traced by other stellar
populations if one is able to associate parts of the BS sequence
to stellar populations in other evolutionary phases.

Lee et al. (2003; see their Fig. 19) showed that 2−6 Gyr old
isochrones encompass the range of magnitudes and colours of
Sextans BS sequence, with the bluer and brighter BSs being re-
produced by the youngest isochrones, without much contami-
nation from the older ones; on the other hand, over the CMD
selection of faint BSs, the isochrones overlap significantly in
magnitude and colour. While in the case of BSs the age range
of the isochrones is not representative of the stars actual age,
this shows that the bluer and brighter BSs (corresponding to the
bright BS selection) can be thought of as slightly more massive
on average than the fainter and redder ones (i.e. the faint BS se-
lection); and that the faint selection hosts of a mix of the stellar
population that gave rise to the BSs, rather than only the less
massive end. This could explain why the spatial distribution of
the bright BSs is compatible with the RHB distribution, while
the faint BSs appear to trace Sextans overall stellar population.

Overall, while we cannot discard the possibility that some
of Sextans BSs come from a disrupted stellar cluster, the above
results do not make this hypothesis compelling to explain the
bulk of Sextans BSs.

Another possibility concerning the nature of Sextans BSs
is that they are actual main-sequence stars of intermediate-age
(∼2−6 Gyr old). If this were the case, as a consequence of the
age gradient detected in Sextans, one would expect these stars
to be the most spatially concentrated ones, as they would be the
youngest ones of the stellar populations analysed. Our analy-
sis shows that this is not the case, hence we deem it unlikely
that Sextans BSs are genuine intermediate-age (∼2−6 Gyr old)
main-sequence stars.

6. Spectroscopic analysis

We used our revised structural parameters of the Sextans
dSph to update the membership probabilities of the spectro-
scopic samples by Walker et al. (2009, hereafter W09) and
Battaglia et al. (2011, B11). To this aim, we followed the
expectation maximization (EM) technique outlined in W09, but
with some modification, as explained below.
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Table 6. Sample from the combined W09 and B11 spectroscopic catalogues with updated probabilities of membership.

ID Coordinates Dataset from Battaglia et al. (2011) Dataset from Walker et al. (2009)
α2000 δ2000 vhel EW Mg [Fe/H] Pprev Pnew vhel ΣMg Pprev Pnew

(hh:mm:ss) (dd:mm:ss) (km s-1) (Å) (dex) (km s-1) (Å)

1 10:11:35.40 –01:58:13.7 214.23 ± 1.11 0.007 ± 0.151 −2.42+0.14
−0.15 1 0.999 217.4 ± 1.4 0.42 ± 0.05 0.985 0.995

2 10:12:43.34 –01:32:05.2 56.51 ± 1.40 1.192 ± 0.114 −1.18+0.08
−0.08 0 0.000 56.3 ± 0.7 0.93 ± 0.02 0.000 0.000

3 10:12:32.66 –02:00:05.2 220.25 ± 2.56 –0.526 ± 0.233 −1.75+0.20
−0.21 1 0.976 222.7 ± 2.5 0.80 ± 0.08 0.002 0.545

4 10:12:53.46 –01:15:16.5 230.86 ± 1.87 0.184 ± 0.217 −2.86+0.27
−0.36 1 0.999 233.5 ± 2.0 0.02 ± 0.07 0.738 0.999

5 10:13:00.59 –01:25:47.0 111.31 ± 0.68 0.448 ± 0.057 −1.94+0.04
−0.05 0 0.000 109.7 ± 0.7 0.88 ± 0.01 0.000 0.000

6 10:13:01.59 –01:21:49.9 -18.28 ± 2.87 0.842 ± 0.180 −1.36+0.14
−0.15 0 0.000 -18.0 ± 0.7 0.99 ± 0.04 0.000 0.000

... ... ... ... ... ... ... ... ... ... ... ...

Notes. The whole spectroscopic catalogue is available at the CDS. Pprev is the probability assigned in the original article, while Pnew is the
probability derived in this work. Columns #3–#7 correspond to the dataset of B11 (heliocentric velocity, equivalent width of the Mg i line,
metallicity, Pprev, Pnew), while #8–#11 to the one of W09 (heliocentric velocity, pseudo-equivalent width of the Mg-triplet absorption feature, Pprev,
Pnew). With respect to the dataset of B11, the error in the equivalent width of the integrated fit of the Mg i line was updated from σEW = 2.8/(S/N)
to σEW = 3.6/(S/N) (Battaglia & Starkenburg 2012), while the metallicity and its error were derived as in B11, from the near-infrared Ca ii triplet
(CaT) region adopting the calibration of Starkenburg et al. (2010). As B11 did not assign proper membership probabilities, just member and
nonmember designation, we associated their members and nonmembers with membership probabilities of 1 and 0 respectively.

For the catalogue of W09 the measurements we used are
the heliocentric velocity and the pseudoequivalent width of the
Mg-triplet absorption feature, while for that of B11 we used the
heliocentric velocity, the equivalent width of the Mg i line at
8806.8 Å and the metallicity ([Fe/H]). The information on the
projected distance from the galactic centre was used for both cat-
alogues. In B11 a hard-cut was used to separate members from
nonmembers; here instead we assumed a Gaussian distribution
for the probability distribution functions of both members and
nonmembers in metallicity and Mg i line measurements, and the
expressions given in W09 for the velocity.

The modifications we applied to W09 EM algorithm are the
following:

– In W09 the likelihood and the membership probabili-
ties were calculated separately, in an iterative way, un-
til convergence. Here we inserted their Eq. (3) into their
Eq. (2) and maximized this expression at once through the
MCMC Hammer.

– In W09 the mean and variance of the probability distribution
of the measurements (e.g. the velocity or metallicity distri-
bution) for members were considered as constant across the
whole field-of-view. We allowed for radial variations of these
quantities by separately running the MCMC Hammer over
elliptical annuli drawn from the King profile fitted in Sect. 3;
this takes into account for example the presence of a metal-
licity gradient.

– W09 estimated the a priori probability of membership as a
function of radius via monotonic regression; we preferred
to derive it from the mean surface density profile fitted in
Sect. 3. We consider it gives us a better description of how
the membership probability decays as a function of radius
while at the same time not depending on a unique formula
for the adopted surface density profile.

Table 6 shows the spectroscopic catalogues with the updated
membership probabilities. Excluding from the FLAMES dataset
the stars that did not meet the quality requirements established
in B11, there are 1595 entries, from which the EM algorithm de-
tected a total of 629 members by summing all their membership
probabilities. Of these, 141 stars overlap between the W09 and
B11 catalogues, with their positions agreeing within ∼1 arcsec,
and their membership probabilities were calculated for each of

the two catalogues separately. The agreement with the previous
determinations is good (Fig. 11); the few discrepant values are
likely due to the fact that we are allowing for radial gradients of
the properties and that we adopt the average density profile as a
prior on membership probability as a function of radius.

7. Summary and conclusions

We present results from CTIO/DECam deep g- and r-band pho-
tometry of the Sextans dSph out to a radius of ∼4 deg, covering
approximately 20 deg2 and reaching ∼2 mag below the oldest
main-sequence turn-off. The photometric catalogue of point-like
sources is made publicly available.

We updated the structural parameters of the galaxy (Table 3)
by fitting different surface density profiles through a Bayesian
MCMC sampling of the likelihood evaluated at each star’s lo-
cation. We find overall agreement with the structural analysis of
IH95, but with Sextans having a smaller half-light radius than
previously reported by IH95 and R16. Likewise, through the
posterior Bayes factor we established that the best-fitting King
profile and corresponding structural parameters from this work
are strongly favoured over the best-fitting models by IH95 and
R16. In addition, we updated the apparent, absolute magnitude
and central surface brightness in V-band: V = 10.73+0.06

−0.05 mag,
MV = −8.94+0.11

−0.09 mag and µV = 27.25+0.06
−0.05 mag/arcsec2 respec-

tively (already corrected for Galactic extinction), which are com-
patible with the values from Irwin & Hatzidimitriou (1995) but
with considerably reduced errors.

We decontaminated two-dimensional surface density maps
of Sextans overall stellar population by making use of an im-
proved version of the McMonigal et al. (2014) matched-filter
method. Sextans displays a fairly regular distribution with no
significant distortions down to a surface brightness level of
∼31.8 mag/arcsec2 in V-band, unlike the surface density map
generated by Roderick et al. (2016a). By studying the 2D dis-
tribution of residuals with respect to the fitted surface density
axisymmetric models, we have detected several over-dense and
under-dense clumps at the 2σ and 3σ levels from which we iden-
tified an overdensity in the galactic centre that might correspond
to the cold substructure/s detected by Kleyna et al. (2004) and
Battaglia et al. (2011). The origin of the under-dense clumps is
still unclear. Stars forming part of these over- and under-dense
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Fig. 11. Location of stars along the line-of-sight to Sextans from the spectroscopic samples of W09 and B11. Left: colour-coded using the updated
membership probabilities from this work. The colour-coding is as in W09, with black, red, magenta, green, cyan and blue markers denoting Pi ≥

0.00, >0.01, >0.50, >0.68, >0.95, >0.99 respectively. Right: colour-coded using the difference in the membership probabilities here derived and in
the previous works (∆Prob. = Pnew − Pprev). Black ellipses show the nominal King tidal radius with parameters from this work. For these plots, in
the case of the overlapping stars we opt to use the probabilities derived from the dataset of B11, as when evaluating their probabilities we can rely
on three spectroscopic sources of information (vhel, EW Mg and [Fe/H]), rather than two as in the case of the W09 dataset (vhel and ΣMg). Further,
we consider that the metallicity is a more reliable discriminant compared to just the Mg-triplet absorption feature from W09, as it depends on three
parameters measured by B11: EW Mg of the star and apparent magnitudes in V band of both the star and the horizontal branch of the galaxy.

clumps are therefore of particular interest for future spectro-
scopic studies of Sextans, in particular those stars belonging to
the overdensity in its centre that might correspond to the cold
substructure/s. We defer to a future paper an in-depth analysis of
the possible presence of sub-structures in Sextans’ inner regions.

For the first time, we carried out a quantitative determina-
tion of the structural properties and number density profiles of
stars in different evolutionary phases in Sextans, that is RHB,
BHB and BS stars. No significant distortions are found for
any of these populations. RHB and BHB stars have clearly
distinct spatial distributions, with the RHB stars exhibiting a
much smaller 2D half-light radius than the BHB ones (17 vs.
42 arcmin, respectively) and slightly smaller than the over-
all Sextans stellar population (22 arcmin). This is consistent
with the age and metallicity gradient found by Okamoto et al.
(2017) and Battaglia et al. (2011), respectively, and puts on
a quantitative basis the more qualitative type of findings by
Bellazzini et al. (2001), Lee et al. (2003), Lee et al. (2009),
Roderick et al. (2016a) and Okamoto et al. (2017). With regard
to BSs, we confirmed that the bright BSs (g < 22.3) are less spa-
tially extended than the faint (g > 22.3) ones. The compatibility
of the spatial distribution of the bright BSs with the RHB stars,
and with the faint BSs with the whole population, appears com-
patible with the hypothesis that the bulk of Sextans BSs evolved
from mass transfer of primordial binaries.

Finally, we used the revised Sextans structural properties
from the analysis of our photometric dataset to update the mem-
bership probabilities of stars in the spectroscopic catalogues by
Battaglia et al. (2011) and Walker et al. (2009), following the de-
contamination methodology of the latter in an improved form.
This catalogue is also made publicly available in order to facili-
tate subsequent studies of the internal properties of Sextans.
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Appendix A: On the outer regions of DECam
pointings

We attempted to overcome the morphological misclassification
of point-like vs. extended objects in the out-of-focus regions of
the DECam pointings in various ways, testing the outcome of
the possible solutions by looking at the resulting surface den-
sity maps: our “figure-of-merit” was the lack of ring-like over-
densities of point-like objects in the external regions of the point-
ings, above the σ detection limits used for the scientific analysis
of the density maps (see Sect. 4).

We first tried to quantify the morphological misclassifica-
tion by creating a density map of point sources expected to have
a fairly constant spatial distribution over the probed spatial re-
gions, that is Milky Way foreground stars, which we could then
in principle use as a correction factor. To this end, we selected
objects in the colour range 1.1 < g−r < 1.6, in order to avoid the
region of the CMD occupied by Sextans stars (see the top panels
of Fig. A.1 for the mean density of point-like and extended ob-
jects in this colour range). Since the details of the features vary
from pointing to pointing, the smoothed density of these objects
was derived across the full mosaic area to correct for all artificial
inhomogeneities at once. One issue with this approach was that
the morphological misclassification depends on magnitude, and
the luminosity function both of point-like and extended sources
in the colour range 1.1 < g − r < 1.6 is not representative of the
luminosity function across the whole colour range of the data
(for example in the region occupied by Sextans stars).

Another attempt was to use the inverse density map of ex-
tended objects as a correction factor to the map of point-like
sources, since the overdensities of morphologically misclassified
point-like sources correspond to under-densities of extended ob-
jects. Nonetheless clusters of galaxies and differences in depth
between pointings introduce much larger inhomogeneities in the
map of extended objects than those created by the star/galaxy
misclassification, so applying this mask created even more cos-
metic features.

The most satisfactory solution was to use only point-like
sources brighter than (g, r) = (23.0, 23.0), approximately the
region where the locus of unresolved galaxies starts appearing
on the CMD. As it can be seen in Fig. A.2, artificial overdensi-
ties and clusters of galaxies are effectively removed, though at
the cost of reduced statistics. Although the sample under con-
sideration has a brighter magnitude limit than the catalogue
used by R16, comparing Fig. 6 with their Fig. 8 one can see
that the central densities of both catalogues are very similar
(∼4 stars/arcmin2). This implies that, in spite of their deeper
magnitude cut, the reached number density of stars from the
galaxy (and therefore the statistics) is similar in both datasets,
possibly due to distinct selection criteria compensating the dif-
ferent magnitude cuts.

When attempting to correct for artificial features, the afore-
mentioned masks were applied in the form of a “flat-field”, that
is dividing the density maps of point-like sources by the normal-
ized masks. In R16 the mask for the whole mosaic created from
stars outside their CMD window (likely contaminants) was ap-
plied to the normalized density map of the stars falling inside it
(likely Sextans’ stars) in the form of a flat-field too; however, it
was then also subtracted from the resulting “flat-fielded” map to
emphasize low-density features of Sextans’ stars. In our opinion
this last step may strongly affect the real shape of the dSph by un-
derestimating the galactic density in the most contaminated re-
gions, regardless of whether their galaxy/contamination density
ratio is high or low. This would create holes in the contour map
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Fig. A.1. Smoothed map of the mean density pattern for point-like (top-
left) and extended (top-right) objects with 1.1 < g − r < 1.6 in standard
coordinates, discarding 3σ outliers, with σ being the standard devia-
tion between the different pointings. The bottom panel plots the ratio
of point-like/extended objects, showing the spatial gradient in the mor-
phological misclassification when moving away from the centre of the
pointings. The error-bars indicate the standard deviation of the ratios
derived from the different measurements in all the pointings.

of the galaxy, mimicking the appearance of over-dense distor-
tions surrounding the overdensities of contamination, where in-
stead the galactic density can remain constant. We think this may
contribute to the boxy appearance of Sextans in R16, aligned
with its major and minor axes; this would be caused by the higher
detected contamination density in the overlapping regions of the
pointings placed along the major and minor axes of Sextans.

Appendix B: MCMC Hammer applied to mock
galaxies

We tested the performance of the MCMC Hammer method used
in Sect. 3 by applying it to mock datasets of point-sources, aimed
at probing different regimes of number statistics and spatial cov-
erage of the dataset.

First, we generate catalogues of point-sources distributed ac-
cording to a given surface density profile f (r) following the
method outlined in Numerical Recipes (Press et al. 1992) for the
generation of random numbers with a desired distribution. Once
we have calculated the corresponding major axis radii ri for an
exponential profile of scale radius re, we generate the angular
coordinates following a uniform distribution between 0 and 2π,
transform the angular coordinates into cartesian ones, adjust the
ellipticity (e) by multiplying the vertical coordinates by the fac-
tor (1 − e) and finally rotate all the data points by the position
angle θ. This produces a mock galaxy with an exponential sur-
face density profile centered on the origin. In order to simulate
realistic observational conditions, we also added a constant con-
tamination density by generating random stars with a uniform
spatial distribution.

The exponential radius and position angle are fixed to re =
10 arcmin and θ = 50◦, respectively. The parameters we vary are
the number of mock stars within the spatial coverage of the mock
dataset, N, the ellipticity of the galaxy, e, and the coverage. We
generate 18 mock galaxies corresponding to a grid of 3 × 2 × 3
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Fig. A.2. Locations of the objects from our photometric catalogue. Left: all sources; right: point-like sources brighter than (g, r) = (23.0, 23.0).

in the aforementioned parameters (N = 200, 1000, 5000; e = 0.1,
0.3; for the coverage we used squares of sides equal to 2, 5 and
10 times re). We set the number of contaminants to 20% of the
total number N of stars, which is fixed inside the different cover-
ages. This results into different contamination densities and scale
factors k (equal to the central densities in the case of the expo-
nential profile) between the different coverages with same N. As
when fitting the dataset of the Sextans dSph, in the MCMC Ham-
mer we defined 80 walkers, each of them doing approximately
104 steps.

Table B.1 summarizes the best-fitting parameters we obtain.
As expected, there is a clear effect of the ellipticity on the de-
termination of position angles, especially at low coverages and
number of data points. Likewise, the effect of the area is impor-
tant since low coverages produce difficulties in fitting the con-
tamination density when there are no areas with low density of
galaxy population. Even if the number of analysed stars is high,
as with N = 5000, there are still high dispersions in this param-
eter at 2 re coverage. The scale length, the position angle and
the ellipticity are also quite affected by the size of the analysed
area, having higher error bars at low coverages. In the case of
the dataset of Sextans we had an ellipticity close to 0.3, a total
number of stars from the galaxy near 5000 and a coverage larger
than 10 re. These numbers make the dataset of Sextans similar to
the mock one with the structural parameters most constrained by
the MCMC Hammer.

The large error bars in some parameters can make the
Bayesian posterior distribution non-gaussian when there are
prior restrictions on the parameter. This happens with the cen-
tral surface density and contamination density, which are set to
be greater than zero in order to have physical meaning; and with
the ellipticity, that is defined between 0 and 1. However, what re-
ally matters for this work is how reliable the inferred error-bars
on the parameters estimates are. In this respect Table B.1 shows
that, if the models are a good representation of the data, we can
rely on the error bars, since the input parameters for all the mock
galaxies are always recovered within the 2σ confidence level and
in most cases within the 1σ level, even for low number statistics
and restricted spatial coverages; the trade-off being much larger
error-bars, obviously.

Appendix C: Goodness-of-fit indicators

The χ2
red was calculated from the observed surface number den-

sity profile derived from elliptical, concentric annuli and the

Table B.1. Structural parameters (median values of the marginalized
posterior distributions) obtained with the MCMC Hammer for mock
galaxies with number of analysed stars N = 200, 1000 and 5000 (top,
middle and bottom sequences of rows respectively).

ei Side σc, i re θ e σc
(re) (#/arcmin2) (′) (o) (#/arcmin2)

0.1 2 0.100 29.1+89.7
−17.7 63+31

−33 0.45+0.31
−0.29 0.209+0.166

−0.142

0.1 5 0.016 8.7+1.9
−1.6 48+32

−31 0.11+0.10
−0.08 0.022+0.011

−0.011

0.1 10 0.004 9.8+1.6
−1.4 65+32

−38 0.10+0.11
−0.07 0.007+0.002

−0.002

0.3 2 0.100 18.7+61.5
−11.9 53+32

−40 0.39+0.30
−0.25 0.258+0.169

−0.174

0.3 5 0.016 7.5+1.9
−1.5 35+15

−16 0.26+0.13
−0.13 0.035+0.010

−0.010

0.3 10 0.004 10.6+1.1
−1.0 51+12

−13 0.21+0.09
−0.10 0.003+0.001

−0.001

0.1 2 0.50 8.9+2.7
−2.7 73+18

−27 0.16+0.14
−0.10 0.74+0.60

−0.50

0.1 5 0.08 10.0+1.5
−1.4 40+15

−13 0.14+0.06
−0.07 0.09+0.04

−0.04

0.1 10 0.02 9.4+0.5
−0.5 43+17

−18 0.08+0.05
−0.04 0.02+0.01

−0.01

0.3 2 0.50 9.4+2.3
−2.3 47+21

−21 0.17+0.10
−0.10 0.58+0.53

−0.40

0.3 5 0.08 10.2+0.9
−0.8 46+4

−4 0.38+0.04
−0.04 0.07+0.02

−0.02

0.3 10 0.02 10.9+0.6
−0.6 51+3

−3 0.36+0.04
−0.04 0.02+0.01

−0.01

0.1 2 2.50 11.3+1.4
−1.6 52+16

−19 0.10+0.06
−0.05 1.41+1.65

−1.03

0.1 5 0.40 10.3+0.7
−0.6 47+21

−21 0.04+0.03
−0.03 0.32+0.10

−0.10

0.1 10 0.10 10.0+0.2
−0.2 54+7

−7 0.09+0.02
−0.02 0.10+0.01

−0.01

0.3 2 2.50 10.6+1.8
−1.8 48+6

−6 0.30+0.04
−0.04 2.52+1.69

−1.65

0.3 5 0.40 10.3+0.5
−0.5 47+3

−3 0.29+0.02
−0.02 0.40+0.06

−0.06

0.3 10 0.10 10.1+0.2
−0.2 49+2

−2 0.31+0.02
−0.02 0.10+0.01

−0.01

Notes. From left to right: input ellipticity (ei = 1 − b/a), coverage (in
re units), input contamination density (σc, i) and fitted parameters: expo-
nential radius (re), position angle (θ), ellipticity (e) and contamination
density (σc).

best-fitting profiles, by assuming that star counts follow Pois-
son distributions with means equal to the star counts from the
best-fit model.

Although the χ2
red gives a rough description of how good a

fitting is, it is not always a reliable discriminant to probe which
model better fits the data: it is required to be in a regime in which
the Poisson distribution can be approximated by a normal distri-
bution and the value is quite dependent on the choice of the bin
size. For the same reasons, structural parameters derived via con-
ventional χ2

red fitting are not as reliable as when they are derived
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following more appropriated techniques. As one can check in
Table 3, according to their χ2

red all the functional forms of the
profiles fitted in this work perform approximately equally well,
even when accounting for the profiles fitted by IH95. As we will
see later, the order given by χ2

red does not coincide with the ones
given by more reliable indicators. In this respect the ratio of max-
imum likelihoods tell us how many times the data is more likely
to follow one profile than the other, without making assumptions
or loosing information due to the spatial binning.

Nonetheless, neither the χ2 or the classical likelihood ratio
take into account the probability of having structural parameters
different from the most probable ones. Here is where Bayesian
statistics makes the difference. Bayes’ theorem states:

P(M|D) =
P(D|M) P(M)

P(D)
, (C.1)

where the events M and D are, in the case that concerns us, the
model being evaluated (i.e. the surface density profile) and our
dataset respectively. P(M|D), known as the posterior, is the prob-
ability of the analysed profile to reproduce our dataset. P(D|M),
known as the likelihood, is the probability of our dataset to re-
produce the profile. P(M), known as the prior, is the probability
of the profile regardless of our specific dataset. Finally, the nor-
malizing constant P(D), known as the marginal likelihood, is the
global probability of our dataset summing the probabilities of all
the considered profiles. In the same way, we can use Bayes’ the-
orem to calculate the posteriors of the structural parameters from
a given profile, assuming that the considered profile is the true
one:

P(θ|M,D) =
P(D|M, θ) P(θ|M)

P(D|M)
, (C.2)

with θ being the structural parameters and the marginal likeli-
hood being:

P(D|M) =

∫
θ

P(D|M, θ) P(θ|M) dθ, (C.3)

integrated over all the structural parameters’ domain. Integrating
Eq. (C.2) along its different dimensions θi we can then obtain the
variety of projections previously shown in Fig. 5.

Through Eq. (C.3), that is marginalizing the likelihood over
all its parameters, one considers all the possible shapes that each
profile can take, depending on the probability distribution func-
tions of the model parameters. This can potentially result in the
fact that a model much more likely than others when considering
the most probable values of its parameters, is less likely when
considering the full distribution of possible values. This is the
Occam’s razor intrinsic to Bayesian statistics, which automati-
cally penalizes overfitted profiles due to an excess of variables.

The ratio between the posteriors of two different models tell
us how many times one model is more likely to follow the data
than the other. If we do not have a prior idea of which model is
more likely, both priors in the expression of the posteriors vanish
when dividing, which results in the ratio of the marginal likeli-
hoods of both models. This ratio between the marginal likeli-
hoods of two different models is called the Bayes factor:

P(M1|D)
P(M2|D)

=
P(D|M1)
P(D|M2)

= K12 if P(M1) = P(M2). (C.4)

However, it is not straightforward to evaluate these marginal
likelihoods over the high dimensional spaces of the fitted pro-
files. In computational terms it is not feasible to calculate the

Table C.1. Evidence classification of the Bayes factors according to
Kass & Raftery (1995).

2 ln K12 K12 Evidence against M2

0 to 2 1 to 3 Not worth more than a bare mention
2 to 6 3 to 20 Positive

6 to 10 20 to 150 Strong
>10 >150 Very strong

numerical integral of Eq. (C.3) over their corresponding N-
dimensional grids; they need to be evaluated through Monte
Carlo integration (Robert & Casella 2004). Here is where the
MCMC becomes important: given two functions, f (θ) and g(θ),
with the last one being normalized, the integral

∫
θ

f (θ) g(θ) dθ
is equal to the mean value of f (θ) evaluated at the points sam-
pled with the MCMC from g(θ). Thus, in principle, we could
obtain the Bayes’ factors between the different profiles by cal-
culating Eq. (C.3) for each profile through the MCMC Hammer
and the expressions of the likelihood P(D|M, θ) = f (θ) and prior
P(θ|M) = g(θ).

However, if there is any improper function in the definition of
some prior there is no possibility of sampling it with a MCMC.
As this is our case, we decided to use the alternative of the pos-
terior Bayes factor (PBF), defined by Aitkin (1991), which has
the equivalent definition of the Bayes factor but replacing the
prior P(θ|M) in Eq. (C.3) by the posterior P(θ|M,D). As we run
the MCMC Hammer to calculate the posterior distribution of
the model parameters, the PBFs are just the ratios between the
means of the likelihoods evaluated at the points sampled with
the MCMC for each profile (Fig. 5). The PBF will be the most
reliable discriminant when deciding how good the different pro-
files fit the data, as it does not require any assumptions, spatial
binning or unique possible values for the structural parameters.

Aitkin (1991) associated the values of the PBF greater than
20, 100 or 1000 with strong, very strong and overwhelming sam-
ple evidence against the less probable model. However, we pre-
fer to use the later widely cited logarithmic scale defined by
Kass & Raftery (1995) (Table C.1) to list the PBFs and classi-
cal likelihood ratios in Table 3.

This logarithmic scale allows us to infer the PBFs between
pairs of profiles that were not matched in Table 3, by adding the
values corresponding to the pairs that are in between. For ex-
ample, while the King profile has 2 ln (PBF) = 1.6 against the
exponential one, it has 1.6 + 0.8 = 2.4 against the Sérsic profile
and 1.6+0.8+1.8 = 4.2 against the Plummer one. Thus, whereas
the evidence is not worth more than a bare mention respect to the
exponential profile, there is a positive evidence against the Sér-
sic and Plummer profiles. Likewise there is a positive evidence
in favour of the exponential profile against the Plummer one.
Thereby one can check that the order following the goodness-
of-fit of the different profiles according to the PBFs is different
than that given by the χ2

red (or even by the likelihood ratio, see
e.g. Table D.1 in Appendix C). Regarding the rest of the matches
between the profiles fitted by us their evidence is not worth more
than a bare mention, while all the PBFs for the profiles fitted by
IH95 and R16 present a very strong (overwhelming in the scale
of Aitkin (1991)) evidence in favour of any of the profiles fit-
ted in this work, with both the χ2

red and classical likelihood ratio
strongly disfavouring their structural parameters too.
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Appendix D: Structural parameters from S/N = 5
catalogue

Here we show the results of applying the analysis from Sect. 3
over the photometric catalogue cut at S/N = 5 of the shallowest
pointing, that is (g, r) = (24.9, 24.9), with ∼440 000 objects in-
stead of the ∼ previous 75 000 but affected by spatially variable
star/galaxy classification and completeness. Since the parame-
ters giving the direction of the spatial gradient in the density
of contaminants turned out to be sensitive to the differences in
depth between pointings and possibly the presence of the arti-
ficial over-densities in the out-of-focus regions, we adopted the
parameters a and b from our baseline bright catalogue.

Also in this case the King model provides the best descrip-
tion of the data. However, as summarized in Table D.1, the ellip-
ticity and the values of the scale-lenghts (and the corresponding
half-light radii) here derived return a rounder and more com-
pact structure than when using the shallower catalogue. For these
parameters, the differences with the values in Table 3 appear
to be statistically significant, as they are beyond 4σ; however
these error-bars should be taken with caution: these are “formal”
error-bars, likely underestimated due to the implicit assumption
that the model is a good representation of the dataset, which in
the case of this deeper catalogue affected by spatially variable
star/galaxy classification and completeness is certainly broken
to some extent.

Interestingly though, the King tidal radius drops to 62 arcmin
(∼1.6 kpc), consistent within 3σ from the determination from
the shallower catalogue (120+20

−20 arcmin). This change in the tidal
radius would sweep away one of the most remarkable features of
this dSph.

It is hard to pinpoint to what extent the artifacts from the
out-of-focus regions and small differences in depth between the
pointings are affecting the values here determined. Hence we still
recommend using the values in Table 3 as they come from a
uniform mosaic at the ∼100% completeness level.

Nonetheless, the values of the structural parameters common
to the different fitted profiles remain acceptably compatible
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Fig. D.1. Contamination subtracted surface number density profile of
Sextans stars as a function of the major axis radius (with the exter-
nal parts zoomed in) from the photometric catalogue cut at S/N = 5
from the shallowest DECam pointing, overlaid onto the 1σ confi-
dence interval (red band) of the best-fitting King profile obtained with
the MCMC Hammer. The 1σ confidence interval is computed from
the best-fitting model assuming Poisson variances in each elliptical
annulus.

between them and Fig. D.1 shows a good agreement between
the best-fitting King model and the observed density profile at
this depth. This smaller value for the tidal radius agrees quite
well with the limits of the decontaminated surface density map
(top panel of Fig. 7) and the decontaminated CDF of the whole
population of Sextans, which reaches 1 at a major axis radius
of 62 arcmin, not increasing for larger distances; these could
be seen as consistency checks since the tidal radius, the density
maps and the CDFs are inferred by independent methods. We
also note that this tidal radius would also agree with the exten-
sion of the spectroscopic samples (left panel of Fig. 11), not de-
tecting any star with high probability of membership beyond it.
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Table D.1. Sextans structural parameters (median values of the marginalized posterior distributions) derived with the MCMC Hammer applied to
the photometric catalogue cut at S/N = 5 from the shallowest DECam pointing, plus χ2

red, classical likelihood ratios and posterior Bayes factors of
the different surface density profiles.

Parameter Exponential Sérsic Plummer King IH95 R16

α2000 (o) 153.256+0.002
−0.003 153.255+0.003

−0.003 153.256+0.003
−0.003 153.256+0.003

−0.003 153.2625+0.0005
−0.0005 153.277+0.003

−0.003

δ2000 (o) −1.623+0.002
−0.003 −1.623+0.002

−0.002 −1.623+0.003
−0.002 −1.623+0.003

−0.002 −1.6147+0.0003
−0.0003 −1.617+0.008

−0.008

Ellipticity 0.11+0.02
−0.02 0.13+0.02

−0.02 0.13+0.02
−0.02 0.15+0.02

−0.02 0.35+0.05
−0.05 0.29+0.03

−0.03

Position angle (o) 50+3
−3 53+3

−3 50+3
−3 53+3

−3 56+5
−5 58+6

−6

Sérsic index n – 0.71+0.02
−0.02 – – – –

Sérsic factor b(n) – 0.9+0.5
−0.4 – – – –

Exponential re (′) 10.6+0.2
−0.2 – – – 15.5+0.1

−0.1 –
Plummer rp (′) – – 19.3+0.3

−0.3 – – 35.7+0.7
−0.7

Sérsic rs – 15+5
−5 – – – –

King rc (′) – – – 16.7+0.5
−0.5 17+2

−2 27+2
−2

King rt (′) – – – 62+2
−2 160+50

−50 83+8
−8

2D Half-light rh (′) 17.8+0.2
−0.2 15+5

−5 19.3+0.3
−0.3 17+1

−1 26+0.2
−0.2 (Exp.) 35.7+0.7

−0.7 (Plummer)
28+5
−5 (King) 24+2

−2 (King)

χ2
red 1.67 1.37 1.53 1.31 3.95

(
Exp. IH95

Exp.

)
15.55

(
Plummer R16

Exp.

)
4.59

(
King IH95

Exp.

)
7.48

(
King R16

Exp.

)
2 ln

(
likelihood1
likelihood2

)
– 102.2

(
Sérsic
King

)
10.5

(
Plummer

Exp.

)
94.2

(
King

Plummer

)
–1225.1

(
Exp. IH95

Exp.

)
–3452.1

(
Plummer R16

Exp.

)
–1355.7

(
King IH95

Exp.

)
–1468.8

(
King R16

Exp.

)
2 ln (PBF) – 195.4

(
Sérsic

Plummer

)
10.2

(
Plummer

Exp.

)
22.7

(
King
Sérsic

)
–1220.4

(
Exp. IH95

Exp.

)
–3447.4

(
Plummer R16

Exp.

)
–1352.6

(
King IH95

Exp.

)
–1466.0

(
King R16

Exp.

)
Notes. Classical likelihood ratios and PFBs are colour-coded as in Fig. 3.
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