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Long time behavior of solutions for a damped
Benjamin-Ono equation.

Louise Gassot

Abstract

We consider the Benjamin-Ono equation on the torus with an additional damping term
on the smallest Fourier modes (cos and sin). We first prove global well-posedness of this
equation in L2

r,0(T). Then, we describe the weak limit points of the trajectories in L2
r,0(T)

when time goes to infinity, and show that these weak limit points are strong limit points.
Finally, we prove the boundedness of higher-order Sobolev norms for this equation. Our
key tool is the Birkhoff map for the Benjamin-Ono equation, that we use as an adapted
nonlinear Fourier transform.
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1 Introduction
In this paper, we consider the Benjamin-Ono equation on the torus [5], [38]

∂tu = H∂xxu− ∂x(u2) (BO)

with an additional weak damping term on the smallest Fourier modes defined as follows.
Fix a parameter α > 0, the damped Benjamin-Ono equation writes

∂tu+ α(〈u|cos〉 cos +〈u|sin〉 sin) = H∂xxu− ∂x(u2). (BO-α)

The operator H is the Hilbert transform

Hf(x) =
∑
n∈Z
−i sgn(n)f̂(n) einx, f =

∑
n∈Z

f̂(n) einx, f̂(n) =
1

2π

∫ 2π

0
f(x) e−inx dx,

with the convention that sgn(±n) = ±1 if n ≥ 1, and sgn(0) = 0.
Our aim is to investigate how this damping can affect the long-time behavior of trajec-

tories. Note that our choice of damping breaks both the Hamiltonian and the integrable
structures of the Benjamin-Ono equation, moreover, the damping term is not a small per-
turbation of the Benjamin-Ono equation. For a general damping term with such properties,
the problem seems out of the scope of usual techniques.

Our main tool is the construction and study of a Birkhoff map for the Benjamin-
Ono equation by Gérard, Kappeler and Topalov in [23–25] (see Gérard [20] for a recent
survey of these results), implying that the Benjamin-Ono equation is integrable in the
strongest possible sense. This transformation should be seen as a nonlinear Fourier trans-
form adapted to the Benjamin-Ono equation. The classical Fourier transform has proven
to be a powerful tool for studying nonlinear partial differential equations, for instance with
the development of pseudodifferential and paradifferential calculus. In the same spirit, we
will see that the Birkhoff map transforms the damped equation (BO-α) into a system
of ODEs on the nonlinear Fourier coefficients (ζn(u))n≥1, which enables us to study the
qualitative properties of the solutions in infinite time.

The Birkhoff map writes

Φ : u ∈ L2
r,0(T) 7→ (ζn(u))n≥1 ∈ h

1
2
+, (1)

where L2
r,0(T) is the space of real-valued functions in L2(T) with zero mean, and

h
1
2
+ = {ζ = (ζn)n≥1 ∈ CN | ‖ζ‖2

h
1
2
+

=
+∞∑
n=1

n|ζn|2< +∞}.

This map provides a system of coordinates in which the Benjamin-Ono equation can be
solved by quadrature. Indeed, if u is a solution to the Benjamin-Ono equation with initial
data u0, then there exist frequencies ωn(u0) = n2−2

∑
k≥1 min(k, n)|ζk(u0)|2, n ≥ 1, such

that for t ∈ R and n ≥ 1,
ζn(u(t)) = ζn(u0)eiωn(u0)t.
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1.1 Main results
First, we establish the global well-posedness of the damped Benjamin-Ono equation (BO-α)
in L2

r,0(T), and the weak sequential continuity of the solution map.

Theorem 1.1 (Global well-posedness). For all T > 0 and u0 ∈ L2
r,0(T), there exists

a unique solution of equation (BO-α) in the distribution sense in C([0, T ], L2
r,0(T)) with

initial data u0.
Moreover, the solution map is continuous and weakly sequentially continuous from

L2
r,0(T) to C([0, T ], L2

r,0(T)).

The solutions are global thanks a Lyapunov functional controlling the L2 norm

d

dt
‖u(t)‖2L2(T)+2α|〈u(t)|eix〉|2= 0. (2)

In order to establish global well-posedness of equation (BO-α) in L2
r,0(T), one could

also apply the techniques used for the Benjamin-Ono equation from Molinet [35] and
Molinet, Pilod [36]. However, their techniques do not lead to the weak sequential continu-
ity of the flow map, which is needed for describing the weak limit points of u(t) as t→ +∞.

Then, we show that the weak limit points of trajectories as time goes to infinity follow
the LaSalle principle. Moreover, we prove that the trajectories are relatively compact in
L2
r,0(T), in other words, all weak limit points are strong limit points.

Theorem 1.2 (Weak limit points). Let u be a solution to the damped Benjamin-Ono
equation (BO-α) in L2

r,0(T). Let v0 be a limit point of the sequence (u(t))t≥0 for the weak
topology in L2

r,0(T) as t→ +∞. Then we have the following results.

1. The solution v to the Benjamin-Ono equation (BO) with initial data v0 satisfies:

∀t ∈ R, 〈v(t)|eix〉 = 0. (3)

Moreover, condition (3) is equivalent to the fact that the weak limit point v0 does not
have two consecutive nonzero Birkhoff coordinates:

∀n ∈ N, ζn(v0)ζn+1(v0) = 0,

with the convention ζ0(v0) = 1.

2. Given a solution u, all the limit points for u have the same actions: there exists a
sequence (γ∞n )n≥1 such that for all limit point v0 associated to u, for all n ≥ 1,

|ζn(v0)|2= γ∞n .

3. The convergence is strong in L2
r,0(T): if v0 is a weak limit point associated to the

sequence (u(tk))k, then
‖u(tk)− v0‖L2(T) −→

k→+∞
0.

Gérard, Kappeler and Topalov proved that the trajectories of the undamped Benjamin-
Ono equation (BO) are almost-periodic in Hs

r,0(T) for all s > −1
2 (see [23], Theorem 1.3

and [24], Theorem 3 and Corollary 8). As a consequence, the solutions are recurrent
(see [23], Remark 1.4 (ii)): for all solutions u with initial data u0 ∈ L2

r,0(T), there exists
a sequence tn → +∞ such that u(tn) tends to u0 in L2

r,0(T). Both properties do not hold
for the damped equation (BO-α) because of characterization (3).
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In [15, 16, 43–46], the authors build a sequence (µn)n of gaussian measures on L2(T),
invariant by the flow of the periodic Benjamin-Ono equation (BO), and associated to the
conservation laws for this equation. Each measure µn is concentrated on Hs(T) for s <
n− 1

2 , and satisfies µn(Hn− 1
2 (T)) = 0. Formally, it is defined from the n-th conservation

law Hn as a renormalization of the formula dµn = e−Hn(u) du. Sy [42] extends this
construction to get a measure concentrated on C∞(T). With this approach, it was already
possible to prove that with probability 1 with respect to the corresponding measure, the
solutions of (BO) display the recurrence property mentionned above (see [45], Corollary 1.3
and [42], Corollary 1.2).

An equation similar to (BO-α) has been introduced and studied by Gérard and Grellier
in [22] starting from the Szegő equation. For α > 0, the damped Szegő equation on the
torus writes

i∂tu+ iα〈u|1〉 = Π(|u|2u), (Sz-α)

where Π is the Szegő projector from L2(T) onto the space

L2
+(T) = {u ∈ L2(T) | ∀n < 0, û(n) = 0}.

Characterization (3) is then similar for (BO-α) and (Sz-α). Indeed, let v0 be a weak limit
point of a solution (u(t))t∈R of (Sz-α) for the weak topology of the natural energy space

H
1
2
+(T) := Π(H

1
2 (T)), then the solution v to the cubic Szegő equation with initial data v0

satisfies 〈v(t)|1〉 = 0 for all times. As a consequence, the trajectories of (Sz-α) cannot be

almost-periodic in H
1
2
+(T), whereas almost-periodicity holds for the Szegő equation [21],

similarly as the Benjamin-Ono case.
However, our result implies that the trajectories for (BO-α) are relatively compact

in L2
r,0(T), whereas many initial data for (Sz-α) lead to trajectories which are not rela-

tively compact in the natural energy space H
1
2
+(T) (this fact is a consequence of the proof

of Theorem 3.1 in [22]). One can also note that in the study of (Sz-α), the authors strongly
use the fact that one of the two known Lax pairs for the Szegő equation still holds, whereas
there is no known Lax pair for (BO-α).

The last part of our paper is devoted to the boundedness for higher-order Sobolev
norms. For the Benjamin-Ono equation on the torus (BO), the infinite number conserva-
tion laws from Nakamura [37] and Bock, Kruskal [8] provide bounds on all the Sobolev
norms Hs, s ≥ 0. We prove that the Hs Sobolev norms also stay bounded when 0 ≤ s < 3

2
for the damped Benjamin-Ono equation (BO-α).

Theorem 1.3 (Higher-order Sobolev norms). Fix 0 ≤ s < 3
2 . Let u be a solution to the

damped equation (BO-α) in L2
r,0(T) such that the initial data u0 belongs to Hs(T). Then

there exists some constant Cs(‖u0‖Hs(T)) > 0 such that for all t ∈ R+,

‖u(t)‖Hs(T)≤ Cs(‖u0‖Hs(T)).

The proof of Theorem 1.3 could be adapted to show that there is no growth of Sobolev
norms in Hs

r,0(T) for any s ≥ 0. However, our method becomes more and more technical
as the exponent s increases, this is why we chose to stop at s = 3

2 . See Remark 5.6 for
more details.

The higher-order Sobolev norms for the Benjamin-Ono equation with and without
damping have the same behavior, which is in contrast with the Szegő equation. Indeed,
Gérard and Grellier proved in [22] that for the damped Szegő equation (Sz-α), there exists

a non empty open subset of H
1
2
+(T) for which every solution u with initial data in Hs(T),

s > 1
2 , has an exploding orbit in Hs(T):

‖u(t)‖Hs(T) −→
t→+∞

+∞.
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However, the undamped Szegő equation exhibits weak turbulence [21], in the sense that
there exists a dense Gδ subset of initial data in L2

+ ∩ C∞ such that for every s > 1
2 , the

solution u satisfies lim supt‖u(t)‖Hs(T)= +∞, whereas lim inft‖u(t)‖Hs(T)< +∞.
In order to prove Theorem 1.3, we introduce Lyapunov functionals controlling the

higher-order Sobolev norms in Birkhoff coordinates. Note that from [25], Proposition 5
in Appendix A, the Birkhoff map Φ and its inverse map bounded subsets of the Sobolev
space Hs

r,0(T) to bounded subsets of sequences in

h
1
2

+s
+ = {ζ = (ζn)n≥1 ∈ CN | ‖ζ‖2

h
1
2+s

+

=
∑
n

n1+2s|ζn|2< +∞}.

This leads us to consider higher-order Lyapunov functionals in Birkhoff coordinates of the
form

Ps(u) =
∑
n≥1

wnγn(u),

where we choose weights wn satisfying wn ≈ n1+2s. The strategy of introducing Lyapunov
functionals controlling higher-order Sobolev norms has been implemented for instance in [2]
and [3] for various equations describing free surface flows in fluid dynamics. In our paper,
this strategy is implemented for the first time using the Birkhoff coordinates of a close
integrable system.

1.2 Long-time behavior for equations of Benjamin-Ono type
As a comparison, let us now recall how the long-time dynamics for the Benjamin-Ono
equation would be affected by the change of geometry, the introduction of a perturbation
or the addition of a diffusive damping term. We refer to Saut [40] for a general survey on
the Benjamin-Ono equation.

Benjamin-Ono equation on the real line On the real line, one expects the dis-
persion to change the behavior of Benjamin-Ono solutions. Ifrim and Tataru [29] proved
that for small localized initial data, there holds linear dispersive decay for large time scales.
It is also conjectured that a solution associated to small initial data either is dispersive, or
decomposes into the sum of a soliton and a dispersive part (soliton resolution conjecture).

The Benjamin-Ono equation on the line is also integrable. The Lax pair formulation
is the same as on the torus, however, the inverse spectral theory, formally described in
Ablowitz, Fokas [19], is only performed for sufficiently small and decaying initial data [13].
Wu [48] studied the spectrum of the Lax operator for the Benjamin-Ono equation, then
solved the direct scattering problem for arbitrary sufficiently decaying initial data [49].
The recent construction of the Birkhoff map for multisolitons by Sun [41] constitutes a
first step towards the soliton resolution conjecture.

Perturbations of the Benjamin-Ono equation on the torus Thanks to ex-
tensions of the KAM theory, one can investigate if the periodic, quasi periodic or almost
periodic nature of trajectories is preserved by perturbation of an integrable equation. This
kind of studies goes back to Kuksin [31] and Wayne [47], we refer to Craig [14] and Berti [7]
for a detailed survey.

Concerning perturbations of the Benjamin-Ono equation in the neighborhood of the ori-
gin, we mention the following results. In [32], Liu and Yuan consider a class of unbounded
Hamiltonian perturbations of the periodic Benjamin-Ono equation (BO), construct KAM
tori and deduce that there exist quasi-periodic trajectories. Mi and Zhang [34] extend this
result to more general unbounded quasi-periodic Hamiltonian perturbations. In [4], Baldi
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proves that there exist periodic solutions for some non Hamiltonian reversible perturba-
tions of a nonlinear cubic Benjamin-Ono equation

∂tu+H∂xxu+ ∂x(u3) = 0.

For generalized Benjamin-Ono equations of the form

∂tu+H∂xxu+ ∂x(f(u)) = 0,

Bernier and Grébert [6] establish approximations of trajectories on large time scales for
generic initial data close to the origin.

In order to investigate further Hamiltonian perturbations of the Benjamin-Ono equa-
tion through the KAM theory and tackle trajectories which are not necessarily close to
the origin, it would be useful to prove that the Birkhoff map Φ is real analytic. As a first
step, Gérard, Kappeler et Topalov prove in [24] that the action map u 7→ (|ζn(u)|2)n is
real analytic from Sobolev spaces Hs

r,0(T) onto weighted `1 spaces.

Damped Benjamin-Ono equations Adding a damping of diffusive type can lead to
a decay of solutions or the existence of a global attractor. A global attractor is a compact
set, invariant by the flow of the equation, and attracting all trajectories uniformly on
bounded sets of initial data.

Several physical damping terms can be chosen depending on the nature of dissipation,
in the same way as for the Korteweg-de Vries equation, see Ott and Sudan [39]. Grimshaw,
Smyth and Stepanyants (see [27] and references inside) introduce and study numerically
a general model of dispersive equations under the form

∂tu+ αu∂xu+ βH∂xxu+ δD[u] = 0,

where D(u) is a Fourier multiplier. For instance, the operator D can describe the Rayleigh
dissipation Du = u, the Reynolds dissipation Du = −∂xxu leading to the Benjamin-Ono-
Burgers equation, the Landau damping Du = H∂xu, the dissipation of internal solitary
waves over a rough bottom Du = |u|u [26], etc.

The decay to zero and an asymptotic profile of solutions as t → +∞ can be found
in Dix [17] for Reynolds dissipation, and Bona, Luo [10] for generalized Benjamin-Ono-
Burgers equations (see also [33] for dispersive shockwaves when the damping is small). For
a fractional dissipation Du = |D|qu, q > 0, the asymptotic behavior and the existence of
global attractors is investigated in Dix [18] and Alarcon [1]. Guo and Huo [28] prove the
existence of a global attractor in L2(R), compact in H3(R), for generalized weakly-damped
KdV-Benjamin-Ono equations, under the form

∂tu+ αH∂xxu+ β∂xxxu+ µ∂xu+ λu+ u∂xu = f.

The existence of a global attractor in H1(R) for the weakly-damped Benjamin-Ono equa-
tion had already been proven in [9].

We also mention the works of Burq, Raugel and Schlag [11], [12] concerning weakly-
damped Klein-Gordon equations.

Note that in equation (BO-α), the damping term is weaker than the ones mentioned
above. Indeed, there are many trajectories which do not go to zero as time goes to infinity,
for instance, this is the case for the solutions satisfying condition (3) since the L2 norm
of these solutions is preserved. Numerical simulations implemented by Klein [30] tend to
suggest that there are many other trajectories which do not go to zero, and that a global
attractor may not exist (see related open questions in part 1.4).
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1.3 Equation in Birkhoff coordinates
In the study of the damped Benjamin-Ono equation (BO-α), our general strategy consists
in applying the Birkhoff map Φ and transform this equation into a system of ODEs on the
Birkhoff coordinates

d

dt
ζn(u(t)) = iωn(ζ(u(t)))ζn(u(t))− α (〈u(t)|cos〉 dζn[u(t)]. cos +〈u(t)|sin〉dζn[u(t)]. sin) ,

(4)
where we recall that ωn(ζ) = n2 − 2

∑
k≥1 min(k, n)|ζk|2 for n ≥ 1.

Our key result is a simplification of the right-hand side of equation (4), in particular
the terms dζn[u(t)]. cos and dζn[u(t)]. sin, as a function of the Birkhoff coordinates ζ =
(ζn)n≥1, and of their actions γ = (|ζn|2)n≥1. Before stating the theorem, we introduce
some notation for the spaces at stake. If u ∈ L2

r,0(T), then the Birkhoff coordinates ζ

belong to h
1
2
+ ⊂ `2+ , where `p+ denotes the space of complex sequences

`p+ := {z = (zn)n≥1 ∈ CN | ‖z‖p
`p+

=
∑
n≥1

|zn|p< +∞}.

In particular, the actions γ belong to the space `1+.

Theorem 1.4 (Structure of the vector field). There exist functions p∗n, q∗n, A∗n,k and B∗n,k
such that for all u ∈ L2

r,0(T), if ζ = Φ(u), then

dζn[u]. cos = p∗n(γ)ζn−1 + q∗n(γ)ζn+1 +

(
+∞∑
k=0

A∗n,k(γ)ζkζk+1 +B∗n,k(γ)ζkζk+1

)
ζn,

with the convention ζ0 = 1 and the notation γ = (|ζn|2)n≥1. The terms p∗n, q∗n, A∗n,k and
B∗n,k are C1 functions of the actions γ ∈ `1+, they are uniformly bounded and Lipschitz on
finite balls: for all γ ∈ `1+ satisfying ‖γ‖`1+≤ R, for all n, k ≥ 0,

|p∗n(γ)|+|q∗n(γ)|+|A∗n,k(γ)|+|B∗n,k(γ)|≤ C(R),

moreover, for all h ∈ `1+,

|dp∗n(γ).h|+|dq∗n(γ).h|+|dA∗n,k(γ).h|+|dB∗n,k(γ).h|≤ C(R)‖h‖`1+ .

The same holds for dζn[u]. sin, which also writes under the form

dζn[u]. sin = p∗n(γ)ζn−1 + q∗n(γ)ζn+1 +

(
+∞∑
k=0

A∗n,k(γ)ζkζk+1 +B∗n,k(γ)ζkζk+1

)
ζn,

with similar estimates for the new terms p∗n, q∗n, A∗n,k and B∗n,k.

Precise formulas for p∗n and q∗n in the case of dζn[u]. cos are given by equalities (12)
and (13) below.

Similarly, as proven in [25], Lemma 13, there exist functions a∗k of the actions, which
are uniformly bounded and Lipschitz on finite balls of `1+, such that

〈u|cos〉 − i〈u|sin〉 = −
∑
k≥0

a∗k(γ)ζkζk+1. (5)

The decomposition of the vector field into blocks of the form

A(ζ) :=
∑
k≥0

A∗k(γ)ζkζk+1, (6)

7



where A∗k are functions of the actions only, enables us to get bounds and Lipschitz estimates
on finite balls, so that one can apply the Cauchy-Lipschitz theorem for ODEs. Thanks to
this, we avoid going back and forth from u to ζ in the equation, and we do not need to
use analicity results on the Birkhoff map (see [24] for results in this direction).

We now explain the main idea in the study of the long time asymptotics. Functions of
the actions γ are slowly varying, indeed, we will establish in inequality (24) below that if
‖u0‖L2(T)≤ R, then for all t ≥ 0,

∑
n≥1

∣∣∣∣ d

dt
γn(t)

∣∣∣∣ ≤ C(R)|〈u(t)|eix〉|,

where the right-hand side is square integrable over time thanks to the Lyapunov func-
tional (2). However, the Birkhoff coordinates ζ are highly oscillating over time, because
of the phase factor iωn(ζ)ζn ≈ in2ζn appearing in the formula (4) of its time derivative.
Moreover, interactions of different modes under the form ζkζk+1ζnζn+1, k 6= n, are also
highly oscillating over time, again because of the phase factor

i(−ωk(ζ) + ωk+1(ζ) + ωn(ζ)− ωn+1(ζ))ζkζk+1ζnζn+1 ≈ 2i(k − n)ζkζk+1ζnζn+1

in the time derivative. By analogy with usual Fourier coefficients, such highly oscillating
terms have a small time integral. We retrieve this fact here by performing an integration
by parts.

Using these remarks, we start from the observation that |〈u|eix〉|2 is integrable over
time, and expand the square modulus of formula (5). By discarding the interactions of
different modes ζkζk+1ζnζn+1, k 6= n, we deduce that∫ +∞

0

+∞∑
n=0

γn(t)γn+1(t) dt < +∞

(see Proposition 4.3 for more details). Successive integration by parts allow us to go even
further and prove that for higher and higher exponents s,∫ +∞

0

+∞∑
n=0

n2sγn(t)γn+1(t) dt < +∞.

Those latter integrals enable us to control the time evolution of our candidate higher-order
Lyapunov functionals.

1.4 Open questions
Let us now mention some open questions about equation (BO-α).

First, thanks to the Lyapunov functional (2) and Theorem 1.2, one knows that the
map

u0 ∈ L2
r,0(T) 7→ lim

t→+∞
‖u(t)‖2L2∈ R+

is well-defined, upper semi-continuous, and that for every weak limit point u∞ of the se-
quence (u(t))t≥0 as t→ +∞, one has limt→+∞‖u(t)‖2L2= ‖u∞‖2L2 . It would be interesting
to have more information about this map, for instance, one could ask whether it is possi-
ble to have u∞ = 0 for some nonzero initial data u0. According to numerical simulations
implemented by Klein [30], there exist families of initial data which seem not to decay
to zero as time goes to infinity. For instance, this seems to be the case for a family of
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potentials with only one nonzero gap γ1 at index 1, given for some r ∈ [0, 1[ by (see [23],
Appendix B)

u0(x) =
1− r2

1− 2 cos(x)r + r2
− 1.

Finally, one knows from Theorem 1.2, point 2, that given an initial data u0, all weak
limit points u∞ have the same actions (γ∞n )n, so that these limit points belong to the
same Benjamin-Ono torus. One could ask if for some initial data u0, it is possible to
provide a precise description of the limiting torus. Again, the numerical simulations from
Klein [30] suggest that even for potentials with only one nonzero gap γ1 at index 1, the
weak limits could have more than one gap. This is linked to the structure of the equation
in Theorem 1.4, since the terms p∗n and q∗n given by formulas (12) and (13) are nonzero
and lead to the emergence of new modes in the time evolution. As a consequence, finite
gap manifolds are not invariant by the flow of equation (BO-α), whereas as a comparison,
there exist finite dimensional invariant manifolds for equation (Sz-α) (see [22]).

1.5 Plan of the paper
First, in section 2, we write the damped Benjamin-Ono equation (BO-α) in Birkhoff coor-
dinates as a system of ODEs, in particular, we prove Theorem 1.4 about the decomposition
of the terms dζn[u]. cos and dζn[u]. sin.

Then, in section 3, we establish the global well-posedness of the damped Benjamin-Ono
equation (BO-α) and the weak sequential continuity of the solution map (Theorem 1.1).

Section 4 is devoted to the characterization of the weak limit points for the trajectories
according to the LaSalle principle, and the fact that the convergence is actually strong
in L2

r,0(T) (Theorem 1.2).
Finally, we bound the higher-order Sobolev norms in section 5 by studying correspond-

ing Lyapunov functionals in Birkhoff coordinates (Theorem 1.3).

Acknowledgments The author would like to thank her PhD advisor Patrick Gérard
who introduced her to this problem and provided generous advice and encouragement. She
also warmly thanks Christian Klein for valuable discussions and numerical simulations.

2 Structure of the equation
Let us consider the flow map for the damped Benjamin-Ono equation (BO-α) in Birkhoff
coordinates. Fix n ≥ 1, then the time derivative of the n-th Birkhoff coordinate ζn is

d

dt
ζn(u(t)) = dζn[u(t)].∂tu(t).

Using the partial differential equation (BO-α) satisfied by u, this time derivative be-
comes (4)

d

dt
ζn(u(t)) = iωn(ζ(u(t)))ζn(u(t))− α (〈u(t)|cos〉 dζn[u(t)]. cos +〈u(t)|sin〉dζn[u(t)]. sin) ,

with ωn(ζ) = n2 − 2
∑

k≥1 min(k, n)|ζk|2.
In this section, we simplify the different terms of the right-hand side of this equation,

then study their Lipschitz properties. Part 2.1 is devoted to the study of the terms which
only depend on the actions γn = |ζn|2, n ≥ 1, for which we establish bounds and Lipschitz
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properties on balls of finite radius in `1+. In part 2.2, we observe that blocks under the
form (6)

A(ζ) =
∑
k≥0

A∗k(γ)ζkζk+1,

where A∗k is a function of the actions γ only, are also bounded and Lipschitz on finite balls
as soon as the A∗k are. This is for instance the case for 〈u|cos〉 − i〈u|sin〉, which can be
expressed under this form. In part 2.3, we establish a formula for the differential dζn[u].h
of the n-th Birkhoff coordinate at u ∈ L2

r,0(T) applied to h ∈ L2
r,0(T). Finally, in part 2.4,

we simplify this formula when h = cos, sin and prove Theorem 1.4. Since dζn[u]. cos and
dζn[u]. sin have an expression based on blocks of the above type (6), we deduce bounds
and Lipschitz properties on finite balls for these terms.

2.1 Functions of the actions
In this part, we consider some spectral parameters which will appear all along our study
of the damped Benjamin-Ono equation (BO-α). These parameters are functions of the
actions, defined for n ≥ 1 as γn(u) = |ζn(u)|2.

First, let us recall some links between the Lax operator for the Benjamin-Ono equation
(see [37], [8]) and the actions. With the notation from [23], Appendix A, the Lax operator
Lu writes Lu = D − Tu, where D = −i∂x, and Tu is the Toeplitz operator

Tu : h ∈ L2
+(T) 7→ Π(uh) ∈ L2

+(T).

defined from the Szegő projector Π : L2(T)→ L2
+(T), where

L2
+(T) = {h ∈ L2(T) | ∀n < 0, ĥ(n) = 0}.

The eigenvalues (λn)n≥0 of Lu satisfy (see identity (3.13) in [23])

λn(u) = n−
+∞∑

k=n+1

γk(u), n ≥ 0.

Therefore, for all n, p ∈ N, we have the inequalities

|p− n|≤ |λp − λn|≤ |p− n|+
∑
k≥1

γk.

We now define the spectral parameters κn and µn as in Corollary 3.4 and formula (4.9)
from [23].

Definition 2.1. Let u ∈ L2
r,0(T). We define

κ0(u) =

+∞∏
p=1

(
1− γp

λp − λ0

)
and for n ≥ 1,

κn(u) =
1

λn − λ0

+∞∏
p=1
p 6=n

(
1− γp

λp − λn

)
.

For n ≥ 1, we also set

µn(u) =

(
1− γn

λn − λ0

) +∞∏
p=1
p 6=n

(
1− γp

λp−λn

)
(

1− γp
λp−λn−1−1

) .
10



The parameters κn and µn are bounded above and below.

Lemma 2.2. For all R > 0, there exists C(R) > 0 such that for all u ∈ L2
r,0(T) satisfying

‖γ(u)‖`1+≤ R the following holds: for all n ∈ N,

1

C(R)(n+ 1)
≤ κn(u) ≤ C(R)

n+ 1
,

moreover, for all n ≥ 1,
1

C(R)
≤ µn(u) ≤ C(R).

Proof. • As a first step, we prove that for all n ∈ N,∣∣∣∣∣∣∣∣
+∞∑
p=1
p 6=n

ln

(
1− γp

λp − λn

)∣∣∣∣∣∣∣∣ ≤ C(R).

Let us first show that the sum of logarithms has a lower bound. For p < n, since λp < λn,
we have − ln(1− γp

λp−λn ) ≤ 0. Consequently, we discard the negative terms in the following
sum:

−
∑
p6=n

ln

(
1− γp

λp − λn

)
≤ −

∑
p≥n+1

ln

(
1− γp

λp − λn

)
.

For p ≥ n+ 1, since by assumption γp ∈ [0, R],

0 ≤ γp
λp − λn

≤ γp
1 + γp

≤ R

1 +R
,

therefore one can use that ln is C(R)-Lipschitz on [ 1
1+R , 1] to get

−
∑
p≥n+1

ln

(
1− γp

λp − λn

)
≤ C(R)

∑
p≥n+1

γp
λp − λn

≤ C(R)R.

Similarly, we find an upper bound for the sum of logarithms. We first discard the
negative terms in the sum∑

p6=n
ln

(
1− γp

λp − λn

)
≤
∑
p≤n−1

ln

(
1 +

γp
λn − λp

)
.

Then, since 0 ≤ γp
λn−λp ≤ R for p ≤ n− 1, and since ln is C(R)-Lipschitz on [1, R+ 1], we

get ∑
p≤n−1

ln

(
1 +

γp
λn − λp

)
≤ C(R)

∑
p≤n−1

γp
λn − λp

≤ C(R)R.

• Now, we prove the inequalities for κn, n ∈ N. For n ≥ 1, we have

|ln(λn − λ0) + ln(κn)| =

∣∣∣∣∣∣
∑
p6=n

ln

(
1− γp

λp − λn

)∣∣∣∣∣∣
≤ C(R),
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where |λn − λ0 − n|≤ C(R). Similarly,

|ln(κ0)| =

∣∣∣∣∣∣
∑
p≥1

ln

(
1− γp

λp − λ0

)∣∣∣∣∣∣
≤ C(R).

The proof is the same for µn, n ≥ 1.

Since the formulas for κn and µn only depend on the sequence of actions γ(u) =
(|ζn(u)|2)n, one can also consider these parameters as functions of the variable γ ∈ `1+
only. In order to avoid confusion, we will denote κ∗n(γ) and µ∗n(γ) in this case. For all
u ∈ L2

r,0(T), we therefore have the link

κ∗n(γ(u)) = κn(u) and µ∗n(γ(u)) = µn(u).

We now estimate the differential of the spectral parameters κ∗n and µ∗n with respect to
the action variables.

Lemma 2.3. Let R > 0 Then there exists C(R) > 0 such that for all γ ∈ `1+ satisfying
‖γ‖`1+≤ R and for all h ∈ `1+,

|d ln(κ∗n)[γ].h|≤ C(R)‖h‖`1+ , n ≥ 0

and
|d ln(µ∗n)[γ].h|≤ C(R)‖h‖`1+ , n ≥ 1.

Proof. For instance in the case n ≥ 1, the differential of ln(κ∗n) at γ is given by

d ln(κ∗n)[γ].h = − dλ∗n[γ].h− dλ∗0[γ].h

λn − λ0

+
∑
p6=n

1

1− γp
λp−λn

(
dλ∗p[γ].h− dλ∗n[γ].h

(λp − λn)2
γp −

hp
λp − λn

)
,

where h = (hp)p≥1 ∈ `1+. We write dλ∗n in order to specify that we differentiate the
eigenvalue λn = n−

∑
k≥n+1 γk as a function of γ. In particular, for all γ, h ∈ `1+, we have

| dλ∗n[γ].h|≤ ‖h‖`1+ .

The conclusion follows. We proceed similarly for ln(κ∗0) and for ln(µ∗n), n ≥ 1.

2.2 Lipschitz properties of blocks
In this part, we start from bounds and Lipschitz properties on finite balls for general blocks
of the form (6)

A(ζ) =
∑
k≥0

A∗k(γ)ζkζk+1.

We then prove that the terms 〈u|cos〉 and 〈u|sin〉 can be written under this form, then
deduce bounds and Lipschitz estimates on finite balls.
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Proposition 2.4. Let A∗k, k ≥ 0, be uniformly bounded and Lipschitz functions on finite
balls of `1+: for all R > 0, there exists C0(R) > 0 such that for all γ(1), γ(2) ∈ `1+ satisfying
‖γ(1)‖`1+≤ R and ‖γ(2)‖`1+≤ R, then for all k ≥ 0,

|A∗k(γ(1))|+|A∗k(γ(2))|≤ C0(R)

and
|A∗k(γ(1))−A∗k(γ(2))|≤ C0(R)‖γ(1) − γ(2)‖`1+ .

For ζ ∈ `2+ we write γ = (|ζn|2)n≥1 and adopt the convention ζ0 = 1. Let us consider

A(ζ) :=
∑
k≥0

A∗k(γ)ζkζk+1.

Then A is a bounded Lipschitz function of ζ on balls of finite radius in `2+: there exists
C(R) > 0 such that for all ζ(1), ζ(2) ∈ `2+ satisfying ‖ζ(1)‖2

`2+
≤ R and ‖ζ(2)‖2

`2+
≤ R, there

holds
|A(ζ(1))|+|A(ζ(2))|≤ C(R)

and
|A(ζ(1))−A(ζ(2))|≤ C(R)‖ζ(1) − ζ(2)‖`2+ .

The proof is quite direct and omitted here.
We now establish a formula of the above form (6) for 〈u|cos〉 and 〈u|sin〉.
Let (fp)p≥0 be the orthonormal basis of eigenfunctions for the Lax operator Lu asso-

ciated to the Benjamin-Ono equation in L2
r,0(T) uniquely determined by the additional

conditions 〈1|f0〉 > 0 and 〈fp|Sfp−1〉 > 0 for p ≥ 1 (see Definition 2.8 in [23]). The for-
mula for 〈u|cos〉 and 〈u|sin〉 depends on the matrix M of the adjoint operator S∗ = Te−ix
of the shift operator S : h ∈ L2

+(T) 7→ eixh ∈ L2
+(T).

Definition 2.5. For all n, p ≥ 0, let

Mn,p = 〈fp|Sfn〉

=

{√
µn+1

κn+1
〈fp|1〉〈fn+1|1〉 1

λp−λn−1 if ζn+1 6= 0

δp,n+1 if ζn+1 = 0
.

In other words, since ζn = 〈1|fn〉√
κn

, for n ≥ 0, (see equality (4.1) in [23]), we have

Mn,p =

{√
µn+1

√
κp√
κn+1

ζpζn+1
1

λp−λn−1 if p 6= n+ 1
√
µn+1 if p = n+ 1

.

Lemma 2.6. Let u ∈ L2
r,0(T). Then

〈u|eix〉 = −
∑
n≥0

ζnζn+1

√
κn
κn+1

√
µn+1

with the convention ζ0 = 1.

This formula for 〈u|cos〉 and 〈u|sin〉 was already proven in [25], Lemma 13, in the
special case when γn(u) 6= 0 for all n. We justify here how the proof stays valid in the
general case.

13



Proof. We note that 〈u|eix〉 = 〈Πu|eix〉, then decompose Πu and eix in the orthonormal
basis (fp)p≥0

〈u|eix〉 =
∑
p≥0

〈Πu|fp〉〈fp|eix〉.

We now remark that 〈fp|eix〉 = 〈S∗fp|1〉, and decompose S∗fp and 1 along the orthonormal
basis (fn)n≥0

〈fp|eix〉 =
∑
n≥0

〈S∗fp|fn〉〈fn|1〉

=
∑
n≥0

Mn,p〈fn|1〉

=
∑
n≥0

γn+1 6=0

√
µn+1

κn+1
〈fp|1〉〈fn+1|1〉

1

λp − λn − 1
〈fn|1〉.

From the identity 〈Πu|fp〉 = −λp〈1|fp〉, we get

〈u|eix〉 =
∑
p≥0

−λp〈1|fp〉
∑
n≥0

γn+1 6=0

√
µn+1

κn+1
〈fp|1〉〈fn+1|1〉

1

λp − λn − 1
〈fn|1〉

= −
∑
n≥0

γn+1 6=0

√
µn+1

κn+1
〈fn|1〉〈fn+1|1〉

∑
p≥0

λp|〈fp|1〉|2

λp − λn − 1
.

Recall the definition of the generating function Hλ for λ ∈ C (formula (3.2) in [23])

Hλ(u) =
∑
p≥0

|〈1|fp〉|2

λp + λ
,

then if γn+1 6= 0, we have the identity

∑
p≥0

λp|〈fp|1〉|2

λp − λn − 1
= (λn + 1)

∑
p≥0

|〈fp|1〉|2

λp − λn − 1
+
∑
p≥0

|〈fp|1〉|2

= (λn + 1)H−λn−1(u) + 1.

Moreover, the formula from [23] (see Proposition 3.1 (i))

H−λn−1(u) = − 1

λn + 1− λ0

+∞∏
p=1

(
1− γp

λp − λn − 1

)

implies that H−λn−1(u) = 0 because of the term appearing in the product when p = n+1.
Using that ζn = 〈1|fn〉√

κn
, we conclude the proof of the lemma.

Let us write
〈u|eix〉 =

∑
n≥0

−a∗n(γ)ζnζn+1,

where

a∗n(γ) =
√
µ∗n+1(γ)

√
κ∗n(γ)√
κ∗n+1(γ)

. (7)
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Thanks to part 2.1, we know that if ‖γ‖`1+≤ R, then there exists C(R) > 0 such that for
all n ≥ 0,

1

C(R)
≤ a∗n(γ) ≤ C(R) (8)

and for h ∈ `1+,
|da∗n[γ].h|≤ C(R)‖h‖`1+ . (9)

Proposition 2.4 implies that the maps ζ ∈ h
1
2
+ 7→ 〈Φ−1(ζ)|cos〉 and ζ ∈ h

1
2
+ 7→ 〈Φ−1(ζ)|sin〉

are bounded and Lipschitz on finite balls of `2+.

Corollary 2.7. Fix R > 0. Then there exists C(R) > 0 such that for all ζ(1), ζ(2) ∈ h
1
2
+

satisfying ‖ζ(1)‖`2+≤ R and ‖ζ(2)‖`2+≤ R, writing u(1) = Φ−1(ζ(1)) and u(2) = Φ−1(ζ(2)),
we have

|〈u(1)|cos〉|+|〈u(1)|sin〉|+|〈u(2)|cos〉|+|〈u(2)|sin〉|≤ C(R)

and
|〈u(1)|cos〉 − 〈u(2)|cos〉|+|〈u(1)|sin〉 − 〈u(2)|sin〉|≤ C(R)‖ζ(1) − ζ(2)‖`2+ .

2.3 Formula for the differential of the Birkhoff map
In this part, we establish a formula for the differential of the normalized Birkhoff coordi-
nates ζn (with ζ0 = 1), which are linked to the unnormalized Birkhoff coordinates 〈1|fn〉
through the formulas (see equality (4.1) in [23])

ζn =
〈1|fn〉√
κn

, n ≥ 0.

These coordinates are known to admit a differential thanks to Lemma 3.4 in [23]. The
differential of ζn at u ∈ L2

r,0(T) therefore satisfies: for all h ∈ L2
r,0(T),

dζn[u].h = d〈1|fn〉[u].h
1
√
κn
− 1

2
ζn d ln(κn)[u].h. (10)

We prove the following decomposition of the differential of the unnormalized Birkhoff map.

Proposition 2.8 (Differential of the unnormalized Birkhoff map). Let u, h ∈ L2
r,0(T),

then for all n ≥ 0, d〈1|fn〉[u].h writes

d〈1|fn〉[u].h = δ‖〈1|fn〉+ δ⊥〈1|fn〉,

where
δ‖〈1|fn〉 = −iIm(〈ξ̃n|h〉)〈1|fn〉,

ξ̃n =
1

〈f0|1〉

+∞∑
p=1

〈1|fp〉
λp − λ0

f0fp −
n∑
k=1

1

〈fk|Sfk−1〉
ψk,

ψn =
∑
p≥0
p 6=n

〈fp|Sfn−1〉
λp − λn

fnfp −
∑
p≥0

p 6=n−1

〈Sfp|fn〉
λp − λn−1

fn−1fp

and

δ⊥〈1|fn〉 =
∑
p≥0
p 6=n

〈fpfn|h〉
λp − λn

〈1|fp〉.
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Proof. For n ≥ 0, since d〈1|fn〉[u].h = 〈1| dfn[u].h〉, we decompose the two terms inside
the brackets along the orthonormal basis (fp)p≥0 and get

d〈1|fn〉[u].h =
∑
p≥0

〈1|fp〉〈fp|dfn[u].h〉.

We now compute 〈 dfn[u].h|fp〉 for n, p ≥ 0.
For n ≥ 0, recall that fn is the L2-normalized eigenfunction of Lu = D−Tu associated

to the eigenvalue λn, and that the family (fn)n is uniquely determined by the additional
conditions 〈1|f0〉 > 0 and 〈fn|Sfn−1〉 > 0 for n ≥ 1. Therefore, we get by differentiating

(Lu − λn) dfn[u].h = dλn[u].hfn + Thfn.

For p 6= n, fp is orthogonal to fn and therefore

〈dfn[u].h|fp〉 =
〈fnfp|h〉
λp − λn

.

This gives the formula for δ⊥〈1|fn〉.
For p = n, we see that 〈 dfn[u].h|fn〉 is purely imaginary because ‖fn‖2L2(T)= 1. More-

over, the conditions 〈f0|1〉 > 0 and 〈fn|Sfn−1〉 > 0 for n ≥ 1 imply that

Im(〈 df0[u].h|1〉) = 0

and
Im(〈dfn[u].h|Sfn−1〉+ 〈fn|S dfn−1[u].h〉) = 0, n ≥ 1.

Decomposing 1 in the orthonormal basis (fp)p≥0, we get for n = 0

0 = Im

〈df0[u].h|f0〉〈f0|1〉+
+∞∑
p=1

〈df0[u].h|fp〉〈fp|1〉


= Im

〈df0[u].h|f0〉〈f0|1〉+
+∞∑
p=1

〈f0fp|h〉
λp − λ0

〈fp|1〉

 ,

or

〈 df0[u].h|f0〉 = −iIm

 1

〈f0|1〉

+∞∑
p=1

〈f0fp|h〉
λp − λ0

〈fp|1〉


= iIm(〈ξ̃0|h〉).

Similarly, for n ≥ 1, decomposing Sfn−1 and S∗fn in the orthonormal basis (fp)p≥0, we
have

0 = Im

∑
p≥0

〈 dfn[u].h|fp〉〈fp|Sfn−1〉+ 〈S∗fn|fp〉〈fp|dfn−1[u].h〉

 ,

and by isolating the index p = n in the first term and p = n − 1 in the second term, we
get the formula

〈fn|Sfn−1〉Im(〈dfn[u].h|fn〉 − 〈 dfn−1[u].h|fn−1〉)

= −Im

∑
p 6=n
〈dfn[u].h|fp〉〈fp|Sfn−1〉 −

∑
p 6=n−1

〈fn|Sfp〉〈dfn−1[u].h|fp〉

 ,
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leading to

〈fn|Sfn−1〉Im(〈 dfn[u].h|fn〉 − 〈 dfn−1[u].h|fn−1〉)

= −Im

∑
p 6=n

〈fnfp|h〉
λp − λn

〈fp|Sfn−1〉 −
∑
p 6=n−1

〈Sfp|fn〉
〈fn−1fp|h〉
λp − λn−1

 .

We retrieve the expression of δ‖〈1|fn〉.

2.4 Decomposition for dζn[u]. cos and dζn[u]. sin

In this part, we establish Theorem 1.4: we decompose dζn[u]. cos and dζn[u]. sin using
blocks of the form (6)

∑
k≥0A

∗
k(γ)ζkζk+1, where A∗k are functions of the actions only.

Let us now give the organization of this part. Recall that since ζn = 〈1|fn〉√
κn

, we have
equality (10)

dζn[u].h = d〈1|fn〉[u].h
1
√
κn
− 1

2
ζn d ln(κn)[u].h,

where d〈1|fn〉[u].h decomposes from Proposition 2.8 as

d〈1|fn〉[u].h = δ‖〈1|fn〉+ δ⊥〈1|fn〉.

This leads us to study successively each part of the decomposition: d ln(κn)[u].h, δ‖〈1|fn〉
and δ⊥〈1|fn〉, in the particular cases h = cos and h = sin. Then, in subpart 2.4.4, we use
part 2.2 in order to deduce that dζn[u]. cos and dζn[u]. sin are bounded and Lipschitz on
balls of finite radius.

2.4.1 The case of d ln(κn)[u].h

For ζ ∈ h
1
2
+, we denote u = Φ−1 (ζ) and define

δκn(ζ) := d ln(κn)[u]. cos−id ln(κn)[u]. sin, n ∈ N.

To avoid confusion, we shall precise that ln(κn) is a function of u ∈ L2
r,0(T), and that

d ln(κn)[u]. cos denotes its differential with respect to the variable u applied to cos. How-
ever, δκn is a function of the Birkhoff coordinates ζ, since u = Φ−1(ζ) in the definition.

Lemma 2.9. There exist functions A∗n,k ∈ C1(`1+,R), n, k ∈ N, such that for all n ≥ 0,

for all ζ ∈ h
1
2
+,

δκn(ζ) =
∑
k≥0

A∗n,k(γ)ζkζk+1.

Moreover, for all R > 0, there exists C(R) > 0 such that for all γ ∈ `1+ satisfying ‖γ‖`1+≤
R, for all n, k ≥ 0,

|A∗n,k(γ)|≤ C(R)

and for all h ∈ `1+,
| dA∗n,k(γ).h|≤ C(R)‖h‖`1+ .

Proof. We first compute the differential of the eigenvalues λn, n ∈ N, with respect to the
variable u and applied to h = cos and h = sin. From [23], Corollary 5.3, we know that

dλn[u].h = −〈|fn|2|h〉, h ∈ L2
r,0(T),
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which leads to a formula for the differential of the moments γn = λn − λn−1 − 1 for n ≥ 1

dγn[u].h = 〈|fn−1|2−|fn|2|h〉, h ∈ L2
r,0(T). (11)

We now simplify

dγn[u]. cos−i dγn[u]. sin = 〈|fn−1|2−|fn|2|eix〉
= Mn−1,n−1 −Mn,n.

We denote
mn = Mn,n = −a∗n(γ)ζnζn+1,

where we recall that a∗n is a function of γ defined as

a∗n =
√
µ∗n+1

√
κ∗n√
κ∗n+1

.

In the rest of the proof, we drop the star exponent for a∗n, λ∗n, κ∗n and µ∗n in order to avoid
heaviness. With this notation, we have

dγn[u]. cos−idγn[u]. sin = mn−1 −mn

and
dλn[u]. cos−idλn[u]. sin = −mn.

We are now ready to study the differential of ln(κn). Recall that for n ≥ 1,

κn(u) =
1

λn − λ0

+∞∏
p=1
p 6=n

(
1− γp

λp − λn

)

and

κ0(u) =
+∞∏
p=1

(
1− γp

λp − λ0

)
.

We get that for n ≥ 1,

δκn =
mn −m0

λn − λ0
+
∑
p≥1
p6=n

1

1− γp
λp−λn

(
mn −mp

(λp − λn)2
γp −

mp−1 −mp

λp − λn

)

and similarly,

δκ0 =
∑
p≥1

1

1− γp
λp−λ0

(
m0 −mp

(λp − λ0)2
γp −

mp−1 −mp

λp − λ0

)
.

For n ≥ 1, one can therefore write δκn(ζ) =
∑

k A
∗
n,k(γ)ζkζk+1, where for k 6∈ {0;n},

A∗n,k(γ) =
1

1− γk
λk−λn

(
ak

(λk − λn)2
γk −

ak
λk − λn

)
+

1

1− γk+1

λk+1−λn

ak
λk+1 − λn

,

for k = n,

A∗n,n(γ) = − an
λn − λ0

+

∑
k 6=n

1

1− γk
λk−λn

−an
(λk − λn)2

γk

+
1

1− γn+1

λn+1−λn

an
λn+1 − λn

,
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and for k = 0,

A∗n,0(γ) =
a0

λn − λ0
+

1

1− γ1
λ1−λn

a0

λ1 − λn
.

In the case n = 0, we have for k ≥ 1,

A∗0,k(γ) =
1

1− γk
λk−λ0

(
ak

(λk − λ0)2
γk −

ak
λk − λ0

)
+

1

1− γk+1

λk+1−λ0

ak
λk+1 − λ0

and for k = 0,

A∗0,0(γ) =

∑
k≥1

1

1− γk
λk−λ0

−a0

(λk − λ0)2
γk

+
1

1− γ1
λ1−λ0

a0

λ1 − λ0
.

We have seen in (8) and (9) that if ‖γ‖`1+≤ R, then there exists C(R) > 0 such that
for all n ∈ N,

1

C(R)
≤ an(γ) ≤ C(R)

and for all h ∈ `1+,
|dan(γ).h|≤ C(R)‖h‖`1+ .

Moreover, the estimate | dλ∗n(γ).h|≤ ‖h‖`1+ holds for the differential of λ∗n with respect
to γ. We deduce that for all n, k ∈ N,

|A∗n,k(γ)|≤ C(R)

and for all h ∈ `1+, ∣∣ dA∗n,k(γ).h
∣∣ ≤ C(R)‖h‖`1+ .

2.4.2 The case of δ‖〈1|fn〉

We now study, for h = cos and h = sin, the term

δ‖〈1|fn〉 = −iIm(〈ξ̃n|h〉)〈1|fn〉,

where we recall that

ξ̃n =
1

〈f0|1〉

+∞∑
p=1

〈1|fp〉
λp − λ0

f0fp −
n∑
k=1

1

〈fk|Sfk−1〉
ψk

and
ψk =

∑
p≥0
p 6=k

〈fp|Sfk−1〉
λp − λk

fkfp −
∑
p≥0

p 6=k−1

〈Sfp|fk〉
λp − λk−1

fk−1fp.

Lemma 2.10. For all n ≥ 0, denote

c±n := 〈ξ̃n|e±ix〉,

then for n, k ≥ 0, there exists A±n,k ∈ C
1(`1+,R), such that for all n ≥ 0, for all ζ ∈ h

1
2
+,

c+
n (ζ) =

+∞∑
k=0

A+
n,k(γ)ζkζk+1 and c−n (ζ) =

+∞∑
k=0

A−n,k(γ)ζkζk+1.
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Moreover, for all R > 0, there exists C(R) > 0 such that for all γ ∈ `1+ satisfying ‖γ‖`1+≤
R,

|A±n,k(γ)|≤ C(R)

and for all h ∈ `1+, ∣∣∣ dA±n,k(γ).h
∣∣∣ ≤ C(R)‖h‖`1+ .

Proof. • By definition of Mn,p = 〈fp|Sfn〉, we have

c+
n =

1
√
κ0

+∞∑
p=1

√
κpζp

λp − λ0
M0,p −

n∑
k=1

1
√
µk
〈ψk|eix〉

and

〈ψk|eix〉 =
∑
p6=k

Mk−1,p

λp − λk
Mp,k −

∑
p6=k−1

Mp,k

λp − λk−1
Mp,k−1.

We replace the terms Mn,p by their expressions (see Definition 2.5), and make use of
colors to emphasize the oscillating terms (of the form ζkζk+1 or ζkζk+1). Since ζ0 = 1, we
have

c+
n =

√
µ1κ1

κ0

ζ0ζ1

1 + γ1
+

√
µ1

κ0κ1
ζ0ζ1

+∞∑
p=2

κpζpζp
(λp − λ0)(λp − λ0 − 1)

−
n∑
k=1

1
√
µk
〈ψk|eix〉.

Moreover, by isolating the indices p = k − 1 and p = k − 2 in the first and second sum
respectively in the formula for 〈ψk|eix〉, we get

〈ψk|eix〉 =
µk

1 + γk

√
κk−1

κk
ζk−1ζk

+ ζkζk
∑

p 6=k−1,k

√
µkµp+1

√
κp
κp+1

ζpζp+1

(λp − λk)(λp − λk−1 − 1)(λk − λp − 1)

+
µk−1

(1 + γk−1)(1 + γk + γk−1)

√
κk
κk−1

ζkζk−1

− ζkζk−1

∑
p 6=k−2,k−1

µp+1

√
κkκk−1

κp+1(λp − λk−1)

ζp+1ζp+1

(λk − λp − 1)(λk−1 − λp − 1)
.

One can therefore write c+
n =

∑+∞
k=1A

+
n,k−1ζk−1ζk, with

A+
n,k−1 =1k=1

√µ1κ1

κ0

1

1 + γ1
+

√
µ1

κ0κ1

+∞∑
p=2

κpγp
(λp − λ0)(λp − λ0 − 1)


+11≤k≤n

( √µk
1 + γk

√
κk−1

κk

+
µk−1√

µk(1 + γk−1)(1 + γk + γk−1)

√
κk
κk−1

−
∑

p 6=k−2,k−1

µp+1√
µk

√
κkκk−1

κp+1(λp − λk−1)

γp+1

(λk − λp − 1)(λk−1 − λp − 1)

)
+

∑
1≤l≤n

k−16=l−1,l

√
µk

√
κk−1

κk

γl
(λk−1 − λl)(λk−1 − λl−1 − 1)(λl − λk−1 − 1)

.
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• We now prove bounds and Lipschitz estimates on finite balls of `1+.
We know that for p 6= k, 1

|λp−λk| ≤
1
|p−k| , and for p 6= k + 1, 1

|λp−λk−1| ≤ 1. Moreover,

µp ≤ C(R) and κp ≤ C(R)
p+1 .

The first term is therefore bounded as√
µ1κ1

κ0

1

1 + γ1
+

√
µ1

κ0κ1

+∞∑
p=2

κpγp
(λp − λ0)(λp − λ0 − 1)

≤ C(R)

1 +

+∞∑
p=2

κpγp

 ≤ C ′(R).

Then, for 1 ≤ k ≤ n, we have
√
µk

1 + γk

√
κk−1

κk
+

µk−1√
µk(1 + γk−1)(1 + γk + γk−1)

√
κk
κk−1

≤ C(R)

and since the following estimate can be obtained by comparing (k − 1) to p
2

√
κkκk−1

κp+1(λp − λk−1)
≤ C(R)

p

k|p− (k − 1)|
≤ C ′(R),

we get∣∣∣∣∣∣
∑

p 6=k−2,k−1

µp+1√
µk

√
κkκk−1

κp+1(λp − λk−1)

γp+1

(λk − λp − 1)(λk−1 − λp − 1)

∣∣∣∣∣∣ ≤ C(R)
∑

p 6=k−2,k−1

γp+1

≤ C ′(R).

Finally,∑
1≤l≤n

k−16=l−1,l

√
µk

√
κk−1

κk

γl
(λk−1 − λl)(λk−1 − λl−1 − 1)(λl − λk−1 − 1)

≤ C(R)
∑

1≤l≤n
k−16=l−1,l

γl

≤ C ′(R).

We conclude that
|A+

n,p|≤ C(R).

We finally check that for all h ∈ `1+,∣∣ dA+
n,p(γ).h

∣∣ ≤ C(R)‖h‖`1+ .

This is a consequence of the formulas, and the fact that for all n ∈ N, the spectral
parameters, seen as functions of the actions γ, satisfy | dλ∗n(γ).h|≤ ‖h‖`1+ , | dµ

∗
n(γ).h|≤

C(R)‖h‖`1+ and |(n+ 1) dκ∗n(γ).h|≤ C(R)‖h‖`1+ if ‖γ‖`1+≤ R.
• Similarly, we write the formula for c−n

c−n =
1
√
κ0

+∞∑
p=1

√
κpζp

λp − λ0
Mp,0 −

n∑
k=1

1
√
µk
〈ψk|e−ix〉,

where

〈ψk|e−ix〉 =
∑
p 6=k

Mk−1,p

λp − λk
Mk,p −

∑
p 6=k−1

Mp,k

λp − λk−1
Mk−1,p.
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Using the expression of Mn,p, we get

c−n =
+∞∑
p=1

√
µp+1

√
κp
κp+1

ζpζp+1

(λp − λ0)(λ0 − λp − 1)
−

n∑
k=1

1
√
µk
〈ψk|e−ix〉,

where we isolate the terms p = k + 1 and p = k in the first and second term respectively
in the formula for 〈ψk|e−ix〉

〈ψk|e−ix〉 =

√
µkµk+1

(1 + γk+1 + γk)(1 + γk+1)

√
κk+1

κk
ζk+1ζk

+ ζkζk+1

∑
p 6=k,k+1

√
µkµk+1

κp√
κkκk+1(λp − λk)

ζpζp
(λp − λk−1 − 1)(λp − λk − 1)

+

√
µk+1µk

1 + γk

√
κk
κk+1

ζkζk+1

− ζkζk
∑

p 6=k−1,k

√
µp+1µk

√
κp
κp+1

ζp+1ζp
(λp − λk−1)(λk − λp − 1)(λp − λk−1 − 1)

.

One can therefore write c−n =
∑

k A
−
n,kζkζk+1, with

A−n,k =1k 6=0
√
µk+1

√
κk
κk+1

1

(λk − λ0)(λ0 − λk − 1)

+11≤k≤n

( √
µk+1

(1 + γk+1 + γk)(1 + γk+1)

√
κk+1

κk

+
∑

p 6=k,k+1

√
µk+1

κp√
κkκk+1(λp − λk)

γp
(λp − λk−1 − 1)(λp − λk − 1)

+

√
µk+1

1 + γk

√
κk
κk+1

)
−
∑

1≤l≤n
k 6=l−1,l

√
µk+1

√
κk
κk+1

γl
(λk − λl−1)(λl − λk − 1)(λk − λl−1 − 1)

.

The proof of the estimates
|A−n,p|≤ C(R)

and ∣∣dA−n,p(γ).h
∣∣ ≤ C(R)‖h‖`1+

are similar to the terms A+
n,p.

2.4.3 The case of δ⊥〈1|fn〉

Finally, we focus on the term

δ⊥〈1|fn〉 =
∑
p6=n

〈fpfn|h〉
λp − λn

〈1|fp〉

when h = cos and h = sin.

Lemma 2.11. For n ≥ 0, let us write

b±n :=
∑
p 6=n

〈fpfn|e±ix〉
λp − λn

〈1|fp〉.
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Then there exist p∗n, B∗n,k, q
∗
n ∈ C1(`1+,R), n, k ∈ N, such that for all n ∈ N, for all ζ ∈ h

1
2
+,

b+n√
κn

= q∗n(γ)ζn+1

and
b−n√
κn

= p∗n(γ)ζn−1 +

(
+∞∑
k=0

B∗n,k(γ)ζkζk+1

)
ζn.

The terms p∗n, B∗n,k and q∗n are uniformly bounded and Lipschitz on finite balls: for all
R > 0, there exists C(R) > 0 such that for all γ ∈ `1+ satisfying ‖γ‖`1+≤ R, for all
n, k ≥ 0, we have

|p∗n(γ)|+|B∗n,k(γ)|+|q∗n(γ)|≤ C(R)

and for all h ∈ `1+,

| dp∗n(γ).h|+| dB∗n,k(γ).h|+|dq∗n(γ).h|≤ C(R)‖h‖`1+ .

Proof. We first simplify the formulas for b+n and b−n : on the one hand,

b+n =
∑
p 6=n

Mn,p

λp − λn
√
κpζp

=
√
µn+1ζn+1

 √κn+1

1 + γn+1
+

1
√
κn+1

∑
p6=n,n+1

κp
(λp − λn)(λp − λn − 1)

ζpζp

 ,

and on the other hand,

b−n =
∑
p 6=n

Mp,n

λp − λn
√
κpζp

= −
√
µn
√
κn−1

1 + γn
ζn−1 +

√
κnζn

∑
p 6=n,n−1

√
µp+1

(λp − λn)(λn − λp − 1)

√
κp
κp+1

ζpζp+1.

We now define
p∗n(γ) = −

√
µn
√
κn−1√

κn(1 + γn)
, (12)

B∗n,k(γ) = 1k 6=n,n−1

√
µk+1

(λk − λn)(λn − λk − 1)

√
κk
κk+1

and

q∗n(γ) =

√
µn+1√
κn

 √κn+1

1 + γn+1
+

1
√
κn+1

∑
p 6=n,n+1

κpγp
(λp − λn)(λp − λn − 1)

 . (13)

The estimates on p∗n and B∗n,k follow from their definitions. Note that in order to bound
the sum on the right in the expression of q∗n, we use the inequality |λp − λn|≥ |p− n| and
the estimate ∑

p≥1
p6=n

1

p|p− n|
≤ C

n+ 1
,

which can be obtained when comparing p to n
2 .
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Proof of Theorem 1.4. Starting from the expression (10) of dζn[u]. cos and dζn[u]. sin, we
have the formulas

dζn[u]. cos = ζn

(
−iIm(〈ξ̃n|cos〉)− d ln(κn)[u]. cos

2

)
+
b+n + b−n
2
√
κn

and
dζn[u]. sin = ζn

(
−iIm(〈ξ̃n|sin〉)−

d ln(κn)[u]. sin

2

)
− b+n − b−n

2i
√
κn

.

The proof is now a direct consequence of Lemmas 2.9, 2.10 and 2.11.

2.4.4 Lipschitz properties

We now deduce from Theorem 1.4 that the terms dζn[u]. cos and dζn[u]. sin are bounded
and Lipschitz functions of ζ on finite balls for the norms

h
1
2
−s

+ = {(ζn)n≥1 ∈ CN |
+∞∑
n=1

n1−2s|ζn|2< +∞}, 0 ≤ s < 1

2
.

Corollary 2.12 (Bounds and Lipschitz properties). Fix R > 0. There exists C(R) > 0
such that the following holds.

Let s < −1
2 . If ζ ∈ h

1
2
+ and ‖ζ‖`2+≤ R, then writing u = Φ−1(ζ),

‖( dζn[u]. cos)n‖
h

1
2+s

+

+‖( dζn[u]. sin)n‖
h

1
2+s

+

≤ C(R)‖ζ‖
h

1
2+s

+

.

Moreover, for all ζ(1), ζ(2) ∈ h
1
2
+ satisfying ‖ζ(1)‖

h
1
2+s

+

, ‖ζ(2)‖
h

1
2+s

+

≤ R, if u(1) = Φ−1(ζ(1))

and u(2) = Φ−1(ζ(2)), then

‖( dζn[u(1)]. cos)n − ( dζn[u(2)]. cos)n‖
h

1
2+s

+

≤ C(R)‖ζ(1) − ζ(2)‖
h

1
2+s

+

and
‖( dζn[u(1)]. sin)n − ( dζn[u(2)]. sin)n‖

h
1
2+s

+

≤ C(R)‖ζ(1) − ζ(2)‖
h

1
2+s

+

.

Proof. Let ζ ∈ h
1
2
+ such that ‖ζ‖`2+≤ R. We write

dζn[u]. cos = p∗n(γ)ζn−1 +

(
+∞∑
k=0

A∗n,k(γ)ζkζk+1 +B∗n,k(γ)ζkζk+1

)
ζn + q∗n(γ)ζn+1,

where the terms p∗n, q∗n, A∗n,k and B∗n,k are bounded and Lipschitz on balls of finite radius
in `1+, and γ = (|ζn|2)n ∈ `1+. We have ‖γ‖`1+≤ R2, therefore there exists C(R) > 0 such
that

|p∗n(γ)|+|q∗n(γ)|+|A∗n,k(γ)|+|B∗n,k(γ)|≤ C(R)

and for all h ∈ `1+,

|dp∗n(γ).h|+|dq∗n(γ).h|+|dA∗n,k(γ).h|+|dB∗n,k(γ).h|≤ C(R)‖h‖`1+ .

We deduce that for all n ≥ 1,

| dζn[u]. cos|≤ C(R)(|ζn−1|+|ζn|+|ζn+1|).
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Let s > −1
2 and assume ‖ζ‖`2+≤ R, a summation leads to

+∞∑
n=1

n1+2s| dζn[u]. cos|2≤ C(R)
+∞∑
n=1

n1+2s|ζn|2= C(R)‖ζ‖2
h

1
2+s

+

.

Now, define, for ζ ∈ h
1
2
+,

Sn(ζ) := dζn[Φ−1(ζ)]. cos .

We prove that the differential of Sn is bounded on balls of finite radius of h
1
2

+s
+ for s > −1

2 .
Fix h ∈ `2+ and denote H = (Hn)n≥1 the differential of the map ζ ∈ `2+ 7→ (|ζn|2)n≥1 ∈ `1+
at ζ applied to h. For all n ≥ 1, we have Hn = ζnhn + ζnhn, therefore H is in `1+ and

‖H‖`1+≤ 2‖ζ‖`2+‖h‖`2+ .

The differential of Sn at ζ applied to h now writes

dSn(ζ).h = dp∗n(γ).Hζn−1 + dq∗n(γ).Hζn+1 + p∗n(γ)hn−1 + q∗n(γ)hn+1

+

(
+∞∑
k=0

dA∗n,k(γ).Hζkζk+1 + dB∗n,k(γ).Hζkζk+1

)
ζn

+

(
+∞∑
k=0

A∗n,k(γ)(hkζk+1 + ζkhk+1) +B∗n,k(γ)(hkζk+1 + ζkhk+1)

)
ζn

+

(
+∞∑
k=0

A∗n,k(γ)ζkζk+1 +B∗n,k(γ)ζkζk+1

)
hn.

When ‖ζ‖
h

1
2+s

+

≤ R, a summation leads to

+∞∑
n=1

n1−2s| dSn(ζ).h|2 ≤ C(R)‖H‖2`1++C(R)

+∞∑
n=1

n1+2s|hn|2

≤ C ′(R)‖h‖2
h

1
2+s

+

.

These arguments are also valid in the case of dζn[u]. sin.

3 Flow map
In this section, we prove global well-posedness for equation (BO-α) and establish the weak
sequential continuity of the flow map.

Thanks to Theorem 1.4, we have simplified the system of ODEs satisfied by the Birkhoff
coordinates ζ. In order for the vector field to be Lipschitz along the second variable, we
need to remove the oscillatory part in the frequencies ωn = n2 − 2

∑
k≥1 min(k, n)|ζk|2.

Therefore, we introduce a change of functions zn(t) = e−in
2tζn(t), n ≥ 1: the new coordi-

nates z = (zn)n≥1 are solution to an ODE

z′(t) = F (t, z(t)). (14)

The vector field F = (Fn)n≥1 is defined as

Fn(t, z) = e−in
2t
(
iω̃n(z)ein

2tzn − αZ̃n(t, z)
)
, (15)
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where ω̃n are the new frequencies

ω̃n(z) = −2
+∞∑
k=1

min(k, n)|zk|2

and
Z̃n(t, z) = Zn(ζ(t, z)) := 〈u|cos〉dζn[u]. cos +〈u|sin〉dζn[u]. sin, (16)

with
ζn(t, z) = ein

2tzn, n ≥ 1

and
u(t, z) = Φ−1 (ζ(t, z)) .

We apply the Cauchy-Lipschitz theorem for ordinary differential equations in part 3.1
to get local well-posedness for equation (BO-α). In part 3.2, global well-posedness follows
from the existence of a Lyapunov functional controlling the L2 norm of the solution and a
compactness argument. Finally, we prove the weak sequential continuity of the flow map
in part 3.3.

3.1 Local well-posedness
In this part, we prove that the vector field F is locally Lipschitz with respect to the second
variable and apply the Cauchy-Lipschitz theorem for ODEs.

Theorem 3.1. The map F is bounded and Lipschitz on finite balls in the following sense.
Let R > 0. Then there exists C(R) > 0 such that if ‖z(1)‖

h
1
2
+

≤ R and ‖z(2)‖
h

1
2
+

≤ R, then

for all t ∈ R,
‖F (t, z(1))‖

h
1
2
+

+‖F (t, z(2))‖
h

1
2
+

≤ C(R),

and
‖F (t, z(2))− F (t, z(1))‖

h
1
2
+

≤ C(R)‖z(2) − z(1)‖
h

1
2
+

.

Moreover, F is weakly sequentially continuous with respect to the second variable.

Proof. We start from the definition of F from (15):

Fn(t, z) = e−in
2t
(
iω̃n(z)ein

2tzn − αZ̃n(t, z)
)
.

We consider the terms iω̃n(z)zn and Z̃n separately.

• First, the part (t, z) ∈ R × h
1
2
+ 7→ (iω̃n(z)zn)n≥1 ∈ h

1
2
+ is bounded and Lipschitz on

finite balls with respect to the variable z. Indeed, fix z(1), z(2) ∈ h
1
2
+ bounded by R in h

1
2
+.

We have

|ω̃n(z(1))|= 2
+∞∑
k=1

min(k, n)|z(1)
k |

2 ≤ 2R2,

so that
‖(ω̃n(z(1))z(1)

n )n≥1‖
h

1
2
+

≤ 2R3.

Moreover, thanks to Cauchy-Schwarz’ inequality,

|ω̃n(z(2))− ω̃n(z(1))| = 2

∣∣∣∣∣
+∞∑
k=1

min(k, n)
(
|z(2)
k |

2−|z(1)
k |

2
)∣∣∣∣∣

≤ C(R)‖z(2) − z(1)‖
h

1
2
+

,
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so that
‖(ω̃n(z(2))z(2)

n )n≥1 − (ω̃n(z(1))z(1)
n )n≥1‖

h
1
2
+

≤ C ′(R)‖z(2) − z(1)‖
h

1
2
+

.

Let us now establish the weak sequential continuity. Let z(k), k ≥ 1, be a sequence
of elements of h

1
2
+ weakly convergent to some z ∈ h

1
2
+. By compactness, this sequence is

strongly convergent in the space `2+. Therefore, for all n ≥ 1,

|ω̃n(z(k))− ω̃n(z)|≤ 2n
+∞∑
p=1

∣∣∣|z(k)
p |2−|zp|2

∣∣∣
converges to zero as k goes to infinity. We conclude that the sequence (ω̃n(z(k))z

(k)
n )n≥1 is

weakly convergent to (ω̃n(z)zn)n≥1 in h
1
2
+ as k goes to infinity.

• We now prove that Z̃ = (Z̃n)n defines a bounded and Lipschitz map on finite balls

from h
1
2
−s

+ to itself for all s ∈ [0, 1
2). The introduction of a variable Sobolev space h

1
2
−s

+ in
the Lipschitz properties will be useful when considering the weak sequential continuity.

From Corollary 2.7, we know that ζ ∈ h
1
2
+ 7→ 〈u|cos〉 ∈ R and ζ ∈ h

1
2
+ 7→ 〈u|sin〉 ∈ R,

where u = Φ−1(ζ), define real-valued maps which are bounded by C(R), and Lipschitz
with respect to the `2+ norm: if ‖ζ(1)‖`2+≤ R and ‖ζ(2)‖`2+≤ R, then

|〈u(1)|cos〉|+|〈u(1)|sin〉|+|〈u(2)|cos〉|+|〈u(2)|sin〉|≤ C(R)

and
|〈u(1)|cos〉 − 〈u(2)|cos〉|+|〈u(1)|sin〉 − 〈u(2)|sin〉|≤ C(R)‖ζ(1) − ζ(2)‖`2+ .

From Corollary 2.12, we also know that the terms dζn[u]. cos and dζn[u]. sin, when
restricted to a ball of radius R, are bounded by C(R) and Lipschitz with respect to the

h
1
2
−s

+ norm for all s ∈ [0, 1
2): if ‖ζ(1)‖

h
1
2−s
+

≤ R and ‖ζ(2)‖
h

1
2−s
+

≤ R, then

‖( dζn[u(1)]. cos)n‖
h

1
2−s
+

+‖( dζn[u(1)]. sin)n‖
h

1
2−s
+

≤ C(R),

‖( dζn[u(2)]. cos)n‖
h

1
2−s
+

+‖( dζn[u(2)]. sin)n‖
h

1
2−s
+

≤ C(R),

‖( dζn[u(1)]. cos)n − ( dζn[u(2)]. cos)n‖
h

1
2−s
+

≤ C(R)‖ζ(1) − ζ(2)‖
h

1
2−s
+

and
‖( dζn[u(1)]. sin)n − ( dζn[u(2)]. sin)n‖

h
1
2−s
+

≤ C(R)‖ζ(1) − ζ(2)‖
h

1
2−s
+

.

We deduce that Z = (Zn)n is bounded and Lipschitz with respect to the h
1
2
−s

+ norm
when s ∈ [0, 1

2): if ‖ζ(1)‖
h

1
2
+

≤ R and ‖ζ(2)‖
h

1
2
+

≤ R, then

‖Z(ζ(1))‖
h

1
2−s
+

+‖Z(ζ(2))‖
h

1
2−s
+

≤ C(R)

and
‖Z(ζ(1))− Z(ζ(2))‖

h
1
2−s
+

≤ C(R)‖ζ(1) − ζ(2)‖
h

1
2−s
+

.

Now, fix t ∈ R and z(1), z(2) ∈ h
1
2
+ such that ‖z(1)‖

h
1
2
+

≤ R and ‖z(2)‖
h

1
2
+

≤ R. Then by

definition of ζ(1) and ζ(2) as ζ(k)
n (t, z) = ein

2tz
(k)
n , for n ≥ 1 and k = 1, 2, we see that
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‖ζ(k)‖
h

1
2
+

= ‖z(k)‖
h

1
2
+

, moreover, for s ∈ [0, 1
2), ‖ζ(1) − ζ(2)‖

h
1
2−s
+

= ‖z(1) − z(2)‖
h

1
2−s
+

. We

have therefore proven that

‖Z̃(z(1))‖
h

1
2−s
+

+‖Z̃(z(2))‖
h

1
2−s
+

≤ C(R)

and
‖Z̃(z(1))− Z̃(z(2))‖

h
1
2−s
+

≤ C(R)‖z(1) − z(2)‖
h

1
2−s
+

. (17)

We now prove that Z̃ is weakly sequentially continuous with respect to z. Indeed, let
z(k), k ≥ 1, be a sequence of elements of h

1
2
+ weakly convergent to some z ∈ h

1
2
+. We fix

s ∈ (0, 1
2) and use the fact that the embedding h

1
2
+ ↪→ h

1
2
−s

+ is compact: from the Rellich

theorem, z(k) is strongly convergent to z in h
1
2
−s

+ . But inequality (17) now implies that

Z̃(z(k)) is strongly convergent to Z̃(z) in h
1
2
−s

+ , and therefore weakly convergent in h
1
2
+.

We deduce from the Cauchy-Lipschitz theorem for ODEs that the initial value problem
for the damped Benjamin-Ono equation in Birkhoff coordinates (14) is locally well-posed

in h
1
2
+.

Corollary 3.2. For all z(0) ∈ h
1
2
+, there exists T > 0 such that equation (14)

z′(t) = F (t, z(t))

with initial data z(0) admits a unique solution z ∈ C1([0, T ], h
1
2
+). Moreover, the solution

map is continuous from h
1
2
+ to C1([0, T ], h

1
2
+).

Applying the inverse of the Birkhoff map, we conclude that the damped Benjamin-Ono
equation (BO-α) is locally well-posed L2

r,0(T): for all initial data u0 ∈ L2
r,0(T), there exists

T > 0 such that equation (BO-α) admits a unique solution u ∈ C([0, T ], L2
r,0(T)) with

initial data u0 in the distribution sense; moreover, the solution map is continuous. Indeed,
thanks to formula (4.5) in Lemma 4.2 in [23], one can prove that the inverse Birkhoff map

is admits a differential from h
1
2
+ to L2

r,0(T).

3.2 Global well-posedness
Thanks to a Lyapunov functional controlling the L2 norm, we now establish global well-
posedness for the damped Benjamin-Ono equation (BO-α) in L2

r,0(T).

Proposition 3.3 (Lyapunov functional). Let u0 ∈ L2
r,0(T), and ([0, T ∗), u) be the corre-

sponding maximal solution. Then for all t ∈ [0, T ∗),

d

dt
‖u(t)‖2L2(T)+2α|〈u(t)|eix〉|2= 0.

Moreover,

2α

∫ T ∗

0
|〈u(t)|eix〉|2 dt ≤ ‖u0‖2L2(T)

and if T ∗ = +∞, then |〈u(t)|eix〉| tends to 0 as t goes to +∞.
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Proof. Using the equation,

d

dt
‖u(t)‖2L2(T) = 2Re [〈∂tu|u(t)〉]

= −2α(|〈u(t)|cos〉|2+|〈u(t)|sin〉|2) + 2Re
[
〈∂x(H∂xu− u2)|u(t)〉

]
= −2α|〈u(t)|eix〉|2.

It remains to show that |〈u(t)|eix〉| tends to 0 as t goes to +∞. Taking the derivative,

d

dt
|〈u(t)|cos〉|2= 2Re [〈∂tu|cos〉〈cos|u(t)〉]

= −2αRe [(〈u(t)|cos〉〈cos|cos〉+ 〈u(t)|sin〉〈sin|cos〉) 〈cos|u(t)〉]
+ 2Re

[
〈H∂xxu− ∂x(u2)|cos〉〈cos|u(t)〉

]
= −α|〈u(t)|cos〉|2+2Re

[
(−〈u(t)|H∂xx cos〉+ 〈u2(t)|∂x cos〉)〈cos|u(t)〉

]
.

Since H cos = sin, we deduce that

d

dt
|〈u(t)|cos〉|2 = −α|〈u(t)|cos〉|2+2Re

[
(〈u(t)|sin〉 − 〈u2(t)|sin〉)〈cos|u(t)〉

]
.

But
|〈u(t)|cos〉|≤ ‖u‖L2(T)≤ ‖u0‖L2(T),

|〈u(t)|sin〉|≤ ‖u0‖L2(T)

and
|〈u2(t)|sin〉|≤ ‖u‖2L2(T)≤ ‖u0‖2L2(T),

therefore d
dt |〈u(t)|cos〉|2 is bounded, and the same can be proven for d

dt |〈u(t)|sin〉|2. This
observation combined with the fact that |〈u(t)|eix〉| is square integrable implies that
|〈u(t)|eix〉| tends to zero as time goes to infinity if T ∗ = +∞.

Proposition 3.4. For all z(0) ∈ h
1
2
+, the maximal solution t 7→ z(t) ∈ h

1
2
+ is global.

The proof of this proposition relies on the fact that, given an initial condition z(0) ∈ h
1
2
+,

it is possible to construct a weighted space `(w) which contains z(0) and which compactly

embeds into h
1
2
+. With a Gronwall type argument, we then prove that the maximal solution

t 7→ z(t) is bounded in `(w). Because of the compactness of the embedding `(w) ↪→ h
1
2
+ and

the local well-posedness of the Cauchy problem, this ensures that the maximal solution is
global.

Lemma 3.5. Let (xn)n≥1 ∈ (R+)N be a sequence of non-negative real numbers such that
the series with general term xn is convergent:

∑
n≥1 xn < +∞. Then there exist positive

weights (wn)n≥1 such that wn → +∞ and∑
n≥1

wnxn < +∞.

Moreover, one can assume that for all n ≥ 1, 1 ≤ wn+1

wn
≤ 2.

Proof. Let rn :=
∑

p>n xp and define

wn :=
1

2−n +
√
rn +

√
rn−1

.
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Then wn → +∞, and

wnxn =
rn−1 − rn

2−n +
√
rn +

√
rn−1

≤ √rn−1 −
√
rn.

The general term of the upper bound defines a telescopic sum, so that the series
∑

n≥1wnxn
is convergent.

We now need to ensure that for all n ≥ 1, 1 ≤ wn+1

wn
≤ 2. Let w̃0 := w0 and define by

induction
w̃n := min(wn, 2w̃n−1), n ≥ 1.

We check that w̃n satisfies the required assumptions.

• Since w̃n ≤ wn, we know that
∑

n≥1 w̃nxn < +∞.

• By definition, the sequence (wn)n is increasing, therefore

w̃n ≥ min(wn−1, 2w̃n−1) ≥ w̃n−1.

Moreover, the other side of the inequality is immediate w̃n ≤ 2w̃n−1: we have proven
that 1 ≤ w̃n

w̃n−1
≤ 2.

• We now prove that (w̃n)n tends to infinity. Let (nk)k≥1 be the increasing sequence
of indexes n for which w̃n = wn (this sequence might be finite).
If (nk)k≥1 is finite, then there exists N such that for all n ≥ N ,

w̃n := 2w̃n−1.

The weights being positive, this implies that (w̃n)n tends to infinity.
Otherwise, since the sequence (wn)n goes to infinity, so does the sequence (wnk)k as
k goes to infinity. The sequence (w̃n)n being increasing, we deduce that (w̃n)n also
goes to infinity.

We now fix a sequence of positive weights w = (wn)n≥1 and define the weighted space

`(w) :=
{
z ∈ h

1
2
+ | ‖z‖2`(w)=

∑
n≥1

nwn|zn|2< +∞
}
.

Lemma 3.6. Assume that wn → +∞ and 1 ≤ wn+1

wn
≤ 2 for all n ≥ 1. Fix z(0) ∈ `(w).

Then the maximal solution t 7→ z(t) ∈ h
1
2
+ is global.

Proof. Let I be the maximal time interval on which the solution t 7→ z(t) is defined. On
this interval, we consider the functional f : t 7→ ‖z(t)‖2`(w).

We prove that f stays bounded on the interval I. Indeed,

d

dt
f(t) =

∑
n≥1

nwn
d

dt
γn.

For n ≥ 1, the time derivative of γn is

d

dt
γn(u(t)) = dγn[u(t)].∂tu

= −α〈u(t)|cos〉 dγn[u(t)]. cos−α〈u(t)|sin〉dγn[u(t)]. sin .
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From the expression (11) of the differential of γn, we have

dγn[u(t)]. cos = Re(〈|fn−1|2−|fn|2|eix〉)

and

dγn[u(t)]. sin = −Im(〈|fn−1|2−|fn|2|eix〉),

where
〈|fn−1|2−|fn|2|eix〉 = −√µn

√
κn−1√
κn

ζn−1ζn +
√
µn+1

√
κn√
κn+1

ζnζn+1.

Since µn and κn
κn+1

are bounded by C(R), we see that actually∣∣∣∣ d

dt
γn

∣∣∣∣ ≤ C(R)|〈u(t)|eix〉|(|ζn−1ζn|+|ζnζn+1|) (18)

so that ∣∣∣∣ d

dt
f(t)

∣∣∣∣ ≤ C(R)|〈u(t)|eix〉|
∑
n≥1

nwn (|ζn−1ζn|+|ζnζn+1|) .

Using Cauchy-Schwarz’ inequality, we deduce that

∣∣∣∣ d

dt
f(t)

∣∣∣∣ ≤ C(R)|〈u(t)|eix〉|

∑
n≥1

nwn|ζn|2
 1

2


∑
n≥1

nwn|ζn−1|2
 1

2

+

∑
n≥1

nwn|ζn+1|2
 1

2

 .

For all n ≥ 1, because 1 ≤ wn+1

wn
≤ 2, we have 1 ≤ (n+1)wn+1

nwn
≤ 4. Hence there exists

C(R) > 0 such that for all t ∈ I,∣∣∣∣ d

dt
f(t)

∣∣∣∣ ≤ C(R)|〈u(t)|eix〉|f(t).

Now, Gronwall’s lemma implies that for all t ∈ I,

|f(t)|≤ |f(0)|eC(R)
∫ t
0 |〈u(t)|eix〉| dt.

Applying Proposition 3.3, we deduce that

|f(t)|≤ |f(0)|eC′(R)
√
t.

To conclude, for all T > 0, f stays on a bounded subset of `(w) on the time interval

([0, T ∗) ∩ [0, T ]. Since the embedding `(w) ↪→ h
1
2
+ is compact because of the condition

wn → +∞, the solution t 7→ z(t) stays in a compact set of h
1
2
+. This implies that there

cannot be finite time blowup: [0, T ) ⊂ [0, T ∗), therefore the solution is global.

Proof of Proposition 3.4. Let z(0) ∈ h
1
2
+. Thanks to Lemma 3.5, we construct a sequence

(wn)n≥1 of positive weights such that z(0) ∈ `(w), wn → +∞ and 1 ≤ wn+1

wn
≤ 2 for

all n ≥ 1. Now Lemma 3.6 with the weights (wn)n ensures that the maximal solution

t 7→ z(t) ∈ h
1
2
+ is global.
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3.3 Weak sequential continuity of the flow map
In this part, we prove that the flow map for the damped Benjamin-Ono equation (BO-α) is
weakly sequentially continuous. Note that in view of the weak sequential continuity of the
Birkhoff map and its inverse, it is equivalent to establish the weak sequential continuity
of the flow map for the damped Benjamin-Ono equation in Birkhoff coordinates (14).

Proposition 3.7. The flow map for the damped Benjamin-Ono equation (BO-α) is weakly
sequentially continuous.

More precisely, let u(k)(0) ⇀ u(0) in L2
r,0(T). Then for all T > 0, the sequence of

solutions u(k) associated to the initial data u(k)(0) converges to the solution u associated
to the initial data u0 in Cw([0, T ], L2

r,0(T)) (with the weak topology).

Proof. We consider a sequence u(k)(0) weakly convergent to u(0) in L2
r,0(T).

For k ∈ N, denote z(k)(0) := Φ(u(k)(0)). By weak sequential continuity of the Birkhoff

map Φ (see [25], Remark 6 (iii)), we have z(k)(0) ⇀ z(0) := Φ(u(0)) in h
1
2
+, therefore this

sequence is bounded in h
1
2
+ by some R > 0. But the solutions of the damped Benjamin-

Ono equation have a decreasing norm in L2
r,0(T) (Proposition 3.3) and from the Parseval

formula ‖u‖2L2(T)= 2
∑

n≥1 n|ζn|2 (Remark 1.2 (i) in [23]), their Birkhoff coordinates have

a decreasing norm in h
1
2
+. Therefore for all t ≥ 0, the sequence (z(k)(t))k is also bounded

in h
1
2
+ by R.
Recall from Theorem 3.1 that there exists C(R) > 0 such that for all t ≥ 0,

‖ dz(k)(t)

dt
‖
h

1
2
+

= ‖F (t, z(k)(t))‖
h

1
2
+

≤ C(R).

We conclude that the sequence ‖ dz(k)(t)
dt ‖

h
1
2
+

, k ∈ N, is bounded in h
1
2
+ uniformly in time.

Fix T > 0. From Ascoli’s theorem, we know that up to a subsequence, z(k) converges in
Cw([0, T ], h

1
2
+) (with the weak topology) to a function z̃. In particular, since Φ−1 is weakly

sequentially continuous , for all t ∈ [0, T ], the sequence u(k)(t) = Φ−1(z(k)(t)) is weakly
convergent to ũ(t) := Φ−1(z̃(t)). But F is sequentially weakly continuous with respect
to the second variable (see Theorem 3.1), therefore F (t, z(k)(t)) is weakly convergent to
F (t, z̃(t)).

Passing to the limit in the equation, we conclude that z̃ is a solution on [0, T ] to the
original equation (14) in the distribution sense with initial data z(0). By uniqueness of
such solutions (see Corollary 3.2), we deduce that z̃ = z.

4 Long time asymptotics
In this section, we describe the weak limit points for the flow map (point 1 of Theorem 1.2)
in part 4.1, and prove that the convergence to these weak limit points is actually strong in
L2
r,0(T) (points 2 and 3 of Theorem 1.2) in part 4.3. In order to get the strong convergence,

we show that the integral
∫ +∞

0

∑+∞
n=0 γn(t)γn+1(t) dt is finite in part 4.2.

4.1 Weak limit points of trajectories as t→ +∞
Using the LaSalle principle, we study the limit points of (u(t))t∈R for the weak topology
in L2

r,0(T) as t goes to +∞ and prove Theorem 1.2.
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Proposition 4.1. Let u be a solution of the damped equation (BO-α) with initial data
u0 ∈ L2

r,0(T). Then any weak limit v0 of the sequence (u(t))t∈R in L2
r,0(T) as t goes to +∞

defines a solution v to the Benjamin-Ono equation (BO) such that for all t ≥ 0,

〈v(t)|eix〉 = 0.

Proof. Let v0 be a weak limit of some sequence (u(tk))k∈N in L2
r,0(T), where tk → +∞, and

let v be the solution to the damped Benjamin-Ono equation (BO-α) with initial data v0.
By weak sequential continuity of the flow in L2

r,0(T) (Proposition 3.7), for all t ∈ R, we
have

u(t+ tk) ⇀
k→+∞

v(t)

and in particular
〈u(t+ tk)|eix〉 −→

k→+∞
〈v(t)|eix〉.

However, from Proposition 3.3, 〈u(t + tk)|eix〉 tends to 0 as k goes to +∞. We deduce
that 〈v(t)|eix〉 = 0 for all t ∈ R.

Proposition 4.2. An initial data v0 ∈ L2
r,0(T) defines a solution v to the Benjamin-Ono

equation such that for all t ∈ R,
〈v(t)|eix〉 = 0

if and only if v0 does not have two consecutive nonzero gaps:

∀n ∈ N, ζn(v0)ζn+1(v0) = 0.

Proof. Assume that v is a solution to the Benjamin-Ono equation with initial data v0.
Then the Birkhoff coordinates evolve as

ζn(v(t)) = eiωn(v0)tζn(v0),

where

ωn(v0) = n2 − 2
+∞∑
p=1

min(p, n)γp.

Applying Lemma 2.6, we have

〈v(t)|eix〉 =
∑
n≥0

mne
i(ωn(v0)−ωn+1(v0))t,

where mn is constant along the flow of the Benjamin-Ono equation:

mn = Mn,n = −ζn(v0)ζn+1(v0)

√
κn(v0)

κn+1(v0)

√
µn+1(v0).

One can see that if the condition ζn(v0)ζn+1(v0) = 0 is satisfied for all n ∈ N, then all
the coefficients mn, n ∈ N, vanish, therefore 〈v(t)|eix〉 = 0 for all t ∈ R.

Conversely, assume that 〈v(t)|eix〉 = 0 for all t ∈ R. Since

ωn+1(v0)− ωn(v0) = 2n+ 1− 2

+∞∑
p=n+1

γp,
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the sequence (ωn+1(v0)− ωn(v0))n∈N is strictly increasing. Fix n ∈ N, and choose T > 0.
Then

0 =
1

T

∫ T

0
ei(ωn+1(v0)−ωn(v0))t〈v(t)|eix〉 dt

= mn +
1

T

∑
p 6=n

mp
ei(ωn+1(v0)−ωn(v0)+ωp(v0)−ωp+1(v0))T − 1

i(ωn+1(v0)− ωn(v0) + ωp(v0)− ωp+1(v0))
.

Taking T → +∞ in this equality, we deduce that mn = 0. Note that κn > 0, κn+1 > 0
and µn+1 > 0, therefore, we have ζn(v0)ζn+1(v0) = 0.

4.2 Time integrability for products of two consecutive modes
Let u ∈ C(R+, L

2
r,0(T)) be a solution to the damped Benjamin-Ono equation (BO-α). We

denote γn(t) := γn(u(t)) for all n ≥ 1 and t ∈ R+ (with the convention γ0(t) = 1).

Proposition 4.3. Let R := ‖u0‖L2(T). Then there exists C(R) > 0 such that∫ +∞

0

+∞∑
n=0

γn(t)γn+1(t) dt ≤ C(R).

Moreover, there exists a map εu such that εu(T )→ 0 as T → +∞ and the following holds.
For all n ∈ N, fix an ∈ C1(R+,C) satisfying:

∀t ≥ 0, |an(t)|≤ 1 and |ȧn(t)|≤ |〈u(t)|eix〉|. (19)

Then for all T ≥ 0, we have∫ +∞

T

∣∣∣∣∣
+∞∑
n=0

an(t)ζn(t)ζn+1(t)

∣∣∣∣∣
2

dt ≤ εu(T ).

Remark 4.4. Note that by homogeneity, if the maps an ∈ C1(R+,C) satisfy:

∀t ≥ 0, |an(t)|≤ K

n+ 1
and |ȧn(t)|≤ K|〈u(t)|eix〉|,

then for all T > 0, ∫ +∞

T

∣∣∣∣∣
+∞∑
n=0

an(t)ζn(t)ζn+1(t)

∣∣∣∣∣
2

dt ≤ K2εu(T ).

Let 0 ≤ T < T ′ < +∞. We denote

I(T, T ′) :=

∫ T ′

T

+∞∑
n=0

γn(t)γn+1(t) dt.

For a family a = (an)n of maps satisfying assumption (19) of Proposition 4.3, we also
define

Ja(T, T
′) =

∫ T ′

T

∑
n,p
n6=p

an(t)ap(t)ζn(t)ζn+1(t)ζp(t)ζp+1(t) dt.

The integrals I(T, T ′) and Ja(T, T ′) are well defined since for all t ∈ R+,
∑

n nγn(t) ≤ R2/2
thanks to the Lyapunov functional (see Proposition 3.3) and the Parseval formula (see [23],
Remark 1.2(i)).

The key step in the proof of Proposition 4.3 is the following estimation of Ja(T, T ′)
depending on I(T, T ′).
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Lemma 4.5. Let R = ‖u0‖L2(T). There exist C(R) > 0 and a map εu with εu(T ) → 0
as T → +∞ such that the following holds. For all 0 ≤ T < T ′ < +∞ and for all family
a = (an)n of maps satisfying assumption (19) of Proposition 4.3,

|Ja(T, T ′)|≤ εu(T )(1 +
√
I(T, T ′)).

Moreover, for T = 0, one has |εu(0)|≤ C(R).

Given Lemma 4.5, the strategy of proof for Proposition 4.3 will be the following. We
observe that for the choice of family a∗ = (a∗n)n given by (7)

a∗n(t) =
√
µ∗n+1(γ(t))

√
κ∗n(γ(t))

κ∗n+1(γ(t))
,

we have thanks to the Lyapunov functional (Proposition 3.3)

I(0, T ′) ≤ C(R) + C(R)|Ja∗(0, T ′)|.

We deduce from Lemma 4.5 that I(0, T ′) is bounded independently of T ′. As a conse-
quence, a new application of Lemma 4.5 implies that for all family a = (an)n satisfy-
ing (19), Ja(T, T ′) is bounded by some εu(T ), where this upper bound is independent
of T ′ and of the choice of a.

Proof of Lemma 4.5. For n, p ≥ 0, n 6= p, we denote ηn,p := ζnζn+1ζpζp+1.
Fix a family a = (an)n of elements of C1(R+,C) satisfying assumption (19). Since for

all t ∈ R+,
∑

n nγn(t) ≤ R2/2, there exists C(R) > 0 such that for all t ∈ R+,∑
n,p,
n6=p

|an(t)ap(t)ηn,p(t)|≤ C(R).

Therefore, one can exchange the summation sign with the time integral:

Ja(T, T
′) =

∑
n,p
n6=p

∫ T ′

T
an(t)ap(t)ηn,p(t) dt. (20)

For each term in the series over the indexes n and p, we perform an integration by parts
by using the differential equation satisfied by ηn,p, which we will now establish.

Recall from (4) that the time derivative of ζn is

d

dt
ζn(t) = iωn(t)ζn(t)− αZn(t)

with

ωn(t) = n2 − 2

+∞∑
k=1

min(k, n)γk(t)

and Zn defined in (16) as

Zn(t) = 〈u(t)|cos〉 dζn[u(t)]. cos +〈u(t)|sin〉dζn[u(t)]. sin .

Therefore, the time derivative of ηn,p = ζnζn+1ζpζp+1 writes

d

dt
ηn,p(t) = iΩn,p(t)ηn,p(t)− αFn,p(t) (21)
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where
Ωn,p = −ωn + ωn+1 + ωp − ωp+1

and
Fn,p =

(
Znζn+1 + ζnZn+1

)
ζpζp+1 +

(
Zpζp+1 + ζpZp+1

)
ζnζn+1. (22)

Note that

Ωn,p = 2

(n− p)−
∑

k≥n+1

γk +
∑
k≥p+1

γk

 ,

hence for n 6= p,
|Ωn,p|≥ 2|n− p|> 0.

When n 6= p, we can therefore divide the differential equation satisfied by ηn,p by the
factor iΩn,p and get∫ T ′

T
an(t)ap(t)ηn,p(t) dt =

∫ T ′

T

an(t)ap(t)

iΩn,p(t)

(
d

dt
ηn,p(t) + αFn,p(t)

)
dt.

An integration by parts now leads to

∫ T ′

T
an(t)ap(t)ηn,p(t) dt =

[
an(t)ap(t)

iΩn,p(t)
ηn,p(t)

]T ′
T

−
∫ T ′

T

d

dt

(
an(t)ap(t)

iΩn,p(t)

)
ηn,p(t) dt

+ α

∫ T ′

T

an(t)ap(t)

iΩn,p(t)
Fn,p(t) dt. (23)

In order to determine an upper bound for
∑

n,p, n 6=p|
∫ T ′
T an(t)ap(t)ηn,p(t) dt|, we consider

the three terms in the right-hand side of this equality separately.

1. For all t ≥ 0, we have

∑
n,p,
n6=p

∣∣∣∣an(t)ap(t)

iΩn,p(t)
ηn,p(t)

∣∣∣∣ ≤
(

+∞∑
n=0

γn(t)

)2

≤ R4,

therefore the series with general term
∑

n,p, n 6=p

[
an(t)ap(t)
iΩn,p(t) ηn,p(t)

]T ′
T

is absolutely con-
vergent and bounded by some constant C(R) > 0 independent of T and T ′.
Moreover, for N ∈ N, one can cut the sum between the indexes n ≤ N and the
indexes n > N to deduce∑
n,p,
n6=p

∣∣∣∣an(t)ap(t)

iΩn,p(t)
ηn,p(t)

∣∣∣∣ ≤ ∑
n,p, n 6=p
n≤N, p≤N

∣∣∣∣an(t)ap(t)

iΩn,p(t)
ηn,p(t)

∣∣∣∣+
∑

n,p, n 6=p
n>N or p>N

∣∣∣∣an(t)ap(t)

iΩn,p(t)
ηn,p(t)

∣∣∣∣
≤

(
N∑
n=0

√
γn(t)γn+1(t)

)2

+ 2

(
+∞∑

n=N+1

γn(t)

)+∞∑
p=0

γp(t)

 .

Let ε > 0. Since(
+∞∑

n=N+1

γn(t)

)+∞∑
p=0

γp(t)

 ≤ 1

N + 1

(
+∞∑

n=N+1

nγn(t)

)+∞∑
p=0

γp(t)

 ≤ C(R)

N + 1
,
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we know that there exists N = N(ε) ∈ N such that for all t ∈ R+,(
+∞∑

n=N+1

γn(t)

)+∞∑
p=0

γp(t)

 ≤ ε.
Besides, for all n, we have γn(t)γn+1(t) → 0 as t → +∞ by weak sequential conti-
nuity of the Birkhoff map and the description of the weak limit points in Birkhoff
coordinates (see the first point of Theorem 1.2). Therefore, there exists T0 = T0(ε)
such that for all t ≥ T0, (

N∑
n=0

√
γn(t)γn+1(t)

)2

≤ ε.

We conclude that there exists εu such that εu(T )→ 0 as T → +∞ and for all T < T ′,∑
n,p
n6=p

∣∣∣∣∣
[
an(t)ap(t)

iΩn,p(t)
ηn,p(t)

]T ′
T

∣∣∣∣∣ ≤ εu(T ),

moreover εu is independent of the choice of family a.
2. Next, we develop the time derivative

d

dt

(
an(t)ap(t)

iΩn,p(t)

)
=
ȧn(t)ap(t) + an(t)ȧp(t)

iΩn,p(t)
− an(t)ap(t)Ω̇n,p(t)

iΩn,p(t)2
.

From the definition of Ωn,p, we know that

|Ω̇n,p(t)|≤ 2‖γ̇(t)‖`1+ .

However, the time derivative of γn is bounded from inequality (18) as

|γ̇n(t)|≤ C(R)|〈u(t)|eix〉|(|ζn−1ζn|+|ζnζn+1|) ,

so that
‖γ̇(t)‖`1+≤ C(R)|〈u(t)|eix〉|, (24)

and therefore
|Ω̇n,p(t)|≤ 2C(R)|〈u(t)|eix〉|.

Using the assumptions (19) on an, this implies that there exists C(R) > 0 such that∫ T ′

T

∣∣∣∣ d

dt

(
an(t)ap(t)

iΩn,p(t)

)
ηn,p(t)

∣∣∣∣ dt ≤ C(R)

∫ T ′

T
|〈u(t)|eix〉| |ηn,p(t)|

|n− p|
dt. (25)

Applying the Cauchy-Schwarz’ inequality, we deduce∑
n,p
n6=p

∫ T ′

T

∣∣∣∣ d

dt

(
an(t)ap(t)

iΩn,p(t)

)
ηn,p(t)

∣∣∣∣ dt

≤ C(R)

∑
n,p
n6=p

∫ T ′

T
|〈u(t)|eix〉|2 γn(t)

|n− p|2
dt


1
2
∑

n,p
n6=p

∫ T ′

T
γn+1(t)γp(t)γp+1(t) dt


1
2

.

But there exists C > 0 such that for all n,
∑

p, p 6=n
1

|n−p|2 ≤ C, moreover, for all
t ≥ 0, we have

∑
n γn(t) ≤ R2/2. We obtain

∑
n,p
n 6=p

∫ T ′

T

∣∣∣∣ d

dt

(
an(t)ap(t)

iΩn,p(t)

)
ηn,p(t)

∣∣∣∣ dt ≤ C(R)

(∫ +∞

T
|〈u(t)|eix〉|2 dt

) 1
2 √

I(T, T ′).
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3. Finally, we prove that

∑
n,p
n6=p

∫ T ′

T

∣∣∣∣an(t)ap(t)

iΩn,p(t)
Fn,p(t)

∣∣∣∣ dt ≤ C(R)

(∫ +∞

T
|〈u(t)|eix〉|2 dt

) 1
2 √

I(T, T ′).

Note that from the definition of Zn = 〈u(t)|cos〉 dζn[u(t)]. cos +〈u(t)|sin〉 dζn[u(t)]. sin
in formula (16), and from Corollary 2.12 about the bounds on dζn[u(t)]. cos and
dζn[u(t)]. sin, we have ∑

n≥0

n|Zn(t)|2≤ C(R)|〈u(t)|eix〉|2.

One can apply Cauchy-Schwarz’ inequality to deduce

∑
n,p
n6=p

∫ T ′

T

∣∣∣∣an(t)ap(t)

iΩn,p(t)

∣∣∣∣|Zn(t)ζn+1(t)ζp(t)ζp+1(t)|dt

≤

∫ T ′

T

∑
n,p
n6=p

|Zn(t)|2

|n− p|2
dt


1
2
∫ T ′

T

∑
n,p
n6=p

γn+1γpγp+1 dt


1
2

≤ C(R)

(∫ +∞

T
|〈u(t)|eix〉|2 dt

) 1
2 √

I(T, T ′).

Using the same strategy to the three other terms composing Fn,p (up to exchanging
the roles of n and n+ 1 and the roles of n and p), we get the desired inequality.

To conclude, we use the square integrability in time of |〈u(t)|eix〉| (Proposition 3.3) to
get ∫ +∞

0
|〈u(t)|eix〉|2 dt ≤ R2.

We have therefore proven that there exists εu satisfying εu(T )→ 0 as T → +∞, and such
that for all family a = (an)n satisfying the assumptions in (19),

∑
n,p
n6=p

∣∣∣∣∣
∫ T ′

T
an(t)ap(t)ηn,p(t) dt

∣∣∣∣∣ ≤ εu(T )(1 +
√
I(T, T ′)),

moreover, one has |εu(0)|≤ C(R). Plugging this into equality (20), we deduce that

|Ja(T, T ′)|≤ εu(T )(1 +
√
I(T, T ′)).

Proof of Proposition 4.3. We first establish a bound of I(0, T ′). We start from the formula
for 〈u(t)|eix〉 from Lemma 2.6:

〈u(t)|eix〉 = −
+∞∑
n=0

a∗n(t)ζn(t)ζn+1(t),

where

a∗n(t) =
√
µn+1(t)

√
κn(t)

κn+1(t)
.
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Now, we expand

|〈u(t)|eix〉|2=
+∞∑
n=0

a∗n(t)2γn(t)γn+1(t) + Re

∑
n,p
n6=p

a∗n(t)a∗p(t)ζn(t)ζn+1(t)ζp(t)ζp+1(t)


and since a∗n ≥ 1

C(R) (see inequality (8)), we deduce that

1

C(R)2

+∞∑
n=0

γn(t)γn+1(t) ≤ |〈u(t)|eix〉|2−Re

∑
n,p
n 6=p

a∗n(t)a∗p(t)ηn,p(t)

 .

In particular, if we denote a∗ = (a∗n)n, an integration in time leads to the inequality

I(0, T ′) ≤
∫ T ′

0
|〈u(t)|eix〉|2 dt+ |Ja∗(0, T ′)|≤ C(R) + |Ja∗(0, T ′)|. (26)

We now use Lemma 4.5 applied to the family a∗. In only remains to check that up to
division by some constant C(R), this family satisfies assumption (19) of Proposition 4.3.
Using inequalities (8) and (9), we have

|a∗n(t)|≤ C(R)

and
|ȧ∗n(t)|≤ C(R)‖γ̇(t)‖`1+ ,

so that from inequality (24), there exists C(R) > 0 such that

|ȧ∗n(t)|≤ C(R)|〈u(t)|eix〉|.

Now, Remark 4.4 following Lemma 4.5 implies that

|Ja∗(0, T ′)|≤ C1(R)(1 +
√
I(0, T ′)).

Therefore, one can use the inequality 2xy ≤ x2 + y2 on the second term of the right-hand
side to get

|Ja∗(0, T ′)|≤ C2(R) +
1

2
I(0, T ′).

Plugging this into inequality (26), we deduce an inequality of the form

I(0, T ′) ≤ C3(R) +
1

2
I(0, T ′).

We conclude that I(0, T ′) is bounded by some constant 2C3(R) independent of T ′. In
particular, one can pass to the limit T ′ → +∞ and deduce that for some C(R) > 0,∫ +∞

0

+∞∑
n=0

γn(t)γn+1(t) dt ≤ C(R).

To conclude, fix family a satisfying assumption (19). From Lemma 4.5 and the bound
I(T, T ′) ≤ C(R), we deduce that there exists a map εu independent of a such that εu(T )→
0 as T → +∞ and for all 0 ≤ T < T ′ < +∞,∣∣Ja(T, T ′)∣∣ ≤ εu(T ).
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Finally, expanding∫ T ′

T

∣∣∣∣∣
+∞∑
n=0

an(t)ζn(t)ζn+1(t)

∣∣∣∣∣
2

dt ≤
∫ T ′

T

+∞∑
n=0

|an(t)|2γn(t)γn+1(t) dt+
∣∣Re(Ja(T, T ′))∣∣

≤ I(T, T ′) + |Ja(T, T ′)|
≤ εu(T ),

we see that this integral is bounded independently of T ′ and a, and the bound εu(T ) goes
to 0 as T → +∞. We deduce the second part of the proposition.

4.3 Strong relative compactness of trajectories as t→ +∞
In this part, we prove points 2 and 3 of Theorem 1.2: let u be a solution to the damped
Benjamin-Ono equation (BO-α), then there exists a sequence (γ∞n )n≥1 ∈ `1+ such that
for every weak limit u∞ in L2

r,0(T) of (u(t))t≥0 as t → +∞, and for all n ≥ 1, we have
γn(u∞) = γ∞n ; moreover, if u∞ is a weak limit associated to a subsequence (u(tk))k∈N with
tk → +∞, then the convergence of (u(tk))k∈N to u∞ is strong in L2

r,0(T).
We start with the proof of point 2. Fix n ≥ 1 and recall inequality (18)

|γ̇n(t)|≤ C(R)|〈u(t)|eix〉|(|ζn−1ζn|+|ζnζn+1|) .

Since |〈u(t)|eix〉|∈ L2(R+) (see Proposition 3.3) and |ζn−1ζn|∈ L2(R+) (see Proposi-
tion 4.3), we get that γ̇n ∈ L1(R+). Therefore, there exists γ∞n such that γn(t) → γ∞n
as t → +∞. Let now u∞ be a weak limit in L2

r,0(T) of a subsequence (u(tk))k∈N with
tk → +∞. By weak sequential continuity of the Birkhoff map, we get that for all n,
γn(u(tk))→ γn(u∞), and therefore γn(u∞) = γ∞n .

We now prove that ‖u(t)‖L2(T)→ ‖u∞‖L2(T) as t → +∞, so that the convergence of
(u(tk))k∈N to u∞ is strong in L2

r,0(T). In order to do so, we consider the generating function

Hµ(u) =
+∞∑
n=0

κnγn
λn + µ

.

The strategy is as follows. Let R = ‖ζ(u0)‖
h

1
2
+

. Using the differential equation satisfied by

t 7→ Hµ(u(t)), we prove that there exists a map εu such that εu(t) → 0 as t → +∞ and
for any weak limit u∞, for all µ ≥ R2 + 1,

|Hµ(u(t))−Hµ(u∞)|≤ C(R)
εu(t)

µ3
.

Then, for fixed t ∈ R+, we compare the asymptotic expansion of Hµ(u(t)) as µ → +∞
with the norm ‖u(t)‖L2(T). Finally, we combine these two steps to get the convergence of
‖u(t)‖L2(T) to ‖u∞‖L2(T) when t→ +∞.

Fix µ ≥ R2 + 1. For all t ≥ 0, ‖ζ(t)‖
h

1
2
+

≤ R, we have µ + λ0(t) ≥ µ − R2 > 0, there-

fore Hµ(u(t)) is well-defined. Moreover, by weak sequential continuity of the generating
function v ∈ L2

r,0(T) 7→ Hµ(v) ∈ R (see [25], Lemma 7), we have Hµ(u(tk))→ Hµ(u∞) as
k → +∞. We now quantify the rate of convergence of Hµ(u(tk)) to Hµ(u∞) by estimating
the time derivative of Hµ(u(t)).

Lemma 4.6. Let R = ‖ζ(u0)‖
h

1
2
+

. Then there exists a map εu with εu(T )→ 0 as T → +∞,

such that the following holds. For all T > 0 and for all µ ≥ R2 + 1, we have∫ +∞

T

∣∣∣∣ d

dt
Hµ(u(t))

∣∣∣∣ dt ≤ εu(T )

(µ−R2)3
.

40



Proof. Using the expression Hµ(u) = 〈(Lu + µId)−11|1〉, the time derivative of t 7→
Hµ(u(t)) writes

d

dt
Hµ(u(t)) = 〈T∂tu(wu(t)

µ )|wu(t)
µ 〉,

where we denote wu(t)
µ = (Lu(t) + µId)−11. Since 1 ∈ L2

+, one can remove the projector Π
in the expression of T∂tu, so that

d

dt
Hµ(u(t)) = 〈∂tu · wu(t)

µ |wu(t)
µ 〉.

Write ∂tu = ∂x∇H(u) − αP1(u), where H(u) is the Hamiltonian for the Benjamin-Ono
equation without damping (BO) and

P1(u) = 〈u|cos〉 cos +〈u|sin〉 sin .

Then
〈∂x∇H(u(t)) · wu(t)

µ |wu(t)
µ 〉 =

d

dt
Hµ(v(t)),

where v is the global solution to (BO) satisfying v(t) = u(t) at time t. Since the map
t′ 7→ Hµ(v(t′)) is constant, we deduce 〈∂x∇H(u(t)) · wu(t)

µ |wu(t)
µ 〉 = 0. Therefore,

d

dt
Hµ(u(t)) = −α〈P1(u(t))wu(t)

µ |wu(t)
µ 〉.

We factor 〈P1(u)wuµ|wuµ〉 by using complex numbers

〈P1(u)wuµ|wuµ〉 = 〈u|cos〉〈coswuµ|wuµ〉+ 〈u|sin〉〈sinwuµ|wuµ〉
= Re(〈u|eix〉〈eixwuµ|wuµ〉).

In order to complete the proof, it is now enough to show that 〈eixwuµ|wuµ〉 ∈ L2(R+),
and that there holds an estimate of the form(∫ +∞

T

∣∣∣〈eixwu(t)
µ |wu(t)

µ 〉
∣∣∣2 dt

) 1
2

≤ εu(T )

(µ−R2)3
, (27)

with εu(T )→ 0 as T → +∞.
First, note that for all t ≥ 0, since wu(t)

µ = (Lu(t) + µId)−11 ∈ L2
+, we have the

cancellation 〈eixwu(t)
µ |1〉 = 0. Therefore one can write 〈eixwuµ|wuµ〉 = 〈eixwuµ|wuµ − 1/µ〉.

Then, let us decompose wuµ and wuµ −1/µ along the basis of eigenfunctions (fn)n of Lu to
get

〈eixwuµ|wuµ〉 = 〈eixwuµ|wuµ − 1/µ〉

=
∑
n,p∈N

〈wuµ|fn〉〈wuµ − 1/µ|fp〉〈eixfn|fp〉.

By definition of wuµ as wuµ = (Lu + µId)−11, we have

〈wuµ|fn〉 =
〈1|fn〉
λn + µ

=

√
κnζn

λn + µ
,

and
〈wuµ − 1/µ|fp〉 = − 〈1|fp〉λp

µ(λp + µ)
= −

√
κpζpλp

µ(λp + µ)
.
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From the formula 〈eixfn|fp〉 = Mn,p and Definition 2.5 of Mn,p, we conclude

− µ〈eixwuµ|wuµ〉 =
∑
n,p

p6=n+1

κpλp
√
κn√

κn+1

√
µn+1ζnζpζpζn+1

(λp − λn − 1)(λn + µ)(λp + µ)

+
∑
n

√
κnκn+1λn+1

√
µn+1ζnζn+1

(λn + µ)(λn+1 + µ)
.

Let us consider the two sums separately.
On the one hand, the Cauchy-Schwarz’ inequality on the sums over indexes n implies∣∣∣∣∣∣
∑

n,p, p 6=n+1

κpλp
√
κn√

κn+1

√
µn+1ζnζpζpζn+1

(λp − λn − 1)(λn + µ)(λp + µ)

∣∣∣∣∣∣
≤ C(R)

∑
p

κpγpλp
λp + µ

(∑
n

γnγn+1

) 1
2

 ∑
n, n 6=p−1

1

(λp − λn − 1)2(λn + µ)2

 1
2

.

For all p ∈ N, we have
∑

n, n 6=p−1
1

(λp−λn−1)2
≤ C, moreover, for all n ∈ N,

1

λn + µ
≤ 1

µ−R2

and finally, ∑
p

κpγpλp
λp + µ

≤ C(R)

µ−R2
.

Therefore,∣∣∣∣∣∣
∑

n,p, p 6=n+1

κpλp
√
κn√

κn+1

√
µn+1ζnζpζpζn+1

(λp − λn − 1)(λn + µ)(λp + µ)

∣∣∣∣∣∣ ≤ C(R)

(µ−R2)2

(∑
n

γnγn+1

) 1
2

,

so that

∫ +∞

T

∣∣∣∣∣∣
∑

n,p, p 6=n+1

κpλp
√
κn√

κn+1

√
µn+1ζnζpζpζn+1

(λp − λn − 1)(λn + µ)(λp + µ)

∣∣∣∣∣∣
2

dt

≤ C(R)

(µ−R2)4

∫ +∞

T

∑
n

γn(t)γn+1(t) dt.

On the other hand, let us denote

bn :=

√
κnκn+1λn+1

√
µn+1

(λn + µ)(λn+1 + µ)
.

Then, there exists C(R) > 0 such that for all n ∈ N,

|bn|≤
C(R)

(µ−R2)2
.

and
|ḃn|≤

C(R)

(µ−R2)2
|〈u|eix〉|.
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As a consequence, Remark 4.4 following Proposition 4.3, applied to the family b = (bn)n,
implies ∫ +∞

T

∣∣∣∣∣∑
n

√
κnκn+1λn+1

√
µn+1ζnζn+1

(λn + µ)(λn+1 + µ)

∣∣∣∣∣
2

dt ≤ εu(T )

(µ−R2)4
.

To conclude, we have proven the existence of εu(T )→ 0 as T → +∞ such that for all
µ ≥ R2 + 1, ∫ +∞

T

∣∣∣µ〈eixwu(t)
µ |wu(t)

µ 〉
∣∣∣2 dt ≤ εu(T )

(µ−R2)4
.

This completes the proof of inequality (27), and therefore of the lemma.

We now study the asymptotic expansion of Hµ(u) when µ→ +∞.

Lemma 4.7. Let u ∈ L2
r,0(T). Then we have the following asymptotic expansion at order

3 of the generating function when µ→ +∞:

Hµ(u) =
1

µ
+

1

2µ3
‖u‖2L2(T)+o

(
1

µ3

)
.

Proof. By using the identity 1
1+x = 1− x+ x2

1+x , we have

Hµ(u) =
1

µ

+∞∑
n=0

κnγn
λn/µ+ 1

=
1

µ

+∞∑
n=0

κnγn −
1

µ2

+∞∑
n=0

λnκnγn +
1

µ3

+∞∑
n=0

λ2
n

λn/µ+ 1
κnγn.

Remark that
+∞∑
n=0

κnγn =

+∞∑
n=0

|〈1|fn〉|2= 1

and
+∞∑
n=0

λnκnγn =
+∞∑
n=0

λn|〈1|fn〉|2= −〈Πu|1〉 = 0.

Consequently, the asymptotic development simplifies as

Hµ(u) =
1

µ
+

1

µ3

+∞∑
n=0

λ2
n

λn/µ+ 1
κnγn.

For µ ≥ −2λ0(u), we have λ0/µ+ 1 ≥ 1
2 , so that for all n, λ2n

λn/µ+1 ≤ 2λ2
n. Moreover,

+∞∑
n=0

λ2
nκnγn = 〈Πu|Πu〉 =

1

2
‖u‖2L2(T).

Therefore, one can pass to the limit µ→ +∞ in the summation sum and deduce

Hµ(u) =
1

µ
+

1

2µ3
‖u‖2L2(T)+o

(
1

µ3

)
.
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We apply this lemma to

Hµ(u(T )) =
1

µ
+
‖u(T )‖2L2(T)

2µ3
+ oT

(
1

µ3

)
and

Hµ(u∞) =
1

µ
+
‖u∞‖2L2(T)

2µ3
+ o

(
1

µ3

)
.

Note that all the possible weak limits u∞ have the same norm in L2
r,0(T), indeed, we know

from point 2 in Theorem 1.2 that for all n ≥ 1, γn(u∞) = γ∞n .
In light of Lemma 4.6, we deduce that for fixed T > 0,

|Hµ(u(T ))−Hµ(u∞)| =

∣∣∣∣∣‖u(T )‖2L2(T)−‖u∞‖
2
L2(T)

2µ3
+ oT

(
1

µ3

)∣∣∣∣∣ ≤ εu(T )

(µ−R2)3
.

We now consider the limit µ→ +∞ and get∣∣∣‖u(T )‖2L2(T)−‖u∞‖
2
L2(T)

∣∣∣ ≤ 2εu(T ).

Taking the limit T → +∞ in this inequality, we conclude that ‖u(T )‖L2(T)→ ‖u∞‖L2(T).
We have proven that for any weak limit u∞ of a subsequence (u(tk))k in L2

r,0(T), the
convergence is strong in L2

r,0(T).

5 Higher-order Sobolev norms
In this section, we consider a solution with higher regularity: we assume that the initial
data u0 belongs to Hs

r,0(T) for some exponent s ≥ 0. The Birkhoff transformation and

its inverse transformation map bounded subsets of Hs
r,0(T) to bounded subsets of h

1
2

+s
+

(see [24], Proposition 5 in Appendix A). Therefore, it is equivalent to study the image
of the Hs norm by this transformation and consider

∑
n≥0 n

1+2sγn. This leads us to
introduce a Lyapunov functional of the form Ps =

∑
nwnγn, where wn ≈ n1+2s, in order

to prove Theorem 1.3.
Note that the Cauchy problem for (BO-α) is locally well-posed in Hs

r,0(T), s ≥ 0, by a
simple adaptation of the proof in part 3.1 and by using Corollary 2.12.

5.1 Formula for the derivative of Sobolev norms
Proposition 5.1. Fix s ≥ 0, and let u be a solution to the damped Benjamin-Ono equa-
tion (BO-α) with initial data u0 ∈ Hs

r,0(T). Define cn := n2s with c0 = 0, wn :=
∑n−1

k=1 ck,
so that we have n1+2s

C ≤ wn ≤ Cn1+2s, and denote

Ps(t) :=
∑
n≥1

wnγn(t).

Then

d

dt
Ps(t) = −α

+∞∑
n=0

cna
∗
n(t)2γn(t)γn+1(t)− α

2

∑
n,p≥0
n 6=p

(cn + cp)a
∗
n(t)a∗p(t)ηn,p(t),

with the notation a∗n =
√
µn+1

√
κn√
κn+1

and ηn,p = ζnζn+1ζpζp+1.
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Proof. We have already seen in the proof of Lemma 3.6 that the time derivative of γn is

d

dt
γn(u(t)) = −α (〈u(t)|cos〉dγn[u(t)]. cos +〈u(t)|sin〉dγn[u(t)]. sin) ,

where
dγn[u(t)]. cos−idγn[u(t)]. sin = mn−1 −mn

and
mn = −√µn+1

√
κn√
κn+1

ζnζn+1.

Moreover, from Lemma 2.6, the following formula holds

〈u(t)|cos〉 − i〈u(t)|sin〉 =
∑
p≥0

mp.

Therefore, we have

d

dt
γn(u(t)) = −α

Re(mn−1 −mn)Re

∑
p≥0

mp

+ Im(mn−1 −mn)Im

∑
p≥0

mp


= −αRe

(mn−1 −mn)
∑
p≥0

mp

 .

In particular, a summation leads to

d

dt
Ps(t) = −αRe

∑
n≥1

wn(mn−1 −mn)
∑
p≥0

mp

 .

We rewrite ∑
n≥1

wn(mn−1 −mn) =
∑
n≥0

cnmn

with
cn = wn+1 − wn = n2s.

Then
d

dt
Ps(t) = −αRe

∑
n,p≥0

cnmnmp

 ,

and taking the real part leads to the formula.

We now consider the decomposition

d

dt
Ps(t) = −α

+∞∑
n=0

cna
∗
n(t)2γn(t)γn+1(t)− α

2

∑
n,p≥0
n 6=p

(cn + cp)a
∗
n(t)a∗p(t)ηn,p(t).

We establish an improvement of Lemma 4.5 so as to see the second term in the right-hand
side as a remainder term compared to the first term in the right-hand side.

In what follows, we drop the star exponent to the term a∗n because we are only going
to consider the only family an =

√
µn+1

√
κn
κn+1

. For T ≥ 0, let us define

Js(T ) :=

∫ T

0

∑
n,p
n6=p

(cn + cp)an(t)ap(t)ηn,p(t) dt.
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Assume that for all t ∈ R+, we have
∑

p cpγp(t) ≤ C(R) (in particular, we already know
that this condition is always satisfied if s ≤ 1

2). Then one can see that Js(T ) is well-defined
for all T ≥ 0.

Our aim is to estimate Js(T ) depending on

Is(T ) :=

∫ T

0

+∞∑
n=0

cnγn(t)γn+1(t) dt.

In the following lemma, we show that provided some upper bound on Js(T ) is satisfied
(assumption (28) below), then the higher-order Lyapunov functional Ps is bounded.

Lemma 5.2. Fix s ≥ 0. Assume that for some R > 0, and for all t ≥ 0, the Birkhoff
coordinates of the solution are bounded in hs+:∑

n

cnγn(t) ≤ R

(the constant R depends on the choice of s since cn = n2s). Also assume that for all ε > 0,
there exists Cs(R, ε) > 0 such that for all t ≥ 0,

Js(t) ≤ Cs(R, ε) + Cs(R, ε)
√
Is(t) + εIs(t). (28)

If the initial data belongs to h
1
2

+s
+ , i.e. if Ps(0) is finite, then Ps is bounded: there exists

C ′s(R) such that for all t ≥ 0,

Ps(t) ≤ C ′s(R) + Ps(0),

moreover, ∫ +∞

0

+∞∑
n=0

cnγn(t)γn+1(t) dt ≤ C ′s(R) + Ps(0).

Proof. We use the formula for the time derivative of Ps

d

dt
Ps(t) = −α

+∞∑
n=0

cnan(t)2γn(t)γn+1(t)− α

2

∑
n,p≥0
n 6=p

(cn + cp)an(t)ap(t)ηn,p(t).

Since for all n, an(t) ≥ 1
C(R) , an integration in time leads to

Ps(T )− Ps(0) ≤ − α

C(R)2
Is(T ) +

α

2
|Js(T )|.

We fix ε := 1
2C(R)2

. Using that by assumption,

|Js(T )| ≤ Cs(R, ε) + Cs(R, ε)
√
Is(T ) +

1

2C(R)2
Is(T )

≤ C ′s(R, ε) +
1

C(R)2
Is(T ),

we deduce that
Ps(T ) +

α

2C(R)2
Is(T ) ≤ Ps(0) +

α

2
C ′s(R, ε).
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5.2 The case s < 1
2

In the parts that follow, we prove that assumption (28) on Js(T ) is satisfied. In this
purpose, we first remove the part of Js(T ) that can be bounded with the same strategy
as the proof of Lemma 4.5. In the case s < 1

2 , we obtain a bound on Js(T ) itself, and we
deduce that if u0 ∈ Hs

r,0(T), then the solution u stays bounded in Hs
r,0(T).

Lemma 5.3. Let s ≥ 0. We assume that for all t ≥ 0,
∑

n≥0 cnγn(t) ≤ R (where
cn = n2s). Then there exists C(R) > 0 such that the following holds. For all T > 0,

|Js(T )− αKs(T )| ≤ C(R),

where

Ks(T ) =
∑
n,p
n 6=p

∫ T

0

an(t)ap(t)

iΩn,p(t)

(
cp

(
Zn(t)ζn+1(t) + ζn(t)Zn+1(t)

)
ζp(t)ζp+1(t)

+ cn

(
Zp(t)ζp+1(t) + ζp(t)Zp+1(t)

)
ζn(t)ζn+1(t)

)
dt (29)

and from (16),
Zn = 〈u|cos〉 dζn[u]. cos +〈u|sin〉 dζn[u]. sin .

Moreover, if s < 1
2 , there exists Cs(R) > 0 such that

|Js(T )| ≤ Cs(R) + Cs(R)
√
Is(T ).

Proof. We follow the strategy of proof of Lemma 4.5. For n, p ≥ 0, n 6= p, recall the
notation ηn,p = ζnζn+1ζpζp+1. Since for all t ≥ 0,

∑
n cnγn(t) ≤ R, there exists C(R) > 0

such that for all t ∈ R, ∑
n,p
n6=p

|(cn + cp)an(t)ap(t)ηn,p(t)|≤ C(R).

Therefore, one can exchange the summation sign with the time integral:

Js(T ) =
∑
n,p
n6=p

∫ T

0
(cn + cp)an(t)ap(t)ηn,p(t) dt.

For each term in the series over the indexes n and p, we use equality (23) from the proof
of Lemma 4.5, which came from the differential equation (21) satisfied by ηn,p:∫ T

0
an(t)ap(t)ηn,p(t) dt =

[
an(t)ap(t)

iΩn,p(t)
ηn,p(t)

]T
0

−
∫ T

0

d

dt

(
an(t)ap(t)

iΩn,p(t)

)
ηn,p(t) dt

+ α

∫ T

0

an(t)ap(t)

iΩn,p(t)
Fn,p(t) dt,

with
Fn,p = (Znζn+1 + ζnZn+1)ζpζp+1 + (Zpζp+1 + ζpZp+1)ζnζn+1.

We now consider the three terms in the right-hand side separately.
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1. For all t ≥ 0, we have

∑
n,p
n6=p

cn

∣∣∣∣an(t)ap(t)

iΩn,p(t)
ηn,p(t)

∣∣∣∣ ≤ C(R)

(
+∞∑
n=0

cnγn(t)

)+∞∑
p=0

γp(t)

 ≤ C ′(R).

The upper bound is independent of t by assumption. Since n and p play symmetric
roles, we also have the estimate

∑
n,p, n 6=p cp

∣∣∣an(t)ap(t)
iΩn,p(t) ηn,p(t)

∣∣∣ ≤ C ′(R).

Therefore, the series with general term
∑

n,p, n 6=p(cn + cp)
[
an(t)ap(t)
iΩn,p(t) ηn,p(t)

]T
0
is abso-

lutely convergent and bounded by some constant C ′′(R).

2. Next, recall from inequality (25) that∫ T

0

∣∣∣∣ d

dt

(
an(t)ap(t)

iΩn,p(t)

)
ηn,p(t)

∣∣∣∣ dt ≤ C(R)

∫ T

0
|〈u(t)|eix〉| |ηn,p(t)|

|n− p|
dt.

Since n and p play symmetric roles in the above upper bound, we only estimate

∑
n,p
n6=p

cn

∫ T

0

∣∣∣∣ d

dt

(
an(t)ap(t)

iΩn,p(t)

)
ηn,p(t)

∣∣∣∣ dt

≤ C(R)
(∑
n,p
n 6=p

∫ T

0
|〈u(t)|eix〉|2 cnγn(t)

|n− p|2
dt
) 1

2
(∑
n,p
n 6=p

∫ T

0
cnγn+1(t)γp(t)γp+1(t) dt

) 1
2
.

But there exists C > 0 such that for all n,
∑

p, p 6=n
1

|n−p|2 ≤ C and moreover, by
assumption,

∑
n cnγn(t) ≤ R. We conclude that

∑
n,p
n6=p

cn

∫ T

0

∣∣∣∣ d

dt

(
an(t)ap(t)

iΩn,p(t)

)
ηn,p(t)

∣∣∣∣ dt ≤ C(R)

(∫ +∞

0
|〈u(t)|eix〉|2 dt

) 1
2 √

I0(T ).

3. Finally, we prove that

∑
n,p
n6=p

cn

∫ T

0

∣∣∣∣an(t)ap(t)

iΩn,p(t)

(
Zn(t)ζn+1(t) + ζn(t)Zn+1(t)

)
ζp(t)ζp+1(t)

∣∣∣∣ dt

≤ Cs(R)

(∫ +∞

0
|〈u(t)|eix〉|2 dt

) 1
2 √

I0(T ).

By symmetry, we would also get

∑
n,p
n6=p

cp

∫ T

0

∣∣∣∣an(t)ap(t)

iΩn,p(t)

(
Zp(t)ζp+1(t) + ζp(t)Zp+1(t)

)
ζn(t)ζn+1(t)

∣∣∣∣ dt

≤ Cs(R)

(∫ +∞

0
|〈u(t)|eix〉|2 dt

) 1
2 √

I0(T ).

In this purpose, we use Corollary 2.12: if for all t ≥ 0, we have
∑

n cnγn(t) ≤ R
(recall that cn = n2s), then for all t ≥ 0,

‖dζn[u]. cos‖hs++‖dζn[u]. sin‖hs+≤ C(R).
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We deduce that Zn = 〈u|cos〉 dζn[u]. cos +〈u|sin〉dζn[u]. sin satisfies∑
n≥0

cn|Zn(t)|2≤ C(R)|〈u(t)|eix〉|2. (30)

Applying Cauchy-Schwarz’ inequality, we conclude

∑
n,p
n6=p

cn

∫ T

0

∣∣∣∣an(t)ap(t)

iΩn,p(t)
Zn(t)ζn+1(t)ζp(t)ζp+1(t)

∣∣∣∣ dt

≤ C(R)

∫ T

0

∑
n,p
n6=p

cn|Zn(t)|2

|n− p|2
dt


1
2
∫ T

0

∑
n,p
n6=p

cnγn+1γpγp+1 dt


1
2

≤ C ′(R)

(∫ +∞

0
|〈u(t)|eix〉|2 dt

) 1
2 √

I0(T ).

One can apply the same strategy to the other term (involving ζnZn+1ζpζp+1) and get
the desired inequality.

To conclude, since
∫ +∞

0 |〈u(t)|eix〉|2 dt ≤ R2, we have proven that there exists C(R) > 0
such that for all T ≥ 0,

|Js(T )− αKs(T )|≤ C(R) + C(R)
√
I0(T ) ≤ C ′(R).

For s < 1
2 , we copy the proof of point 3. and show that actually

∑
n,p, n 6=p

(cn + cp)

∫ T

0

∣∣∣∣an(t)ap(t)

iΩn,p(t)
Fn,p(t)

∣∣∣∣ dt ≤ Cs(R)

(∫ +∞

0
|〈u(t)|eix〉|2 dt

) 1
2 √

Is(T ).

Indeed, applying Cauchy-Schwarz’ inequality, we have

∑
n,p, n 6=p

(cn + cp)

∫ T

0

∣∣∣∣an(t)ap(t)

iΩn,p(t)

∣∣∣∣ |Zn(t)ζn+1(t)ζp(t)ζp+1(t)| dt

≤

∫ T

0

∑
n,p, n 6=p

(cn + cp)|Zn(t)|2

|n− p|2
dt

 1
2
∫ T

0

∑
n,p, n 6=p

(cn + cp)γn+1γpγp+1 dt

 1
2

.

Since s < 1
2 , we have an estimate of the form

∑
p, p 6=n

cp
|n−p|2 ≤ Cscn by comparing n to p

2 .
This leads to

∑
n,p, n 6=p

(cn + cp)

∫ T

0

∣∣∣∣an(t)ap(t)

iΩn,p(t)

∣∣∣∣ |Zn(t)ζn+1(t)ζp(t)ζp+1(t)| dt

≤ Cs(R)

(∫ +∞

0
|〈u(t)|eix〉|2 dt

) 1
2 √

Is(T ).

One can apply the same strategy to the three other terms composing Fn,p (see the defini-
tion (22) of Fn,p) and get the desired result.
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5.3 The case 1
2 ≤ s < 3

2

We now consider the part left to study when s ≥ 1
2 , which has been defined in (29):

Ks(T ) =
∑
n,p
n 6=p

∫ T

0

an(t)ap(t)

iΩn,p(t)

(
cp

(
Zn(t)ζn+1(t) + ζn(t)Zn+1(t)

)
ζp(t)ζp+1(t)

+ cn

(
Zp(t)ζp+1(t) + ζp(t)Zp+1(t)

)
ζn(t)ζn+1(t)

)
dt.

In order to find an upper bound for Ks(T ), we apply Theorem 1.4 and get a decomposition
for the term Zn = 〈u|cos〉 dζn[u]. cos +〈u|sin〉dζn[u]. sin. We can therefore write Ks(T ) as
a sum of terms of the form ∑

n,p

∫ T

0
cp
anap
iΩn,p

Gn,p dt,

where up to exchanging the roles of n and p, Gn,p is in one of the following two cases.

• In the first case, we take the terms corresponding to p∗n or q∗n from Theorem 1.4

Gn,p = 〈u|h0〉rnζn+σζn+1ζpζp+1,

where σ ∈ {−1, 1}, h0 = eix or e−ix, and rn satisfies the estimates

|rn|≤ C(R) and |ṙn|≤ C(R)|〈u|eix〉|,

up to exchanging the roles of the indexes n, n+ 1, p and p+ 1: we can also have

Gn,p = 〈u|h0〉rnζnζn+1+σζpζp+1.

• In the second case, we consider the terms corresponding to A∗n,k or B∗n,k from Theo-
rem 1.4

Gn,p = 〈u|h0〉
∑
k

An,kζkζk+1ζnζn+1ζpζp+1,

or
Gn,p = 〈u|h0〉

∑
k

An,kζkζk+1ζnζn+1ζpζp+1,

where h0 = eix or e−ix, and An,k satisfies the estimates

|An,k|≤ C(R) and | ˙An,k|≤ C(R)|〈u|eix〉|,

up to replacing An,k by An+1,k, Bn,k or Bn+1,k, which satisfy the same estimates.

For the sake of simplicity, we only treat the first expression of Gn,p for each situation and
assume that h0 = eix:

• either
Gn,p = 〈u|eix〉rnζn+σζn+1ζpζp+1

• or
Gn,p = 〈u|eix〉

∑
k

An,kζkζk+1ζnζn+1ζpζp+1,

but the other cases are similar.
In both cases, we decompose 〈u|h0〉 thanks to the formula from Lemma 2.6

〈u|eix〉 = −
∑
q

aqζqζq+1

(for treating the case h0 = e−ix, we would need to take the conjugate of this expression).
Then the strategy follows the proof of Lemma 4.5, where ηn,p is replaced by a longer expres-
sion, typically a product ησn,p,q of three or four of terms of the form ζqζq+1ζn+σζn+1ζpζp+1

or ζqζq+1ζkζk+1ζnζn+1ζpζp+1. In particular, we use the differential equation satisfied by
the oscillating part and integrate by parts.
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5.3.1 Border terms

Lemma 5.4. We consider a term in the first situation

Gn,p =
∑
q

aqrnζqζq+1ζn+σζn+1ζpζp+1

such that σ ∈ {−1, 1}, and for all t ≥ 0, |rn(t)|≤ C(R)| and |ṙn(t)|≤ C(R)|〈u(t)|eix〉|.
Assume that 1

2 ≤ s <
3
2 and for all t ≥ 0,

∑
n cnγn(t) ≤ R (where cn = n2s). Then for all

ε > 0, there exists Cs(R, ε) such that for all T ≥ 0,∣∣∣∣∣∣∣
∑
n,p
n6=p

cp

∫ T

0

anap
iΩn,p

Gn,p dt

∣∣∣∣∣∣∣ ≤ Cs(R, ε) + Cs(R, ε)
√
Is(T ) + εIs(T ).

Proof. The idea is to decompose Gn,p between a part which has a small time derivative,
and a part which oscillates rapidly for which we establish a differential equation. We have

anap
iΩn,p

Gn,p =
∑
q

anapaqrn
iΩn,p

ησn,p,q,

where
ησn,p,q = ζqζq+1ζn+σζn+1ζpζp+1

(for the other possible forms for Gn,p, we would have a similar formula up to placing the
σ elsewhere in the product or taking the conjugate of ζqζq+1).

The oscillating part ησn,p,q satisfies the differential equation

d

dt
ησn,p,q = iΩσ

n,p,qη
σ
n,p,q − αHσ

n,p,q, (31)

where

Hn,p,q = (Zqζq+1 + ζqZq+1)ζn+σζn+1ζpζp+1 + ζqζq+1(Zn+σζn+1 + ζn+σZn+1)ζpζp+1

+ ζqζq+1ζn+σζn+1(Zpζp+1 + ζpZp+1),

and

Ωσ
n,p,q =− ωq + ωq+1 − ωn+σ + ωn+1 + ωp − ωp+1

=2((1− σ)n+ q − p) + 1− σ2 − 2
∑
k≥q+1

γk

+ 2
∑

k≥n+σ+1

min(k, n+ σ)γk − 2
∑

k≥n+2

min(k, n+ 1)γk + 2
∑
k≥p+1

γk.

We write

Ωσ
n,p,q = 2

(
(1− σ)n+ q − p+ Ω̃σ

n,p,q

)
,

with |Ω̃σ
n,p,q|≤ C0(R) and | d

dt Ω̃
σ
n,p,q|≤ C0(R)|〈u|eix〉|. For all n, p, q such that |(1 − σ)n +

q − p|> C0(R) + 1, one has Ωσ
n,p,q 6= 0, so that one can divide by Ωσ

n,p,q in the differential
equation satisfied by ησn,p,q.
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We split

∑
n,p, n 6=p

cp

∫ T

0

anap
iΩn,p

Gn,p dt =
∑

n,p,q, n 6=p
|(1−σ)n+q−p|>C0(R)+1

cp

∫ T

0

anapaqrn
iΩn,p

ησn,p,q dt

+
∑

n,p,q, n 6=p
|(1−σ)n+q−p|≤C0(R)+1

cp

∫ T

0

anapaqrn
iΩn,p

ησn,p,q dt.

•We first show that for all ε > 0, there exists Cs(R, ε) such that the part with indexes
n, p, q satisfying |(1 − σ)n + q − p|≤ C0(R) + 1 is bounded by εIs(T ) + Cs(R, ε)

√
Is(T ).

Indeed, since |anapaqrn|≤ C(R), we have from the Cauchy-Schwarz’ inequality

∑
n,p,q, n 6=p

|(1−σ)n+q−p|≤C0(R)+1

cp

∣∣∣∣∫ T

0

anapaqrn
iΩn,p

ησn,p,q dt

∣∣∣∣

≤ C(R)

∫ T

0

∑
n,p,q, n 6=p

|(1−σ)n+q−p|≤C0(R)+1

cpγqγq+1γn+σ dt


1
2

∫ T

0

∑
n,p,q, n 6=p

|(1−σ)n+q−p|≤C0(R)+1

cp
|n− p|2

γn+1γpγp+1 dt


1
2

.

For fixed n and q, the possible indexes p in the sum belong to an interval of length C(R).
Moreover, since p ≤ C(R) + 4n+ q, we have cp ≤ C(R) max(cn, cq) ≤ C(R)cncq, so that∑

n,p,q, n 6=p
|(1−σ)n+q−p|≤C0(R)+1

cpγqγq+1γn+σ ≤ C(R)
∑
n

cnγn+σ

∑
q

cqγqγq+1 ≤ C ′(R)
∑
q

cqγqγq+1,

and ∫ T

0

∑
n,p,q, n 6=p

|(1−σ)n+q−p|≤C0(R)+1

cpγqγq+1γn+σ dt ≤ C ′(R)Is(T ).

Now, fix ε > 0. Then there exists N0 = N0(ε) such that for all t ≥ 0,
∑

n≥N0
γn+1(t) ≤ ε

(recall that by assumption, for all t ≥ 0,
∑

n n
2sγn(t) ≤ R). Moreover, up to increasing

N0, we also have ∑
n, |n−p|≥N0

γn+1

|n− p|2
≤ C(R)

∑
n, |n−p|≥N0

1

|n− p|2
≤ ε.

In the two cases n ≥ N0 or |n− p|≥ N0, we deduce∑
n,p,q, n 6=p

n≥N0 or |n−p|≥N0

|(1−σ)n+q−p|≤C0(R)+1

cp
|n− p|2

γn+1γpγp+1 ≤ C(R)
∑

n,p, n 6=p
n≥N0 or |n−p|≥N0

cp
|n− p|2

γn+1γpγp+1

≤ εC ′(R)
∑
p

cpγpγp+1.
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Otherwise, we have n ≤ N0 and |n− p|≤ N0, therefore∑
n,p,q, n 6=p

n≤N0 and |n−p|≤N0

|(1−σ)n+q−p|≤C0(R)+1

cp
|n− p|2

γn+1γpγp+1 ≤ C(R)
∑

n,p, n 6=p
n≤N0 and |n−p|≤N0

cp
|n− p|2

γn+1γpγp+1

≤ C ′(R)N2s
0

∑
p

γpγp+1.

Since
∫ T

0

∑
p γpγp+1 dt ≤ C(R) (see Proposition 4.3), we deduce that for any ε > 0, there

exists Cs(R, ε) such that∫ T

0

∑
n,p,q, n 6=p

|(1−σ)n+q−p|≤C0(R)+1

cp
|n− p|2

γn+1γpγp+1 dt ≤ εC(R)Is(T ) + Cs(R, ε).

Therefore we conclude that∑
n,p,q, n 6=p

|(1−σ)n+q−p|≤C0(R)+1

cp

∣∣∣∣∫ T

0

anapaqrn
iΩn,p

ησn,p,q dt

∣∣∣∣ ≤ C(R)
√
Is(T )

√
εC(R)Is(T ) + Cs(R, ε).

In other words, for all ε > 0, there exists Cs(R, ε) such that

∑
n,p,q, n 6=p

|(1−σ)n+q−p|≤C0(R)+1

cp

∣∣∣∣∫ T

0

anapaqrn
iΩn,p

ησn,p,q dt

∣∣∣∣ ≤ εIs(T ) + Cs(R, ε)
√
Is(T ).

•We now tackle the indexes n, p and q such that n 6= p and |(1−σ)n+q−p|> C0(R)+1
(so that Ωσ

n,p,q 6= 0). We use the differential equation (31) satisfied by ησn,p,q, and get that∫ T

0

anap
iΩn,p

Gn,p dt = −
∫ T

0

anapaqrn
Ωn,pΩσ

n,p,q

(
d

dt
ησn,p,q + αHσ

n,p,q

)
dt.

We perform an integration by parts for the first term in the right-hand side of this equality:∫ T

0

anap
iΩn,p

Gn,p dt =

[
− anapaqrn

Ωn,pΩσ
n,p,q

ησn,p,q

]T
0

+

∫ T

0

d

dt

(
anapaqrn
Ωn,pΩσ

n,p,q

)
ησn,p,q dt

− α
∫ T

0

anapaqrn
Ωn,pΩσ

n,p,q

Hσ
n,p,q dt.

It remains to study the summability properties for each of those three terms.

1. First, we see that since
∑

p cpγp(t) ≤ R for all t ≥ 0, then

∑
n,p,q, n 6=p

|(1−σ)n+q−p|>C0(R)+1

cp

∣∣∣∣∣
[
− anapaqrn

Ωn,pΩσ
n,p,q

ησn,p,q

]T
0

∣∣∣∣∣
≤ C(R)

∑
n,p,q

cp
√
γqγq+1γn+σγn+1γpγp+1 ≤ C ′(R).
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2. Then, we apply Cauchy-Schwarz’ inequality to the second term∑
n,p,q, n 6=p

|(1−σ)n+q−p|>C0(R)+1

cp

∫ T

0

∣∣∣∣ d

dt

(
anapaqrn
Ωn,pΩσ

n,p,q

)
ησn,p,q

∣∣∣∣ dt

≤ C(R)

∫ T

0

∑
n,p,q, n 6=p

|(1−σ)n+q−p|>C0(R)+1

cpγpγn+σ

∣∣∣∣ d

dt

(
anapaqrn
Ωn,pΩσ

n,p,q

)∣∣∣∣2 dt


1
2

∫ T

0

∑
n,p,q, n 6=p

|(1−σ)n+q−p|>C0(R)+1

cpγp+1γn+1γqγq+1 dt


1
2

.

On the one hand, we have∫ T

0

∑
n,p,q

cpγp+1γn+1γqγq+1 dt ≤ C(R)I0(T ).

On the other hand, we establish a bound for
∣∣∣ d

dt

(
anapaqrn
Ωn,pΩσn,p,q

)∣∣∣. We have already seen
that ∣∣∣∣ d

dt

(
anapaq
iΩn,p

)∣∣∣∣ ≤ C(R)
|〈u|eix〉|
|Ωn,p|

.

Since we also have ∣∣∣∣ d

dt
Ωσ
n,p,q

∣∣∣∣ ≤ C(R)|〈u|eix〉|

and by assumption, ∣∣∣∣ d

dt
rn

∣∣∣∣ ≤ C(R)|〈u|eix〉|,

we deduce∫ T

0
cpγpγn+σ

∣∣∣∣ d

dt

(
anapaqrn
Ωn,pΩσ

n,p,q

)∣∣∣∣2 dt ≤ C(R)

∫ T

0

cpγpγn+σ

|Ωn,pΩσ
n,p,q|2

|〈u|eix〉|2 dt.

But since |Ωσ
n,p,q|≥ 2(|(1− σ)n+ q − p|−C0(R)) ≥ 1, we can use that∑

q
|(1−σ)n+q−p|>C0(R)+1

1

|Ωσ
n,p,q|2

≤ C(R),

and we get that the following series is convergent and bounded by C(R):∑
n,p,q, n 6=p

|(1−σ)n+q−p|>C0(R)+1

cpγpγn+σ

|Ωn,pΩσ
n,p,q|2

≤ C(R)
∑
n,p
n6=p

cpγpγn+σ

|n− p|2
≤ C ′(R).

We deduce∫ T

0

∑
n,p,q, n 6=p

|(1−σ)n+q−p|>C0(R)+1

cpγpγn+σ

∣∣∣∣ d

dt

(
anapaqrn
Ωn,pΩσ

n,p,q

)∣∣∣∣2 dt ≤ C(R).

To conclude, we have proven that∑
n,p,q, n 6=p

|(1−σ)n+q−p|>C0(R)+1

cp

∫ T

0

∣∣∣∣ d

dt

(
anapaqrn
Ωn,pΩσ

n,p,q

)
ησn,p,q

∣∣∣∣ dt ≤ C(R)
√
I0(T ).
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3. Finally, recall that

Hσ
n,p,q = (Zqζq+1 + ζqZq+1)ζn+σζn+1ζpζp+1 + ζqζq+1(Zn+σζn+1 + ζn+σZn+1)ζpζp+1

+ ζqζq+1ζn+σζn+1(Zpζp+1 + ζpZp+1).

We estimate for instance the term∣∣∣∣∣∣∣∣
∑

n,p,q, n 6=p
|(1−σ)n+q−p|>C0(R)+1

cp

∫ T

0

anapaqrn
Ωn,pΩσ

n,p,q

Zqζq+1ζn+σζn+1ζpζp+1 dt

∣∣∣∣∣∣∣∣
≤ C(R)

 ∑
n,p,q, n 6=p

|(1−σ)n+q−p|>C0(R)+1

∫ T

0
cpγpγp+1γq+1γn+σ dt


1
2

 ∑
n,p,q, n 6=p

|(1−σ)n+q−p|>C0(R)+1

∫ T

0

cpγn+1

|Ωn,pΩσ
n,p,q|2

|Zq|2 dt


1
2

.

On the one hand,

∑
n,p,q, n 6=p

|(1−σ)n+q−p|>C0(R)+1

∫ T

0
cpγpγp+1γq+1γn+σ dt ≤ C(R)Is(T ).

On the other hand, we first estimate the sum over indexes p:∑
p, p 6=n

|(1−σ)n+q−p|>C0(R)+1

cp
|Ωn,pΩσ

n,p,q|2

≤ C(R)
∑
p, p 6=n

|(1−σ)n+q−p|>C0(R)+1

p2s

|n− p|2(1 + |(1− σ)n+ q − p|)2
.

When p ≥ 2n and p ≥ 2((1 − σ)n + q), the general term of the series is bounded
by Cs

p2s

p4
, and this defines a convergent series since s < 3

2 . Otherwise, p2s ≤
Cs max(n, q)2s and the series

∑
p,p 6=n

1
|n−p|2 is convergent. We deduce that∑

p, p 6=n
|(1−σ)n+q−p|>C0(R)+1

cp
|Ωn,pΩσ

n,p,q|2
≤ Cs max(n, q)2s,

so that ∑
n,p,q, n 6=p

|(1−σ)n+q−p|>C0(R)+1

cpγn+1

|Ωn,pΩσ
n,p,q|2

|Zq|2≤ Cs
∑
n,q

max(n, q)2sγn+1|Zq|2.

But by assumption,
∑

n n
2sγn ≤ R, moreover, we have seen in (30) that∑

k

ck|Zk|2≤ C(R)|〈u|eix〉|2.
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Therefore, we get an estimate for this second term∑
n,p,q, n 6=p

|(1−σ)n+q−p|>C0(R)+1

∫ T

0

cpγn+1

|Ωn,pΩσ
n,p,q|2

|Zq|2 dt ≤ Cs(R).

To conclude, have proven that∣∣∣∣∣∣∣∣
∑

n,p,q, n 6=p
|(1−σ)n+q−p|>C0(R)+1

cp

∫ T

0

anapaqrn
Ωn,pΩσ

n,p,q

Zqζq+1ζn+σζn+1ζpζp+1 dt

∣∣∣∣∣∣∣∣ ≤ Cs(R)
√
Is(T ).

This proof also works when exchanging the roles of n and q and with a small variant
when exchanging the roles of n and p.

5.3.2 Central terms

Lemma 5.5. Let us consider a term in the second situation

Gn,p =
∑
q,k

aqAn,kηn,p,q,k,

with
ηn,p,q,k = ζqζq+1ζkζk+1ζnζn+1ζpζp+1,

and such that for all t ≥ 0, |An,k(t)|≤ C(R) and | ˙An,k(t)|≤ C(R)|〈u|eix〉|. Fix 1
2 ≤ s <

3
2 ,

and assume that for all t ≥ 0,
∑

n cnγn(t) ≤ R (where cn = n2s). Then for all ε > 0, there
exists Cs(R, ε) such that for all T ≥ 0,∣∣∣∣∣∣∣

∑
n,p
n6=p

cp

∫ T

0

anap
iΩn,p

Gn,p dt

∣∣∣∣∣∣∣ ≤ Cs(R, ε) + Cs(R, ε)
√
Is(T ) + εIs(T ).

Proof. The proof follows the proof in the above part 5.3.1. We first compute the differential
equation satisfied by ηn,p,q,k:

d

dt
ηn,p,q,k = iΩn,p,q,kηn,p,q,k − αHn,p,q,k, (32)

where

Ωn,p,q,k = −ωq + ωq+1 + ωk − ωk+1 − ωn + ωn+1 + ωp − ωp+1

= 2(q − k + n− p)− 2
∑
l≥q+1

γl + 2
∑
l≥k+1

γl − 2
∑
l≥n+1

γl + 2
∑
l≥p+1

γl

= 2((q − k + n− p) + Ω̃n,p,q,k),

where |Ω̃n,p,q,k|≤ C0(R), | d
dt Ω̃n,p,q,k|≤ C0(R)|〈u|eix〉|, and

Hn,p,q,k = (Zqζq+1 +ζqZq+1)ζkζk+1ζnζn+1ζpζp+1 +ζqζq+1(Zkζk+1 +ζkZk+1)ζnζn+1ζpζp+1

+ ζqζq+1ζkζk+1(Znζn+1 + ζnZn+1)ζpζp+1 + ζqζq+1ζkζk+1ζnζn+1(Zpζp+1 + ζpZp+1).

For all n, p, q, k such that |q− k+n− p|−C0(R) ≥ 1, one has Ωn,p,q,k 6= 0, so that one can
divide by Ωn,p,q,k in the differential equation satisfied by ηn,p,q,k.
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We split

∑
n,p
n6=p

cp

∫ T

0

anap
iΩn,p

Gn,p dt =
∑

n,p,q,k, n6=p
|q−k+n−p|>C0(R)+1

cp

∫ T

0

anapaqAn,k
iΩn,p

ηn,p,q,k dt

+
∑

n,p,q,k, n6=p
|q−k+n−p|≤C0(R)+1

cp

∫ T

0

anapaqAn,k
iΩn,p

ηn,p,q,k dt.

• We first show that the part with indexes n, p, q and k such that n 6= p and |q − k +
n− p|≤ C0(R) + 1 is bounded by εIs(T ) + Cs(R, ε)

√
Is(T ). Indeed, we have

∑
n,p,q,k, n6=p

|q−k+n−p|≤C0(R)+1

cp

∣∣∣∣∫ T

0

anapaqAn,k
iΩn,p

ηn,p,q,k dt

∣∣∣∣
≤ C(R)

∑
n,p,q,k, n6=p

|q−k+n−p|≤C0(R)+1

cp
|n− p|

∫ T

0

√
γqγq+1γkγk+1γnγn+1γpγp+1 dt,

so that from the Cauchy-Schwarz’ inequality,

∑
n,p,q,k, n6=p

|q−k+n−p|≤C0(R)+1

cp

∣∣∣∣∫ T

0

anapaqAn,k
iΩn,p

ηn,p,q,k dt

∣∣∣∣

≤ C(R)

∫ T

0

∑
n,p,q,k, n6=p

|q−k+n−p|≤C0(R)+1

cpγqγq+1γkγn dt


1
2

∫ T

0

∑
n,p,q,k, n6=p

|q−k+n−p|≤C0(R)+1

cp
|n− p|2

γk+1γn+1γpγp+1 dt


1
2

.

For fixed n, q and k, the possible indexes p lie in an interval of length C(R). Moreover,
since p ≤ C(R) + q + k + n, we have cp ≤ C(R) max(cn, cq, ck) ≤ C(R)cncqck, so that∑

n,p,q,k, n6=p
|q−k+n−p|≤C0(R)+1

cpγqγq+1γkγn ≤ C(R)
∑
k

ckγk
∑
n

cnγn
∑
q

cqγqγq+1

and ∫ T

0

∑
n,p,q,k, n6=p

|q−k+n−p|≤C0(R)+1

cpγqγq+1γkγn ≤ C ′(R)Is(T ).

Moreover, fix ε > 0. Then there exists N0 = N0(ε) such that for all t ≥ 0,∑
n≥N0

γn+1(t) ≤ ε

and ∑
n, |n−p|≥N0

γn+1

|n− p|2
≤ C(R)

∑
n, |n−p|≥N0

1

|n− p|2
≤ ε.

57



In the two cases n ≥ N0 or |n− p|≥ N0, we deduce∑
n,p,q,k, n6=p

n≥N0 or |n−p|≥N0

|q−k+n−p|≤C0(R)+1

cp
|n− p|2

γn+1γk+1γpγp+1 ≤ C(R)
∑

n,p, n 6=p
n≥N0 or |n−p|≥N0

cp
|n− p|2

γn+1γpγp+1

≤ εC(R)
∑
p

cpγpγp+1.

Otherwise,∑
n,p,q,k, n6=p

n≤N0 and |n−p|≤N0

|q−k+n−p|≤C0(R)+1

cp
|n− p|2

γn+1γk+1γpγp+1 ≤ C(R)
∑

n,p, n 6=p
n≤N0 and |n−p|≤N0

cp
|n− p|2

γn+1γpγp+1

≤ C ′(R)N2s
0

∑
p

γpγp+1.

Since
∫ T

0

∑
p γpγp+1 dt ≤ C(R), we deduce that for any ε > 0, there exists Cs(R, ε) such

that ∫ T

0

∑
n,p,q,k, n6=p

|q−k+n−p|≤C0(R)+1

cp
|n− p|2

γn+1γk+1γpγp+1 dt ≤ εC(R)Is(T ) + Cs(R, ε).

We conclude that for all ε > 0, there exists Cs(R, ε) such that for all T ≥ 0,

∑
n,p,q,k, n6=p

|q−k+n−p|≤C0(R)+1

cp

∣∣∣∣∫ T

0

anapaqAn,k
iΩn,p

ηn,p,q,k dt

∣∣∣∣ ≤ εIs(T ) + Cs(R, ε)
√
Is(T ).

• We now tackle the indexes n, p, q and k such that |q − k + n − p|> C0(R) + 1, so
that Ωn,p,q,k 6= 0. We use the differential equation (32) satisfied by ηn,p,q,k, and get that if
|q − k + n− p|> C0(R) + 1, then∫ T

0

anap
iΩn,p

Gn,p dt = −
∫ T

0

anapaqAn,k
Ωn,pΩn,p,q,k

(
d

dt
ηn,p,q,k + αHn,p,q,k

)
dt.

We perform an integration by parts for the first term in the right-hand side of this equality:∫ T

0

anap
iΩn,p

Gn,p dt =

[
−
anapaqAn,k
Ωn,pΩn,p,q,k

ηn,p,q,k

]T
0

+

∫ T

0

d

dt

(
anapaqAn,k
Ωn,pΩn,p,q,k

)
ηn,p,q,k dt

− α
∫ T

0

anapaqAn,k
Ωn,pΩn,p,q,k

Hn,p,q,k dt.

It remains to study the summability properties for each of those three terms.

1. First, we see that thanks to the assumption
∑

p cpγp ≤ C(R), we have

∑
n,p,q,k

|q−k+n−p|>C0(R)+1

cp

∣∣∣∣∣
[
−
anapaqAn,k
Ωn,pΩn,p,q,k

ηn,p,q,k

]T
0

∣∣∣∣∣
≤ C(R)

∑
n,p,q,k

cp
√
γqγq+1γkγk+1γnγn+1γpγp+1 ≤ C ′(R).
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2. Then, we apply Cauchy-Schwarz’ inequality to the second term:

∑
n,p,q,k

|q−k+n−p|>C0(R)+1

cp

∫ T

0

∣∣∣∣ d

dt

(
anapaqAn,k
Ωn,pΩn,p,q,k

)
ηn,p,q,k

∣∣∣∣ dt

≤ C(R)

∫ T

0

∑
n,p,q,k

|q−k+n−p|>C0(R)+1

cpγpγkγn

∣∣∣∣ d

dt

(
anapaqAn,k
Ωn,pΩn,p,q,k

)∣∣∣∣2 dt


1
2

∫ T

0

∑
n,p,q,k

|q−k+n−p|>C0(R)+1

cpγp+1γk+1γn+1γqγq+1 dt


1
2

.

On the one hand, we have∫ T

0

∑
n,p,q

cpγp+1γk+1γn+1γqγq+1 dt ≤ C(R)I0(T ).

On the other hand, we know that∣∣∣∣ d

dt

(
anapaqAn,k
Ωn,pΩn,p,q,k

)∣∣∣∣ ≤ C(R)
|〈u|eix〉|

|Ωn,pΩn,p,q,k|
.

But using that
∑

q, |q−k+n−p|>C0(R)+1
1

|Ωn,p,q,k|2
≤ C(R), we get that the following

series is convergent and bounded by C(R):∑
n,p,q,k, n6=p

|q−k+n−p|>C0(R)+1

cpγpγkγn
|Ωn,pΩn,p,q,k|2

≤ C(R)
∑
n,p,k
n 6=p

cpγpγkγn
|n− p|2

≤ C ′(R).

We deduce ∑
n,p,q,k, n6=p

|q−k+n−p|>C0(R)+1

cp

∫ T

0

∣∣∣∣ d

dt

(
anapaqAn,k
Ωn,pΩn,p,q,k

)
ηn,p,q,k

∣∣∣∣ dt ≤ C(R)
√
I0(T ).

3. Finally, recall that

Hn,p,q,k = (Zqζq+1 + ζqZq+1)ζkζk+1ζnζn+1ζpζp+1

+ ζqζq+1(Zkζk+1 + ζkZk+1)ζnζn+1ζpζp+1

+ ζqζq+1ζkζk+1(Znζn+1 + ζnZn+1)ζpζp+1

+ ζqζq+1ζkζk+1ζnζn+1(Zpζp+1 + ζpZp+1).
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We estimate for instance the term∣∣∣∣∣∣∣∣
∑

n,p,q,k, n6=p
|q−k+n−p|>C0(R)+1

cp

∫ T

0

anapaqAn,k
Ωn,pΩn,p,q,k

Zqζq+1ζkζk+1ζnζn+1ζpζp+1 dt

∣∣∣∣∣∣∣∣
≤ C(R)

 ∑
n,p,q,k, n6=p

|q−k+n−p|>C0(R)+1

∫ T

0
cpγpγp+1γq+1γk+1γn dt


1
2

 ∑
n,p,q,k, n6=p

|q−k+n−p|>C0(R)+1

∫ T

0

cpγn+1γk
|Ωn,pΩn,p,q,k|2

|Zq|2 dt


1
2

.

On the one hand, ∑
n,p,q,k, n6=p

|q−k+n−p|>C0(R)+1

∫ T

0
cpγpγp+1γq+1γk+1γn dt ≤ C(R)Is(T ).

On the other hand, we first estimate the sum over indexes p:∑
p, p 6=n

|q−k+n−p|>C0(R)+1

cp
|Ωn,pΩn,p,q,k|2

≤ C(R)
∑
p, p 6=n

|q−k+n−p|>C0(R)+1

p2s

|n− p|2(1 + |q − k + n− p|)2
.

When p ≥ 2n and p ≥ 2(q − k + n), the general term inside the summation term is
bounded by Cs p

2s

p4
, and this defines a convergent series since s < 3

2 . Otherwise, we
have p2s ≤ max(n, q, k)2s and the series

∑
p,p 6=n

1
|n−p|2 is convergent. We deduce that∑

p, p 6=n
|q−k+n−p|>C0(R)+1

cp
|Ωn,pΩn,p,q,k|2

≤ Cs max(n, q, k)2s,

so that ∑
n,p,q,k, n6=p

|q−k+n−p|>C0(R)+1

cpγn+1γk
|Ωn,pΩn,p,q,k|2

|Zq|2≤ Cs
∑
n,q,k

max(n, q, k)2sγn+1γk|Zq|2.

Since
∑

l l
2sγl ≤ C(R), and since from inequality (30) we have∑

l

l2s|Zl|2≤ C(R)|〈u|eix〉|2,

we get the bound ∑
n,p,q,k, n6=p

|q−k+n−p|>C0(R)+1

∫ T

0

cpγn+1γk
|Ωn,pΩn,p,q,k|2

|Zq|2 dt ≤ Cs(R).
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To conclude, we have proven that∣∣∣∣∣∣∣∣
∑

n,p,q,k, n6=p
|q−k+n−p|>C0(R)+1

cp

∫ T

0

anapaqAn,k
Ωn,pΩn,p,q,k

Zqζq+1ζkζk+1ζnζn+1ζpζp+1 dt

∣∣∣∣∣∣∣∣ ≤ Cs(R)
√
Is(T ).

This proof also works when exchanging the roles of n and q, and with a small variant
when exchanging the roles of n and p.

Remark 5.6. We have proven that
∑

n n
1+2sγn is bounded for exponents s satisfying

s < 3
2 . To increase the range of exponents s, we would need to further decompose the term

Zq appearing in point 3 of subparts 5.3.1 and 5.3.2. This would lead us to consider finite
products of the following form. Let h0 = cos or h0 = sin, N = (n1, . . . , nk) be a finite set
of indexes, and Σ = (σ1, . . . , σk) be a finite set of indexes bounded by some finite constant
c(k). Then we would have to study

GN,Σ = 〈u|h0〉AN,Σζn1ζn1+σ1 . . . ζnkζnk+σk ,

provided the uniform estimates

|AN,Σ|≤ C(R) and |ȦN,Σ|≤ C(R)|〈u|eix〉|.

In particular, we should use the differential equation satisfied by this term and integrate by
parts in the same way as before, following the idea of proof from Lemma 4.5.
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