
HAL Id: hal-02960359
https://hal.science/hal-02960359

Submitted on 22 Aug 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution - NonCommercial 4.0 International License

A collaborative caching strategy for content-centric
enabled wireless sensor networks

Ghada Jaber, Rahim Kacimi

To cite this version:
Ghada Jaber, Rahim Kacimi. A collaborative caching strategy for content-centric enabled wireless
sensor networks. Computer Communications, 2020, Part of special issue: SI: Mobile Information
Centric Networking, 159, pp.60-70. �10.1016/j.comcom.2020.05.018�. �hal-02960359�

https://hal.science/hal-02960359
http://creativecommons.org/licenses/by-nc/4.0/
http://creativecommons.org/licenses/by-nc/4.0/
https://hal.archives-ouvertes.fr


A Collaborative Caching Strategy for Content-Centric enabled Wireless Sensor Networks

Ghada Jabera,∗, Rahim Kacimib

aUniversity of Technology of Compiegne, Heudiasyc, Compiègne, France.
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Abstract

The Content-Centric Networking (CCN) is an efficient traffic handling technology by accessing content with its name instead of
its physical location and achieving in-network caching. Indeed, CCN caching ensures high content availability, network traffic
reduction, and low retrieval latency which reduces congestion and improves end-to-end delay. Moreover, it could greatly improve
the efficiency of content delivery in Wireless Sensor Networks (WSNs). In this article, we propose to exploit this feature to enable
CCN in WSN environments. The CCN architecture enables the content caching on each sensor-node in WSN and several research
studies have been devoted to the caching management issue in such a context. However, caching the content on all the nodes is not a
good strategy in terms of resource utilization. It is, therefore, necessary to determine where to cache and how to handle it in order to
optimize the resources while realizing a high-interest satisfaction rate. Thus, our objective is to study existing caching strategies and
propose a novel one that takes into account the node centrality and its distance from the source of the content. Through extensive
simulations, we examine the performance of our scheme under different configurations and demonstrate how it outperforms the
traditional caching strategies such as LCE (Leave Copy Everywhere) and LCD (Leave Copy Down).

Keywords: Wireless sensor networks, information centric networking, content-centric networking, caching, energy efficiency,
content popularity.

1. Introduction

Wireless sensor networks are an essential part of the ”per-
ception” layer of the Internet of Things (IoT). They connect the
digital world created by conventional computer networks to the
physical world. Moreover, they continually bring new appli-
cations to out lives through a large number of nodes that col-
lect, process and disseminate environmental data. Therefore,
today circulates on this layer a large and varied volume of data
generated in a continuous way with a greater emphasis on the
information and not on its source location [1].

Besides naive data dissemination approaches such as flood-
ing and gossiping, many communication patterns are being
studied in wireless sensor networks and they do not often fol-
low the sender/receiver one of the Internet or the many-to-one
pattern of telemetry and monitoring applications. Indeed, there
are several applications for which traditional schemes does not
fit. For instance, data-centric paradigms wherein a sensor node
requests information where an interesting event is hapenning
(e.g., sensor reading has exceeded a threshold). Thus, the re-
quester does not necessarily wish to request information from
a particular node but rather from any node that can provide the
data. Similarly, it is often the case in Publish-subscribe ap-
proach which allows a sensor to publish the data readings it
produces. Then the other nodes may subscribe to the data by
registering an interest.

∗Corresponding author. Tel.: +33 561-557-471.
Email address: ghada.jaber@utc.fr (Ghada Jaber)

Furthermore we can find CCN which offers in-network
caching that contribute in alleviating the pressure on the net-
work bandwidth in WSNs while spreading content copies be-
tween the network nodes in a distributed and efficient manner
[2, 3, 4]. Caching is the essential feature of content-centric
networking which has been used for many enhancement like
fault-tolerance, improving communication over WSNs, multi-
casting applications, and improving the network performance
[5]. Thanks to this feature, users can recover faster the re-
quested content from the intermediate nodes [6]. Then, the traf-
fic load could significantly be reduced and the data availability
could increase [7]. However, it is important to ensure that the
adopted in-network caching has to be efficient and manage con-
tent distribution in an intelligent way. In-network caching in
ICN depends essentially on the caching strategy which identi-
fies the content placement and on the cache replacement policy
that decides on which content to eject from the cache once this
latter is full. Therefore, these two strategies have to be well
investigated in order to fit the WSNs requirements.

Our contribution is related to the in network-caching. Our
goal is to study the existing caching strategies (placement and
replacement ones) and try to see the impact of certain param-
eters by proposing a caching strategy which takes into account
the network constraints in order to optimize the network perfor-
mance. Indeed, to ensure a certain level of diversity, cache hit,
and energy efficiency, we propose an effective caching place-
ment strategy that chooses the sensor-nodes on which to cache
by taking into account their degree and their distance from the
source of the content. We also proposed a scheme to avoid
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as possible the problem of interest loop in CCN-WSNs which
causes energy wasting and latency increasing. We also compare
the proposed strategy to the existing approaches to show how it
overcome them on certain performance metrics.

The remainder of this article is organized as follows: in the
next section, we survey the recent work on in-network caching
and CCN. Section 3 presents the use case. The proposed strat-
egy is described in section 4. Section 5 details the performance
evaluation part. In section 6, we summarize and conclude this
study.

2. Related work

In-network content storage has become an inherent capa-
bility of content-centric networking architecture which raises
new challenges in the use and the provision of the caching
placement. Therefore, a trade-off between the network per-
formance and the provisioning cost has to be found [8]. As
one of the most promising potential architecture for the future
Internet, Content-Centric Networking has attracted a lot of at-
tention. CCN integrates the content routing and caching pro-
cess in the network layer, and can potentially achieve good
performance in terms of resource utilization and content dis-
semination efficiency [9]. Hence, it offers transparent and
ubiquitous in-network caches which are the fundamental build-
ing block that guarantees efficient content retrieval [10]. Be-
sides, caching nodes in CCN are application-independent. By
against, the traditional caching system is application depen-
dent and caches use proprietary protocols [11]. Among sev-
eral existing works in the literature, it was demonstrated in
[12] that ICN caching mechanism including CCN outperforms
traditional caching technologies in terms of network quality
of service especially delivery latency, network resource con-
sumption, and end-user experience. Nevertheless, in-network
caching poses many decision challenges related to ”content
placement” (WHERE to cache the content), ‘content replace-
ment’ (WHICH content is to evict from the cache), and ‘request
routing’ (HOW to redirect interests to an optimal cache).

Caching data at locations that minimize the number of trans-
missions in the network reduces the power consumption in the
network and hence extends its lifetime. However, excessive
caching can lead to high costs (in terms of energy and delay)
and performance degradation. Finding the best locations of
the nodes for caching optimizes the communication [13]. Ef-
fectively, caching in CCN deals with several types of traffic and
any node in the network can handle caching. However, old
caching technologies are defined for specific traffic and usu-
ally located in a predetermined location such as the LCE strat-
egy (Leave Copy Everywhere) and LCD strategy (Leave Copy
down) [14]. Indeed, LCE is defined by its operation of caching
data in every node crossed. Part of the practice of the ICN is
the ability to make information readable and easily accessible
as described in ICN initial proposal. When LCE is used, one the
user sends an interest, the cache hit is high due to the success
of finding content available in nodes.

LCE is generally a good choice in case of flash-crowd events
or cases of highly skewed content popularity distributions and

it does not require any coordination [15]. However, LCD is a
cache management strategy that defines the form and manner of
content caching on nodes. Its operation works similarly to the
popular ‘drop at the first neighbor’ process. This technique re-
quires minimal coordination among caching nodes as they can
signal to other downstream nodes whether to cache the content
or not.

Gayathri et al., [16] proposed an information-centric scheme
for wireless sensor networks using cognitive in-network de-
vices. Then, the routing decisions became dynamic and
based on specific Knowledge and Reasoning-observations in
the WSNs. These techniques are used at the cognitive device
and can provide reliability, better delay, and network through-
put over the communication paths.

As discussed in [17], many researchers start to exploit
information-centric networking in WSNs since they present the
major technique in the sensing layer of the Internet of Things.
The authors proposed a collaborative caching strategy for the
information-centric wireless sensor network composed of three
steps: the cache size adjustment based on the node betweeness,
the cache decision which is based on the data replacement fre-
quency and cache replacement policy based on content value.
They argue that nodes can find a balance between caching per-
formance and storage consumption.

Authors in [5] provided a model for the trade-off between
multihop communication costs and the freshness of a transient
data item. They showed that the model can successfully cap-
ture the effect of data transiency and realizes considerable sav-
ings in terms of reduction of network load, especially for highly
requested data items.

In [13], the authors presented a cache placement scheme
called NCP that takes into consideration IoT traffic. When se-
lecting the optimal caching nodes, the proposed scheme mini-
mizes the cost of moving the content from source nodes to in-
termediate nodes, the cost of content caching and the cost of
content delivery to users. It shows through a multiobjective
function that the cache utilization was enhanced with fast data
retrievel, diversity and cache distribution.

The design of cache replacement algorithms is realized for
content distribution purposes. When the network becomes sta-
ble and the node cache overflows, a replacement policy, such as
Least Recently Used (LRU), Least Frequently Used (LFU) or
First In First Out (FIFO) is used to evict one of the cached con-
tents to make room for the newly arrived one. Indeed, LFU stat-
ically places in the cache the C most frequently requested data
[15] and its implementation requires content popularity ranking
to be known beforehand. While in LRU, the idea is to keep the
data recently used and to replace it with the other data. LRU has
two advantages that make it very popular, it is very responsive
to non-stationary trends since its replacement decisions are ex-
clusively based on recency and it cannot perform significantly
worse than LFU because the ratio between the optimal cache
hit ratio and LRU cache hit ratio is bounded [15].

We assume that the content placement and replacement play
a significant role in the resulting in traffic and energy reduc-
tion. Furthermore, the selection of an appropriate node so that
it could be able to serve future requests for a longer time is
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very important. Consequently, addressing the location prob-
lem of caches is an important part of the campaign for in-
network caching in CCN. We remind that, in this article, we
consider sensor environments. Hence, we propose a CCN-
WSNs context-aware caching strategy which integrates new
content placement and replacement policies.

To summarize, many works investigated content caching in
CCN. Several works treated this in CCN-WSNs. However, to
the best of our knowledge, no one proposed a caching strategy
that combines at the same time the node degree and its dis-
tance from the source, and aims to reduce energy consumption,
traveled path and increase cache diversity. Motivated by the
aforementioned shortcomings, this article proposes a design of
a caching strategy to decide where to place content copies de-
pending on the node degree and its distance from the source.

3. Use Case

In this section, we present some essential use cases in neO-
Campus grant [18]. These scenarios raise the need for im-
plementing CCN on sensor nodes and proposing new caching
strategies that handle content dissemination and use energy ef-
ficiently. In figure 1, we present the architecture of CCN in
the WSNs of the campus. As we can see, CCN communi-
cation layer handles packet transmission and does not rely on
other transport protocols to deliver messages. The communica-
tion model is built entirely and uniquely on named data [19].
When integrated in WSN, CCN binds a name to the data it-
self. A CCN-WSN is a lightweight alternative to implementing
IP for sensor networks. Indeed, memory and communications
constraints in WSNs are taken into consideration when meeting
CCN concepts.

IEEE−802.15.4 PHY

CCN

HTTP

CSMA

Application Layer

Transport Layer

Network Layer

MAC Layer

Physical Layer

Figure 1: Architecture of CCN in WSNs.

In this paper, we present the example of Paul Sabatier uni-
versity with many buildings equipped with sensor networks to
build our use cases.
Every building, restaurant, parking and university library is
equipped with sensors that measure different pieces of informa-
tion. For example, sensors at classrooms measure the tempera-
ture, the humidity, luminosity, presence, position of professors,
energy equipment consumption and contain information about
the schedule. Students and staff use their devices to ask for
contents and they are interested in getting the requested content
without having an idea about its location.

As shown in fig. 2, several scenarios can be gathered in a
smart campus. Let us consider a 1st Wireless Sensor Network
(WS N1) operating in the building U4 of the university, a 2nd

sensor network (WS N2) operating in the restaurant and 3rd

one (WS N3) operating in the university parking. Other sen-
sor nodes are randomly widespread on the campus to ensure
communication between different sensor networks.
Scenario 1: Scenario 1: A user (e.g., student) on the campus is
interested in the temperature in the classroom 204 in building
U4 operated by WS N1. He broadcasts an interest in the net-
work and the node with the corresponding content replies with
it. The sensors respond to the queries of each user and the con-
tent is cached on the nodes that are on the response path. Then,
whenever and wherever, a student or a personal staff wants to
know something about classrooms, he can send a query.
Scenario 2: The sensor network WS N2 in the restaurant af-
fords information about the state of the restaurant. When stu-
dents are interested in the state of the queue in the restaurant and
the menu, in the same manner, they send interests requesting in-
formation and the sensors measuring this information reply.
Scenario 3: WS N3 gives information about the availability of
places in the parking. The campus is big and users may have
information about this wherever they are on the campus.
The traffic is not the same the whole day. In the rush hours,
for example, around 11h30, students are interested in the state
of the restaurant. Between 7.30 am and 8 am, students arrive
at the campus and try to find an available place in the parking.
Other users look for professors during the break.
Users who ask for this information later get the response faster
since the information was already broadcasted on the network
and is available in intermediate nodes.

Figure 2: Example of a smart campus.

The future digital campus will be accessible, sustainable, and
smart. It will be full of sensors, autonomous but capable of
evolving. The challenge will be to intelligently manage their
data. For these reasons, we thought about proposing a new
caching strategy to manage efficiently this amount of network
data on the campus.
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4. Proposed strategy: A collaborative caching strategy for
content-centric enabled wireless sensor networks

Before describing our design, we detail the interest distribu-
tion that we adopt in this article.

4.1. Content request process

We consider that interest packets follow the Zipf distribu-
tion which presents the frequencies of distribution of user inter-
ests in the network. This distribution assigns a rank for popu-
lar content. Popularity means that out of all available contents
how many times a particular content is accessed. If the content
is more popular then its rank is low and if the content is less
popular then its rank will be high. Let E = N1,N2,N3, ...,N20
denote the content population in the system with a size of 20
contents. Since content popularity follows the Zipf distribu-
tion, the ith most popular content is requested with a probability
proportional to:

pi =
β

iα
(1)

where β is the normalized constant with β = 1∑20
i=1

1
α

and α is the
Zipf exponent.
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Figure 3: Zipf interest distribution depending on the value of α varied from 0.2
to 1.8 for 20 different contents.

Fig. 3 shows the probability distribution pi for each content
when α varies from 0.2 to 1.8. As shown, when the popularity
is low (α = 0.2), the probability is nearly the same for all the
contents since they have almost the same popularity. Therefore,
they behave like a uniform probability law where the probabil-
ity to request content is similar. In addition to that, in many
studies, researchers showed that α = 1 refers to normal popu-
larity where 90% interests request 60% of content. Once the α
increases, the probability pi increases for the most popular con-
tent. For instance, for α = 1.8, the content N1 is requested with
a probability equal to 0.58.

4.2. Cache admission control

In CCN, in the caching strategy area, as already stated, re-
searchers basically try to develop algorithms that choose appro-

priate nodes to cache incoming content. CCN supports ubiqui-
tous caching protocol where every node needs to cache incom-
ing content. But sometimes ubiquitous caching is wastage of
resource and it is not a smart strategy to cache the same con-
tent on each node. Hence, we need to find a caching strategy to
appropriately select the node to cache newly arrived content.

When a sensor node receives the requested data or a data
goes through it, a cache admission control is triggered to de-
cide whether it should be stored into the cache of the node or
not [8]. Inserting data into cache might not always be favor-
able because the incorrect decision can lower the probability of
cache hit and also makes poor utilization of the limited storage.
We firstly explored the Steiner Point [20] to find the best lo-
cation to cache the content. For instance, in [20], they tried
to minimize communication costs by finding the nodes of a
weighted Minimum Steiner tree. In other words, they created
a Steiner Data Caching Tree. They showed that the degree of
the node where to cache is 3. Furthermore, they consider that
the formation of Steiner data caching tree is done by consid-
ering the refresh rates in each edge of the tree. However, they
addressed the scenario where multiple subscribers were receiv-
ing data from one source. This is not our case, since users may
receive data from multiple nodes. Besides, in the considered
scenario, the contents are pushed in the network once they are
requested by users. Thus, we do not consider the concept of re-
fresh rate (in this work, an on-demand scenario is considered).

As for [21], the authors contend that node degree is not an in-
teresting insight to consider when caching because in a network
of caches the consumer is interested in connecting to the con-
tent, not to a specific node. However, we argue that in a wire-
less network, a node with a high degree may guarantee content
availability when it detains a high number of neighbors.

4.2.1. Proposed cache placement approach
For the reason cited above, we chose to stay more general

and to consider the degree of the node. Hence, in the proposed
strategy, the cache admission decision at a node is based on two
conditions: (i) the percentage of the path from the source is it
greater than ∆ ? (ii) if yes, the node does it have a number
of neighbors greater than x? The more the node has an impor-
tant number of neighbors, the more nodes cache the content and
ensure content availability in the network. Note that ∆ is calcu-
lated as a function of the minimum number of hops and x as a
function of the vicinity cardinal node.

Therefore our strategy is a ‘collaborative Caching Strategy
Distance and node Degree aware in content-centric enabled
wireless sensor networks’ called CSDD.
A trade-off exists between query latency and content accessi-
bility. With a small ∆, the number of copies for each content
is high and access delay for this content object is low. On the
other hand, with a larger ∆, each content has a small number
of copies in intermediate nodes, and the access delay can be
longer [22]. However, this depends on the position of the user.

Fig. 4 explains the first condition of the caching strategy and
∆ variation; from how much ∆ from the source, our strategy
decides to cache? In the next section, we will investigate the
impact of this parameter in the proposed caching strategy.
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Figure 4: The first condition of our caching scheme: distance from the source
node.

Once the first condition is fulfilled, our strategy checks the
degree of the nodes on the path, if it is greater than x, the content
is cached. Otherwise, the content is forwarded. If the second
condition was not verified all the way, the content is cached in
the edge node (near the user). For this, a small field is added to
the content to check if it was cached on the path or not. When
the content reaches the edge node, it checks if it was cached. If
yes and if the edge node does not verify the second condition
of the strategy, it is just forwarded. Differently, it is cached on
the edge node without taking into consideration the verification
of the second condition.

Loop avoidance
When implementing the caching strategy, we noticed that

when replying by a content, since we are working on a wireless
communication mode, some contents may be sent two times to
a node. In a normal case, when a node receives a Content Object
CO, if it does not have CO in its Content Store (CS), it caches
CO, otherwise, it forwards CO. Since in our strategy, the con-
tent is not cached in all the nodes of the network. If a node does
not cache the received content (because it does not verify the
condition of the strategy), it just forwards it. The next nodes
who receive the interest will also forward the interest (whether
cached or not). Consequently, the nodes that already have re-
ceived the content but did not cache it, when receiving interest
for the same content, repeat the same process. Which causes a
problem of loop hence a waste of energy consumption. To solve
this problem, we proposed to give an ID to every generated in-
terest and this to avoid treating the same interest for a defined
time.
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P, n, S: network nodes

P: Interest Point of entrance to the network

S: content object Source

Interest transmission

Content object transmission caching !

caching nodes

Figure 5: An example of function of our strategy when ∆ is equal to 50% and
x > 3.

Fig. 5 shows how the strategy works if a user sends an inter-

est for a content and if ∆ is equal to 50% and x >= 3. When
the requested content object is found, it is sent back to the user.
Meanwhile, it is cached in nodes that fulfill the two conditions
related to the degree x and position from the source ∆. As al-
ready explained, if the second condition was not verified, the
content would be cached in the first node near the user.

Algorithm 1: Proposed caching strategy CSDD
input : ∆: Distance from the node having the content

n: Number of neighbors
x: Threshold set for the number of neighbors

//A user send an interest I for a content coi. Once

the interest is received on a node, a counter is

set. When the interest is forwarded from a node to

another the counter is increased by 1.

1 : Receive an Interest I;
2 : Set counter t = 0;
3 : while I is forwarded from a node to another do

//t will help in calculating the distance crossed

by the interest to attend the node having the

corresponding content.

4 : t ++;
5 : if the content is found in the CS then

//t corresponds here to 100% of the path.

6 : Assign t to the content;
//d is the required distance (from the node

having the content) from where our strategy

decides to start caching.

7 : Calculate d = t∗∆
100 ;

8 : while the content is forwarded from a node to another do
9 : t - -;

//Check the first condition of our scheme

concerning the distance from the node

having the content.

10 : if (t ≤ d) then
//Check the second condition of our

scheme concerning the degree of the

node.

11 : if (n ≥ x) then

12 : Cache the content;
13 : Mark the content as already cached;
14 : f = TRUE;

15 : if (t = 1) then
16 : if ( f = FALS E) then
17 : Cache the content on edge node;

4.3. Cache replacement policy
Our mechanism uses a weak consistency model ages travel

by multiple hops, it is important to ensure high reliability. Once
the CS is full, our replacement policy relies on replacing the less
popular content in the node content store with the new content.
It aims to keep popular contents in the CS. Then our replace-
ment policy is Popularity-based. Moreover, the interests follow
the Zipf distribution. It is also worth noting that the popularity
is added to the content object and once this content is cached in
the CS it is cached with its popularity.

In our replacement policy, we suppose that popularity de-
noted by P of content N1 is bigger than the popularity of N2.
Then, P(N1) > P(N2) > P(N3) > ... > P(Nn). Since the cache
size is limited, the node only caches the most popular content
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and evicts the less popular. If two contents of the same popu-
larity exist when applying replacement, our strategy evicts the
content having the smallest index for example if N8 and N7
have the same popularity N7 is evicted.
The proposed strategy including its cache placement and re-
placement mechanisms are detailed in the Algorithm 1.

5. Performance evaluation

Here, we examine the performance of CSDD under different
degree values x and distance ∆. We then compare it to LCE
and LCD, under two replacement policies FIFO and Popularity-
based. Moreover, we varied the Zipf exponent α.

5.1. Simulation set-up

For the implementation of the existing strategies and the pro-
posed scheme, we used the CCNx Contiki framework [23] and
we modify it to follow the requirements of all the strategies.
CCNx enables the exportation of the code on real platforms. In
the simulation, many users poll their interest through 4 entrance
points in the network. Simulation parameters are detailed in 1
In this paper, we do not treat the mobility [24] of nodes so we
consider that the network nodes are static. Besides, based on
the use case, the nodes are randomly deployed. For the sake of
simplification, we suppose that the contents have the same size.
As already mentioned, the packets follow the Zipf distribution
[25].
The simulations run 10 times using different random seeds and
present the mean values as results. 95% confidence intervals
(CIs) are calculated and the values are below 8.5×10−4. There-
fore, confidence intervals are not drawn on the figures since
they are very low.

Table 1: table

Simulation Parameters
Simulation Parameters Value

Area 500 × 500 m2

Simulation duration 3600 s
Radio coverage range 100 m
Initial energy 2 J
Cache size 6 (30%)
Number of nodes 85
Number of generated types of content 20
Number of entrances on the network 4
Values of α 0.2, 0.6, 1, 1.4, 1.8

Since our strategy is based on the node degree, we study the
percentage of nodes that have a certain number of neighbors
and we plot the results in Fig. 6. Then, fig. 6 represents the
percentage of nodes detaining different degrees(cardinal of its
vicinity). As we may notice, more than 57% of the node net-
work presents a degree higher than 2 and 16% of nodes detains
a degree higher than 3.
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Figure 6: Percentage of nodes detaining a certain node degree.

5.2. Evaluation metrics
In this article, evaluation metrics are energy consumption,

network lifetime, stretch, cache diversity and cache replace-
ment rate.

In order to evaluate the proposed strategy, we continue to
evaluate the energy consumption under the model proposed in
[26]. The notion of network lifetime chose in this study presents
the duration until the first node exhausts all its energy [12].

As already mentionned, we also present results for the
Stretch which defines the percentage of the path that has been
crossed to retrieve the content [27].

S tretch =

I∑
i=1

hops crossedi

I∑
i=1

total hopsi

(2)

Where I defines the number of total generated contents ie. all
measured contents by sensors

The next metric is the cache Diversity which measures the
number of distinct elements stored in the caches. It expresses
the ratio between the cardinality of unique contents stored in
all caches and the cardinality of total number of contents in the
caches [27].

Diversity =

Card
N⋃

n=1
COn

N∑
n=1

Card COn

(3)

Where N defines the total number of nodes in the network
and CO is the content object.

Besides, we measure the cache replacement rate that presents
the ratio between the replaced contents and the cached contents
for all the nodes in the network.

Finally, we measure the cache hit measured on the network
when looking for a content [27]:

Cache hit =

N∑
i=1

hitsi

N∑
i=1

hitsi +
N∑

i=1
missi

(4)
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With N the total number of nodes in the network.

5.3. Simulation results

We implement two cache replacement policies: the FIFO and
the Popularity-based strategies. Since our interests follow Zipf
distribution, we consider that different α describes different sce-
narios.
As α ≤ 0.6 describes the low popularity scenarios when there is
no rush like students asking for the temperature of a classroom
or for information about teachers. This can happen all along
the day and by a small number of users at the same time. How-
ever, α ≥ 0.6 presents high popularities scenarios describing
rush hours such as 11.30 am when many students start sending
interests to have an idea about the menu and the queue in front
of the restaurant.

5.3.1. Energy consumption
Figure 7 plots the results of energy consumption for the dif-

ferent strategies under different variations of α for two replace-
ment policies: FIFO and Popularity-based.
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Figure 7: Energy for all the strategies when using LCE and Popularity-based
replacement policies.

For both replacement policies, it is noticed that when α in-
creases, the energy consumption decreases for all the strategies
under both replacement policies. Indeed, when α increases,
some contents significantly overstep others in terms of popular-
ity. Hence, they will be more requested by users and they will
be cached more in intermediate nodes. Consequently, most of
the requests cross a shorter path. They are not required to reach
source nodes to get the corresponding contents. Then, energy
consumption decreases. In low popularity scenarios, all the
strategies consume more energy. This is due to the fact that the
contents are almost requested with the same rate. Then, the re-
placement happens frequently increasing energy consumption.
It is also worth noting that under the FIFO replacement pol-
icy, all the strategies consume more energy. This is explained
by the fact that since the interests follow the Zipf distribution
in both cases when using FIFO, the probability of replace-
ment is the same for all the contents. Nevertheless, when us-
ing the Popularity-based policy, popular contents are kept in
the caches. Therefore, the network consumes less energy con-
sumption since the requested contents will be in the cache for a
longer time. For instance, for α = 0.4, under FIFO, LCE con-
sumes about 1230 mJ and CSDD (x > 2 and ∆ = 30%) con-
sumes slightly more than 950 mJ. Yet, under Popularity-based
policy, CSDD (x > 2 and ∆ = 30%) dissipates just 890 mJ and
LCE consumes 1050 mJ.
For FIFO policy, when the popularity of contents is high, LCE
acts better than all the other strategies in terms of energy con-
sumption since it caches popular contents everywhere. How-
ever, when the Popularity-based policy is used, for high α,
CSDD with a x (node degree) higher than 2 and a ∆ equals
to 50% outperforms LCE. Concerning LCD, we observe that it
consumes more energy than LCE and CSDD with x > 2 and
∆ = 30% or 50% . Indeed, LCD just caches contents one hop
from the source. Then, when an interest arrives on the network,
it has to go to one hop from the source to get the corresponding
content.
It is also interesting to mention that in our strategies, only nodes
with a degree x >= 2 caches contents. Hence, the number of
nodes that caches the contents and communication computation
decreased. Thus, caching energy is saved. However, sometimes
more forwarding energy is dissipated when the number of nodes
having this degree is not great.

5.3.2. Stretch
Fig 8 represents the results for stretch for LCE, LCD, for our

strategy under different variation of ∆ and x.
As shown, when FIFO policy is used, in low popularity con-

text (α= 0, 4), CSDD with x > 2 and a ∆ = 30% or ∆ = 50%
outperforms all the other strategies. This is due to the fact, that
the content is cached in nodes near to the user and the number of
nodes having a degree larger than 2 represents more than 60%
of network nodes. Then, crossed distance becomes smaller and
probability to cache in nodes with a x > 2 is large.
Findings for LCD shows that it has the biggest stretch for both
policies. Indeed, since it caches one hop from the source node,
every time, the interests have to cross almost all the path to re-
covering the content.

7



 0

 0.2

 0.4

 0.6

 0.8

 1

 0.2  0.4  0.6  0.8  1  1.2  1.4  1.6  1.8

S
tr

e
tc

h

α

LCE

CSDD with x>2 and ∆ = 50%

CSDD with x>2 and ∆ = 30%

LCD

(a) Stretch when using FIFO.

 0

 0.2

 0.4

 0.6

 0.8

 1

 0.2  0.4  0.6  0.8  1  1.2  1.4  1.6  1.8

S
tr

e
tc

h

α

LCE

CSDD with x>2 and ∆ = 50%

CSDD with x>2 and ∆ = 30%

LCD

(b) Stretch when using Popularity-based.

Figure 8: Stretch for all the strategies when using LCE and Popularity-based
replacement policies.

Furthermore, when the popularity of certain contents increases
(α increases), the stretch decreases. Certainly, this happens be-
cause popular contents will be more available in intermediate
nodes.

5.3.3. Network lifetime
FIFO replacement policy. We illustrate in Fig. 9 the network
lifetime for different α under the FIFO replacement policy.

As shown, LCD presents the worst results since it always
caches in a few particular nodes. Therefore, the node battery
expires too soon.
In the context of low popularity (α < 0.6), CSDD with x > 2
and a ∆ = 30% or ∆ = 50% and even with x > 3 outperforms
all the other strategies even LCE. This is explained by the fact
that in CSDD, fewer nodes than in LCE caches the content,
all contents have almost the same popularity and the cache
size is limited to 6 for all the strategies. Therefore, LCE
which caches everywhere realizes replacement frequently and
exhausts quickly node battery. For instance, with LCE, the first
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Figure 9: Network lifetime for all the strategies when using FIFO under low
and high popularity scenarios.

node die at t = 1400 s.
In contrast, in the case of high popularity as depicted in
Fig. 9(b), the performance of LCE becomes better but it still
does not overcome CSDD with x > 2 and a ∆ = 30% or
∆ = 50%. The battery depletion of the first node happens at t
= 1600 s in this case. Then, when the popularity increases, the
network lifetime increase since popular contents will be more
available on intermediate nodes when they are requested.

Popularity-based replacement policy:. Fig. 10 details the find-
ings for network lifetime for different α when using the
Popularity-based replacement policy.

As depicted in the figures, the network lifetime is enhanced
when applying this type of policy. Comparing to the results
shown in the previous Fig. 9, the proposed policy enhances the
results when the popularity is high.
On the other hand, in the context of low popularity, CSDD with
x > 2 and a ∆ = 30% or ∆ = 50% still overcomes all the other
strategies even LCE. But, the results are quite the same, for ex-
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Figure 10: Network lifetime for all the strategies when using Popularity based
under low and high popularity scenarios.

ample for α = 0.2, the first node dies in LCE at t = 1450 s.
Because with low popularity scenarios, contents almost have
the same popularity and the replacement rate does not impact a
lot. However, when the content popularity increases, LCE be-
haves like the proposed strategy (with x > 2 and a ∆ = 30%
or ∆ = 50%) and we do not notice any node exhaustion during
the duration of the simulation. This is because interests fol-
low the Zipf distribution and the applied replacement policy is
Popularity-based. Consequently, replacement happens less fre-
quently and even so interests do not cross the whole path till the
source. Then, node energy is saved since the content is avail-
able in intermediate nodes.
It is also worth noting that when nodes start to be out of bat-
tery, the energy consumption increases, since off nodes will not
be able to ensure their functionalities, then the interests cross
longer paths to recover the contents.
The LCD network lifetime is extended when using the
Popularity-based but it is worse than LCE network lifetime.

5.3.4. Cache hit ratio
We also studied the cache hit ratio for all the strategies un-

der different popularity distribution when using both FIFO and
Popularity-based replacement policies.
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Figure 11: Cache hit for all the strategies when using FIFO and Popularity-
based replacement policies.

The results plotted in Fig 11 have shown that when the pop-
ularity increases, the cache hit increases when using FIFO and
Popularity-based. Indeed, when the α increases, the popularity
of certain contents increases and they will be more requested
hence they will be more available on the network node.
In Fig. 11(a), for α = 0.2 when FIFO is used, we observe that
LCE outperforms almost all the strategies (except CSDD with
x > 2 and a ∆ = 30% or ∆ = 50% ). This is due to the
uniform distribution of interest and the maximum caching in
nodes. However, in high popularity, CSDD with x > 3 and a
∆ = 30% or ∆ = 50% reports better performance than LCE.
For Popularity-based replacement policy, for low popularity,
this time LCE presents the worst result because it is caching
everywhere the same contents. However, in high popularity, it
is achieving better results since during the rush hours, there are
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a lot of interests sent on the network requesting the most popu-
lar contents. So, it is better to make them available. However,
LCE still does not outperform CSDD with a x > 2 or x > 3 in
this case. Therefore, we notice that the values of the caching
are low since, in a wireless network, the interests are widely
diffused increasing the number of miss since the requested con-
tent is not cached in all the network nodes. Then, they will be
recording cache miss and decreasing the cache hit ratio.

5.3.5. Replacement rate
In Figure 12, findings for the replacement rate ratio are plot-

ted for all the implemented and proposed strategies when using
FIFO and Popularity-based replacement policies.
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Figure 12: Replacement rate for all the strategies when using FIFO and
Popularity-based replacement policies.

As shown, when the popularity increases, the replacement
rate for both policies decreases. In fact, when α is high, just
popular contents are requested. For instance in this simula-
tion, content N1 is requested with a probability equal to 0.58 for
α = 1.8. Then, content N1 is available in intermediate nodes
and its replacement rate is small.

For FIFO policy, when the popularity is low, CSDD with x > 2
and a ∆ = 30% or ∆ = 50% realizes better results than LCE.
However, in case of high popularity, LCE becomes better be-
cause popular contents will be cached everywhere and replace-
ment operation will not be frequent. As depicted in the fig-
ure, the values of the replacement rate are better under the
Popularity-based replacement policy because of its capacity to
replace with the less popular content.
It is noted also that LCD, in case of low or high popularity for
both FIFO and Popularity-based replacement policies, outper-
forms all the implemented strategies even LCE. As mentioned
before, LCD caches only in one hop from source nodes and
then replacement only occurs in these nodes. Then, the overall
replacement rate is low.

5.3.6. Diversity
Finally, we investigate the diversity for different α ∈

{0.2, 0.6, 1, 1.4, 1.8} for all the strategies when using FIFO and
Popularity-based replacement policies. Indeed, strategies that
ensure high diversity, may satisfy interests requesting contents
with low popularity.

FIFO replacement policy:. Results for FIFO are plotted in
Fig 13.

It is observed that when α increases, the cache diversity de-
creases. Indeed, in the case of high popularity, as mentioned
earlier, specific content is more requested and cached. Besides,
FIFO ejects from cache contents with the same probability de-
creasing also the diversity.
In the case of low popularity, we note that LCD present better
results than the other strategies at the beginning of the simu-
lation since it caches only on particular nodes which are one
hop from the user. At t = 1200 ms, CSDD with x > 4 and
a ∆ = 30% or ∆ = 50% shows better results until the end of
the simulation with a diversity larger than 0.2. Absolutely, this
is because this strategy hides on a set of very limited nodes.
Then, it caches less than the other strategies which increase di-
versity. In high popularity, as depicted in Fig .13, the diversity
slightly decreases since interest distribution (asking for popular
content) provides only popular content in caches.

Popularity-based replacement policy:. Results for Popularity-
based are shown in Fig 14. An interesting observation comes
from Fig 14, the application of the Popularity-based replace-
ment policy decreases the cache diversity. Indeed, this replace-
ment policy enables the caching of the same popular contents.
The difference is slightly observed in the case of low popularity
but it is obvious in high popularity.
For both content popularity scenarios, LCE shows the worst re-
sults in term of cache diversity. The diversity expresses the ra-
tio between the number of unique contents stored in all caches
and the total number of contents in the caches. Then, when the
number of contents in the caches increases, diversity decreases.
This explains the results achieved by LCE. This also explains
why CSDD under different x and ∆ realizes better results.
For high popularity, LCD outperforms all the strategies and
achieves a diversity of 0.5. This is because it caches just one
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Figure 13: Diversity for all the strategies when using FIFO under low and high
popularity scenarios.

hop from the source node the content which decreases the to-
tal of cached contents. Besides, since we have different users
asking for different contents, diversity is ensured all over the
network.

5.4. Discussion

The simulation results showcased the results of CSDD under
the variation of several parameters (replacement policy and α)
and compared them to LCE and LCD. The proposed caching
strategy is based on two parameters, x the node degree and ∆

its distance from the source.
For energy consumption, the results highlighted that CSDD

with x > 2 and ∆ = 30% or ∆ = 50% achieves energy sav-
ing under the two replacement policies compared to the other
strategies. This is due to the fact that the percentage of nodes
having this degree is 60% and minimizing caching saves en-
ergy. However, CSDD with a x > 4 presents the worst results
since the percentage of these nodes is just 4% then the content
is not cached a lot on the network which increases the energy
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Figure 14: Diversity for all the strategies when using Popularity based under
low and high popularity scenarios.

used while forwarding the data.
As for the network lifetime, CSDD with x > 2 and ∆ = 30% or
∆ = 50% shows the best results for both replacement policies
and under different values of α. Although LCE shows good re-
sults in terms of energy, it realizes a bad network lifetime since
nodes start dying early. Yet, for a high α, it seems to have better
results.

The results have also shown that CSDD can compete LCE in
terms of cache hit. In other words, while using the Popularity-
based replacement policy and under low popularities, CSDD
with different x and ∆ shows a better cache hit ratio. In high
popularities, CSDD with x > 2 and ∆ = 30 or ∆ = 50 outper-
forms LCE.

As for the replacement rate, CSDD with and ∆ = 30 or ∆ =

50 and LCD outperforms LCE. This lay the groundwork for
caching in all the node in LCE and then realizing replacement
in all the nodes path if caches are full.

Our analysis for diversity also showed that by applying
CSDD, better diversity is achieved. In high popularity sce-
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narios, diversity decreases since just popular contents are re-
quested. When FIFO is used, results for diversity are better
because the Popularity-based evicts the less popular contents.

We argue that in our strategy caching on more nodes of the
path (moving away from the source with = 30%) increases the
hit cache and caching on fewer nodes (moving away from the
source with = 50%) reduces the replacement rate and energy
consumption. Besides, we contend thatcaching on nodes with a
degree x > 2 achieves a gain in terms of energy, maximizes the
network lifetime and decreases the replacement rate.

Finally, we argue that the choice of the degree must be co-
herent with the percentage of nodes having this degree. For
instance, the results showed that the degree x > 4 realized bad
results since it just represents 4% of the network nodes. Then,
the number of potential candidates on which caching is real-
ized, is low. We also contend that our strategy can be enhanced
by considering user mobility. In fact, in CSDD, the mobility
may balance the traffic load by changing the nodes on which
to cache which will maximize the network lifetime. The re-
placement rate will also decrease and the cache diversity will
increase.

6. Conclusion

Cooperative caching can play a major role in handling ef-
fectively the queries and in overcoming the situations of none
availability of data. Therefore, it reduces the requirement of
wireless bandwidth, storage, and energy. In-network caching is
one of the best features offered by the content-centric paradigm
and one of the most characteristics that motivated us to enable
CCN in WSNs. CCN was introduced with LCE which caches
contents everywhere realizing a certain degree of redundancy.
In this article, we proposed a new caching strategy that aims
to find an optimal way to cache the content in order to realize
better network performance. For this, we started by presenting
different existing caching strategies in the literature that we im-
plemented further. After that, we proposed CSDD an on-path
caching strategy in content-centric enabled wireless sensor net-
works with two parameters to vary (node degree and its dis-
tance from the source node). We also proposed a mechanism
to detect and overcome the data loop problem caused by the
broadcast. Finally, we presented the simulation results in order
to show the impact of CSDD on energy consumption, cache hit,
replacement rate and diversity. We also realized a comparative
study with LCE and LCD. The results showed that CSDD can
outperform LCE and LCD when the degree x detains a subset
of nodes with an important size. As future works, we will study
the impact of the mobility on the proposed strategy and we will
enhance our strategy by integrating other parameters.
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