
HAL Id: hal-02958853
https://hal.science/hal-02958853

Submitted on 8 Oct 2020

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Rare events and first passage time statistics from the
energy landscape

T D Swinburne, Thomas Swinburne, Deepti Kannan, Daniel J Sharpe, David
J Wales

To cite this version:
T D Swinburne, Thomas Swinburne, Deepti Kannan, Daniel J Sharpe, David J Wales. Rare events
and first passage time statistics from the energy landscape. Journal of Chemical Physics, 2020, 153
(13), pp.134115. �10.1063/5.0016244�. �hal-02958853�

https://hal.science/hal-02958853
https://hal.archives-ouvertes.fr


Rare Events and First Passage Time Statistics From the Energy Landscape

Thomas D Swinburne,1 Deepti Kannan,2 Daniel J Sharpe,2 and David J Wales2
1)Aix-Marseille Université, CNRS, CINaM UMR 7325, Campus de Luminy, 13288 Marseille,
Francea)

2)Department of Chemistry, University of Cambridge, Lensfield Road, Cambridge CB2 1EW,
UK

(Dated: 24 August 2020)

In this contribution we analyse the probability distribution of rare first passage times corresponding to
transitions between product and reactant states in a kinetic transition network. The mean first passage
times and corresponding rate constants are analysed in detail for two model landscapes and the double
funnel landscape corresponding to an atomic cluster. Evaluation schemes based on eigendecomposition and
kinetic path sampling, which both allow access to the passage time distribution, are benchmarked against
mean first passage times calculated used graph transformation. Numerical precision issues severely limit the
useful temperature range for eigendecomposition, but kinetic path sampling is capable of extending the first
passage time analysis to lower temperatures, where the kinetics of interest constitute rare events. We then
investigate the influence of free energy based state regrouping schemes for the underlying network. Alternative
formulations of the effective transition rates for a given regrouping are compared in detail, to determine their
numerical stability and capability to reproduce the true kinetics, including recent coarse-graining approaches
that preserve occupancy cross correlation functions. We find that appropriate regrouping of states under the
simplest local equilibrium approximation can provide reduced transition networks with useful accuracy at
somewhat lower temperatures. Finally, a method is provided to systematically interpolate between the local
equilibrium approximation and exact intergroup dynamics. Spectral analysis is applied to each grouping of
states, employing a moment-based mode selection criteria to produce a reduced state space, which does not
require any spectral gap to exist, but reduces to gap-based coarse graining as a special case. Implementations
of the developed methods are freely available online.

a)Electronic mail: swinburne@cinam.univ-mrs.fr
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I. INTRODUCTION

Kinetic transition networks (KTNs) provide a convenient framework to represent the energy landscape of a molec-
ular or condensed matter system.1–3 Such networks can be represented as a graph, where the nodes are metastable
states composed of potential or free energy minima, and the edges are pathways between them. The task of net-
work construction can be approached in various ways; we use discrete path sampling,4–6 which exploits geometry
optimisation to identify local potential energy minima and the transition states that connect them. The associated
rate constants, obtained using unimolecular rate theory, scale as e−∆F/T and are exponentially sensitive to the free
energy barriers connecting minima.7,8 Analogous models, which are also based on a master equation9,10 approach, can
be built from simulations employing explicit dynamics.11–19 Further details of the computational energy landscape
methodology and the associated geometry optimisation tools that we employ can be found in some recent reviews.20–22

This framework is particularly appealing for the analysis of kinetic transition networks derived from energy landscapes
where the states of interest are separated by barriers that are large compared with the available thermal energy, giving
rise to broken ergodicity and rare event dynamics.23–35

Having obtained a KTN,1,2,36,37 and calculated approximate local equilibrium properties and transition rates us-
ing standard methods of statistical mechanics, we are still presented with the task of extracting global observable
properties, such as phenomenological rate constants and mean first passage times (MFPTs) between reactants and
products. There are typically significant numerical problems with these calculations, especially at low temperatures
when transition rates are small.38,39 In the present work we compare alternative approaches for computing rates and
first passage times, which advance the efficiency and accuracy of these procedures. Reference values for the rate
constants are obtained from graph transformation,37,38,40–42 where nodes are iteratively removed from the transition
network, and the transition probabilities are renormalised so as to preserve the exact MFPT. These results are com-
pared with eigendecomposition19,42 and kinetic path sampling,43,44 which can both provide additional information via
the probability distribution for the first passage time (FPT). As expected, numerical precision problems limit the use-
ful temperature range for eigendecomposition, but kinetic path sampling, which exploits graph transformation, allows
us to extend the analysis to significantly lower temperatures. The full FPT distribution provides detailed insights
into the underlying energy landscape, which are not available from the phenomenological rate constants. Hence this
information is particularly valuable for interpreting experimental results, especially single molecule experiments.45

Because the number of nodes scales exponentially with the system size,46,47 KTNs are often large and sparse,
providing additional numerical challenges for the extraction of FPT statistics. Lumping states in the original network
together is an attractive approach for reducing dimensionality.48–57 We consider a lumping scheme that recursively
regroups local minima separated by low-lying barriers below a free energy threshold.58–60 If rapidly interconverting
states can establish local relative equilibrium on the time scale of the rate-determining process, the intergroup rates in
the coarse-grained network can be simply determined by the local equilibrium approximation (LEA)60 while preserving
the rare event of interest. We compare the LEA to alternative formulations of the intergroup rates for groups
determined via the free energy regrouping procedure, examining the accuracy and the temperature range over which
numerical precision is retained.

Finally, we introduce an extension to the LEA based on spectral analysis within each group of states, providing a
procedure to interpolate from the LEA approximation to exact results. We apply these techniques to compute MFPTs
and rate constants in the low temperature regime, where interconversion of competing morphologies for a benchmark
atomic cluster (LJ38) constitutes a rare event. All coarse graining techniques described in this contribution are
contained in the freely available PyGT package61, along with introductory tutorials, whilst the kinetic path sampling
data was generated using the DISCOTRESS simulation suite62.

II. FIRST PASSAGE TIME DISTRIBUTIONS AND RATES

We consider a kinetic transition network1,2,36,37 (KTN) consisting of local minima and the transition states that
connect them on the potential energy landscape. The minima are partitioned into three groups, namely product and
reactant regions A and B, and the remaining minima, denoted I for ‘intervening’. These sets contain NA, NB, and
NI minima, respectively. The mean A ← B first passage time TAB can be calculated by considering a system where
A is an absorbing state, with an analogous setup for B ← A and B absorbing.19,42

For specificity we illustrate the theory for A ← B. All trajectories then end in A for a connected network, but the
dynamics are unchanged until the absorption event. We can therefore write a master equation for the dynamics in
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I ∪ B: [
ṖI(t)

ṖB(t)

]
=

[
KII −DI KIB

KBI KBB −DB

] [
PI(t)
PB(t)

]
≡MPI∪B(t), (1)

where KXY ∈ RNX×NY is the matrix of minimum-to-minimum rate constants Y → X , and DX ∈ RNX×NX is a
diagonal matrix whose entries are the total escape rate from each state in X , i.e. [DX ]ii =

∑
j Kji. Because A is

absorbing, KXA = 0, and transitions to A appear only in the diagonal matrices DI and DB.
The probability that the first passage time TAB lies between t and t + dt, p(t)dt, for a starting distribution with

PA(0) = 0A is the probability flux out of I ∪ B:

p(t)dt = −(1IṖI + 1BṖB)dt ≡ −1I∪BṖI∪Bdt, (2)

where 1I is a row vector of ones, dimension NI , etc. Writing equation (1) as ṖI∪B(t) = MPI∪B(t) we obtain a
formal solution as PI∪B(t) = exp (Mt) PI∪B(0), and hence

p(t) = −1I∪BM exp (Mt) PI∪B(0). (3)

Evaluation of p(t) is typically achieved through eigendecomposition of M, whose eigenvalues −νl < 0 are strictly
negative for a connected network, giving

M = −
∑
l

νlw
R
l ⊗wL

l , (4)

where wL
l and wR

l are the left and right eigenvectors and ⊗ is the diadic (outer) product. Using this expansion we
obtain exp (Mt) =

∑
l exp(−νlt)wR

l ⊗wL
l and thus

p(t) =
∑
l

νle
−νlt1I∪B

[
wR
l ⊗wL

l

]
PI∪B(0). (5)

where we used the fact that wL
l wR

q = δlq. We note that (5) is a general expression for the first passage time distribution
between two regions A and B, which is independent of how the remaining state space I is partitioned. In addition,
we can readily calculate an approximate first passage time distribution using lower rank rate matrices, as shown in
section III. The expectation value for any power of the first passage time 〈tn〉 =

∫∞
0
tnp(t)dt is given by

〈tn〉 =
∑
l

n!

νnl
1I∪B

[
wR
l ⊗wL

l

]
PI∪B(0). (6)

As the eigenbasis of M is complete,
∑
l w

R
l ⊗wL

l = I, the distribution is normalised:∫ ∞
0

p(t)dt =
∑
l

1I∪B
[
wR
l ⊗wL

l

]
PI∪B(0)

= 1I∪BPI∪B(0) = 1, (7)

If there are no direct connections between the product and reactant regions A and B then p(0) = 0 because the
probability flux out of B is zero, and the probability distribution must exhibit a maximum value. Furthermore, in
the limit of single exponential decay the mean and standard deviation are the same.63 Since typical methods for
computation of the eigenspectrum of a transition network comprising N states scale as O(N3),39 calculation of the
moments of the FPT distribution via Eq. 6 is likely more efficient than using a transfer matrix algorithm,63–65 where
the time complexity is strongly dependent on the average connectivity of nodes and the maximum path length for
which p(t) converges. Although KTNs are typically sparse,66 flickering of trajectories within metastable groups of
nodes can lead to unfeasibly long path lengths.67

The detailed balance condition for the individual minimum-to-minimum rate constants, πβkβα = παkαβ , enables
us to define a symmetrised rate matrix68

M̃αβ =

√
πβ
πα
Mαβ , (8)
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which has the same eigenvalues as M. Here, πα is the equilibrium occupation probability of minimum α. The

eigenvectors defined by M̃ul = λlul are related to the left and right eigenvectors of M as [wR
l ]j = [ul]j

√
πj and

[wL
l ]j = [ul]j/

√
πj . We obtained equivalent numerical results using M̃ and M, except that the symmetrised im-

plementation generally allows for precision to be maintained to slightly lower temperatures, as expected.39 In the
present work we employed LAPACK routines69 DSYEVR and DGEEV to treat the symmetrised and unsymmetrised
problems, respectively. We also compared the Implicitly Restarted Lanczos Method implementation in ARPACK70

for the symmetrised formulation. All three methods agreed very well for higher temperatures, but diverged at lower
temperatures where precision is lost because of the long time scales involved. The lowest temperatures that can be
treated with GT-based methods lie far beyond the limits of applicability for eigendecomposition, whichever numerical
method we employed. We have also investigated the use of higher precision numerical schemes, such as quadruple
floating point precision. Whilst it is then possible to reach sightly lower temperatures, the improvement in stability
is limited. Exponentially higher accuracy is required as the temperature decreases, which quickly overwhelms the
additional number of significant digits that can be retained.

We note that a recent study44 has shown the maximum size (rank) of symmetrized rate matrices for which eigende-
composition is possible can be extended by using direct or iterative shared memory solvers. Whilst the low temperature
spectral properties that lead to numerical instabilities remain, it is possible that such approaches could further extend
the range of temperatures for which eigendecomposition can be applied. The eigendecomposition formulation can
provide insight into how observable properties are encoded in the underlying energy landscape. We focus on the mean

first passage time TAB ≡ 〈t〉 from equation (6), the standard deviation σAB =

√
〈t2〉 − 〈t〉2, and rate formulations

based on discrete path sampling4,5 and the graph transformation approach:37,40,41,71

kSSA←B ≡
∑
b∈B

CAb π̂b
τb

, kNSSA←B ≡
∑
b∈B

CAb π̂b
τIb

,

kFA←B ≡
∑
b∈B

π̂b
TAb

, k∗A←B =
1

〈TAb〉B
=

1

TAB
, (9)

where CAb is the committor probability72 that a trajectory leaves minimum b ∈ B and reaches A before returning
to B, and τb = 1/[DB]bb is the escape time from b to any directly connected minimum. The hierarchy with degree
of approximation of these rate expressions is kSSA←B, k

NSS
A←B then kFA←B. The kSSA←B rate assumes all minima in the

intervening region I are treated in a steady state approximation, and we assume a local equilibrium distribution, π̂B
in the reactant region B, where π̂b = πb/ΠB and ΠB =

∑
b∈B πb. k

SS
A←B neglects contributions to the first passage time

from the I region, which can lead to a significant systematic error. kNSSA←B improves on this assumption by accounting
for contributions from I via graph transformation, with τIb the renormalised escape time from b to any member of
A ∪ B. kFA←B better accounts for transitions between I,B during a reactive pathway by using graph transformation
to obtain the renormalised escape time τGT

b from b to b∪A, with branching probabilities PGT
Ab + PGT

bb = 1 and hence
a mean first passage time to A of TAb = τGT

b /PGT
Ab . A time independent reaction rate is only well defined when decay

to the product region is a simple exponential decay, and thus is proportional to the inverse of the mean first passage
time.42 Indeed, the rate k∗A←B is defined as the reciprocal of the mean first passage time. Outside of this regime, the
first passage time distribution should really be used to study transition kinetics.

In previous work we have shown that kFA←B, k
∗
A←B and kNSSA←B, but not kSSA←B, all agree in the metastable limit of

single exponential kinetics for a suitable observation time scale, which depends on a spectral gap condition for the rate
matrix.42 Comparing these various rate constants thus provides a measure of how well we expect a time independent
reaction rate to describe the kinetics.

We will label the MFPT results computed by eigendecomposition and graph transformation as T ED
AB and T GT

AB when
we wish to distinguish them. They are the same for calculations that achieve proper precision, as we confirm below.

The formulation in terms of the first passage time distribution enables us to understand how a finite kinetic transition
matrix can provide an accurate description of kinetics. Conventional simulation techniques, such as Monte Carlo and
molecular dynamics, explore a tiny fraction of phase space, but they can provide useful estimates of observable
properties if they sample probability distributions, such as the energy density of states, correctly.73 Equation (6) tells
us that we will obtain the correct first passage time moments, and hence the correct rate, if the underlying database
of minima and transition states reproduces the correct form for p(t). To calculate rates, we therefore need to converge
p(t) with respect to the underlying finite network.

For strongly metastable dynamics, typical in the low-temperature regime, calculation of the eigenspectrum becomes
numerically unstable.39 It is possible

A more robust approach to calculating p(t) is to perform explicit kinetic path sampling (kPS) simulations using graph
transformation37,38,40 to treat escape from a source subnetwork.43,44 An iterative reverse randomisation procedure is
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used to sample the number of moves along each edge of the incrementally reconstructed subnetwork, and hence a time
for the escape trajectory can be obtained.43,44 This approach extends the leapfrog scheme that was introduced to treat
multiple transitions between minima connected by low barriers in kinetic Monte Carlo simulations,71 which led to the
graph transformation procedure.37,40,71 kPS does not produce detailed trajectories on the original network, but does
yield non-Markovian trajectories for the coarse-grained network defined by the subnetworks. Furthermore, kPS is
exact in sampling the solution to the linear master equation,43,44 and therefore yields the correct A ↔ B first passage
time distributions. Owing to the graph transformation component, the efficiency of kPS is essentially unaffected by
the presence of metastable states, provided that the subnetworks for the kPS simulations appropriately characterise
the metastable sets of nodes.67 Hence, unlike standard kinetic Monte Carlo methods, kPS remains efficient even at
low temperatures.43,71 Moreover, unlike kMC methods based on eigendecomposition, such as the Monte Carlo with
Absorbing Markov Chains (MCAMC) algorithm,74–76 kPS also remains numerically stable in the metastable regime.38

In the present work, the kinetic transition networks are of sufficiently low dimensionality that the subnetwork of each
kPS iteration can simply be chosen as B∪I, and the endpoint macrostate A then corresponds to the set of absorbing
nodes for each kPS iteration. A ← B transition paths are thus generated directly in a single kPS step. This simulation
setup avoids the complicated issue of partitioning the state space in a way that accurately captures the metastable
macrostates, which strongly affects the efficiency of the kPS simulation.67 However, trajectory information, including
the calculation of committor probabilities, is forfeited, since the order of internode transitions in the network is not
computed, only the number of kMC moves.43 The FPT distributions obtained from kPS simulations can be converged
to lower temperatures than those obtained from eigendecomposition, described above, because graph transformation
maintains numerical precision.

All the results that follow were obtained after removing any reactant minima without connections to products, and
normalising the restricted equilibrium distribution π̂B or π̂A normalised over the remaining reactant states for A ← B
or B ← A, respectively.

III. RESULTS FOR MODEL LANDSCAPES

We first compared first passage time distributions and rates for some model landscapes where the local minima,
transition states, and associated densities of states were constructed to test the theoretical framework. All the
corresponding results are in a consistent set of arbitrary reduced units. For illustration we will summarise some
results for two examples with eight minima that differ only in the connectivity in the A region. Each landscape has
two A, two B, and four I minima, which is sufficient to illustrate some key features. The disconnectivity graphs,
rate constants, kA↔B, and mean first passage times, TAB, are shown in Figure 1, with first passage time moments
and probability distributions in Figure 2. Panels (e) and (f) of Figure 1 confirm that graph transformation produces
the same results as eigendecomposition from equation (6) for TAB in both the A ← B and B ← A directions.
For the first landscape in Figure 1a, the rate constants calculated from graph transformation, kF , and from the
eigendecomposition, k∗ = 1/TAB from equation (6), also agree quantitatively. They agree for the A ← B direction
in the second landscape in Figure 1b, but increasingly deviate at low temperature for direction B ← A, due to the
different averaging procedures.

These results show that the alternative rate formulations are equivalent when the reactant region is sufficiently
metastable, with a well-defined spectral gap. In this limit, single exponential kinetics are rapidly established so that
1/TAB = 〈1/TAb〉B. The deviation observed for kFB←A and k∗B←A arises from the structure in the reactant region A
for the landscape in Figure 1b. Here there is a significant barrier within the reactant region, and so the kinetics are
better described as multi-exponential.

The probability distributions for the first passage time, illustrated for selected high temperatures in panels (aii),
(bii), (aiii) and (biii) of Figure 2, are similar for the two landscapes. In each case there is a well-defined maximum
in the distribution, and then a slow decay. The mean and standard deviation are shown in Figure 2 (ai) and (bi) as
a function of inverse temperature. Here the departure from single exponential kinetics at lower temperatures for the
landscape in Figure 2b is reflected in the increasing deviation of σ and 〈t〉.

IV. RESULTS FOR LJ38

The second example application is a standard benchmark case, namely the 38-atom cluster LJ38 bound by the
Lennard-Jones potential:79

V = 4
∑
i<j

ε

[(
σ

rij

)12

−
(
σ

rij

)6
]
, (10)
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FIG. 1. Results for two model landscapes containing eight local minima. (a) and (b) are the disconnectivity graphs77,78

with the branches for the two A and two B minima coloured red and blue, respectively. The scale bars indicate energy in
arbitrary units. (c) and (d) show the rate constants obtained from graph transformation, kF , and from k∗ via equation (6).
(e) and (f) show the corresponding mean first passage times, T GT

AB and T ED
AB , which are indistinguishable in the range where

eigendecomposition retains precision, up to 1/T = 4 in (e) and 1/T = 5 in (f).
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FIG. 2. Statistics of first passage times for the two model landscapes illustrated in Figure 1 panels (a) and (b), which
correspond to the results on the left and right in this figure, respectively. (ai) and (bi) show the mean, 〈t〉 (black) , and
standard deviation, σ (red), of the first passage time. The results for directions A ← B and B ← A are indistinguishable in
these plots. (aii), (bii), (aiii) and (biii) are the probability distribution functions calculated at temperatures of 100, 50, and 20
(kBT in energy units, as marked). (aii) and (bii) are for direction A ← B; (aiii) and (biii) are for B ← A. The p(t) distributions
are very similar for the two landscapes, although σ grows significantly faster as the temperature falls in panel (bi).
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FIG. 3. Disconnectivity graph77,78 for an LJ38 database containing 4000 minima with the branches for B (icosahedral) and A
(cuboctahedral) minima coloured blue and red, respectively. The global minimum and the lowest minimum based on icosahedral
packing are illustrated close to their corresponding branches.

where ε and 21/6σij are the pair equilibrium well depth and separation for atoms i and j, respectively, and rij
is the corresponding interatomic separation. This system has two competing morphologies that define a double
funnel landscape (Figure 3),78,80–82 which has made it a useful benchmark for global optimisation,83–86 enhanced
thermodynamic sampling to overcome broken ergodicity,6,81,83,87–95 and rare event dynamics.4,5,66,81,96–98 This system
is amenable to detailed analysis, but it is complex enough to pose challenging problems if we attempt to simplify the
configuration space by defining projections such as reaction coordinates.99

In treating the rates and thermodynamics of this system we normally consider a set of five minima for the funnel
containing the global minimum truncated octahedron, point group Oh, and 395 minima for the funnel based on an
incomplete Mackay icosahedron, which has point group C5v.

78,80–82 These groups were taken as the A and B regions
for specificity. A large kinetic transition network has been calculated for this system in previous work, and a subset
containing 100,000 minima is available from the Cambridge Landscape Database.100 However, the low temperature
interconversion rates of interest converge for a much smaller sample, as shown in Figure 4a and b. Here, all the
results correspond to partition functions based on harmonic vibrational densities of states, with consistent minimum-
to-minimum rate constants obtained from transition state theory.7,8

The rate constants corresponding to k∗ = 1/TAB from equation (6) agree very well with the kF values from
graph transformation37,40,41,71 in the higher temperature range where the eigendecomposition gives meaningful results
(Figure 4c and d). For reference, the two morphologies have approximately the same free energy at a reduced
temperature around kBT/ε = 0.1. kNSS and kSS exhibit systematic deviations, especially at high temperature.

The results for the first passage time and standard deviation as a function of temperature are shown in Figure 5
for the database containing 4000 minima and 2677 transition states. The connected component is a subset of 900
minima, and all the subsequent calculations were conducted for this subset. The behaviour is much more complicated
than for the simple model landscapes in §III. This structure reflects the detailed organisation of the underlying
energy landscape, particularly the presence of internal barriers within the A and B regions. Although these regions
are defined in terms of local minima, based on the expected experimental diagnostics for the two morphologies,
the internal dynamics within each set still reflect the structure of the landscape in each region. It is particularly
noteworthy that this complexity is not readily apparent in the Arrhenius plots of the rate constants. The first passage
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FIG. 4. Results for the LJ38 cluster. (a) and (b) show the rate constants obtained from graph transformation, kFA←B and
kFB←A, for databases with 1000, 2000, 3000, 4000, 5000, and 10,000 minima, as marked, which contain 345, 893, 1481, 2677,
3963, and 10193 transition states, respectively. The results for 1000 and 2000 minima are not distinguishable. There are large
increases between 2000 and 3000, and between 3000 and 4000 minima, as more kinetically favourable pathways are progressively
included. (c) and (d) compare the A ← B and B ← A rate constants for the 4000 minima database. k∗ and kF agree closely
in each case, while kNSS and kSS exhibit systematic deviations, especially at high temperature.

time distribution and its moments are more sensitive to deviations from single exponential behaviour, which are also
apparent in projections based on structural order parameters.99 This behaviour once again illustrates how useful the
LJ38 cluster can be as a benchmark for analysing and understanding the relations between structure, dynamics, and
thermodynamics, and how these observables are encoded in the underlying potential energy surface.

The probability distribution for the first passage time at kBT/ε = 0.125 is shown in Figure 7 for directions A ← B
and B ← A. The results for two initial probability distributions are compared on a log-log scale. When PI∪B(0) is
localised in a single high energy minimum we see that p(t) exhibits two time scales, whereas the time dependence
is smooth for an initial restricted equilibrium distribution in the B or A region. The two time scales observed for
relaxation from a high energy minimum correspond to probability that reaches the absorbing product region directly,
and a slower component that first relaxes to the reactant, and then escapes to product on a longer time scale. The
two relaxation time scales are characteristic of a double funnel landscape.78,80–82

Equation (6) can be used to examine the breakdown of contributions to the MFPT from the eigencomponents
of the rate matrix. In the low temperature range of interest, we find that one mode, denoted d, dominates the
sum, where the product

[
1I∪Bw

R
d

] [
wL
dPI∪B(0)

]
or
[
1I∪AwR

d

] [
wL
dPI∪A(0)

]
is close to unity. For the LJ38 test

case there are a number of modes corresponding to slower relaxation than mode d, but their contributions are many
orders of magnitude smaller. These modes are all localised on single minima in the intervening region, except for one
contribution in the A ← B direction, which is localised on two higher energy minima in the B icosahedral set. We can
understand these results by considering how the contributions to the first passage time arise as the initial normalised
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FIG. 5. (a) shows the mean, T ED (black) , and standard deviation, σ (red), of the first passage time for directions A ← B and
B ← A, as marked. (b) and (c) show the probability distribution function for the first passage time, p(t), for directions A ← B
and B ← A, respectively, at a reduced temperature of kBT/ε = 0.125. Two initial distributions are considered, one with all
the probability localised in the highest energy minimum of the reactant set, denoted by PI∪B(0)→ δ (red), and the other with
a normalised local equilibrium distribution for all the connected B or A minima, denoted PI∪B(0)→ π̂B and PI∪A(0)→ π̂A
(black).

probability distribution drains away to the absorbing boundary. The eigenvectors with slower relaxation than the
d component involve one or more minima separated from the rest by high barriers, where the initial occupation
probability at t = 0 is zero or small. The system relaxes without ever populating these states significantly, so that
equation (6) corresponds closely to single exponential decay.

As shown in Figure 6, evaluation of p(t) using eigendecomposition and equation (5) is numerically unstable at low
temperatures, because the master equation matrix becomes ill-conditioned.38,39 To access p(t) in this regime, we use
kinetic path sampling (kPS), a stochastic method based on local graph transformations to sample regional escape time
distributions, which are then “undone” by an iterative reverse randomisation procedure, to allow efficient sampling
of the exact escape time distribution.43,44 Numerical instability is avoided through use of the graph transformation
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FIG. 6. Mean first passage times for the LJ38 database containing 4000 minima and 2677 transition states calculated using
kinetic path sampling (blue squares) compared to eigendecomposition (red circles), and graph transformation (small black
circles). The estimates from kPS simulations were obtained from 20000 transition paths. (a) A ← B. (b) B ← A.

method,38 although the sampled FPT distribution data requires monitoring for convergence.
The mean first passage time estimated from kPS simulations is in excellent agreement with the exact graph trans-

formation result and eigendecomposition in suitable temperature regimes (Figure 6). Figure 7 demonstrates that the
sampled escape times agree very well with the exact p(t), although there is consistent insufficient sampling of the
rare, long escape times. The tails of the FPT distributions are associated with low probability, but they make a
significant contribution to the MFPT because the values are extremal.67 This undersampling leads to significant error
when estimating higher moments of the escape time, as 〈tn〉 =

∫
tnp(t)dt is clearly more sensitive to large but rare

values of t. These errors can be systematically reduced through increased computational effort. For more complicated
systems, however, the ability to converge higher moments of the first passage time in kMC simulations may be limited
in practice by the availability of computational resources. The kPS simulation at the lowest temperature considered
(T = 0.05) fails in one direction, because the number of kMC moves along particular edges in the transition network
becomes unfeasibly large.

FIG. 7. The exact p(t) between basins of LJ38 at T = 0.125, as determined by eigendecomposition (black line), is compared
with a density histogram of data obtained using 20000 transition paths simulated by kinetic path sampling (blue squares). As
shown in figure 6, the mean first passage times obtained by kPS are in excellent agreement with eigendecomposition and NGT
methods. Undersampling of less probable passage times leads to some error in higher moments, which can be systematically
reduced with increased sampling effort.

Once again, the LJ38 cluster provides us with a tractable benchmark that covers a wide range of behaviour, which can
also be found in diverse systems of interest in molecular and condensed matter science. It is particularly noteworthy
that the Arrhenius plots for the phenomenological rate constant appear relatively featureless, while detailed analysis
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of the first passage time distributions explains how this behaviour is encoded in the underlying potential energy
landscape.

These observations are considered again below, where we compare different coarse-graining procedures for the same
network, with the objective of pushing the first passage time distribution calculations down to lower temperatures
without losing precision. The regrouping scheme yields transition networks that are not only lower dimensional,
but are also significantly better conditioned, which therefore (at least partially) alleviates the problem of flickering
trajectories in kMC simulations.43,67

V. RESULTS FOR REGROUPED NETWORKS

The eigendecomposition of the rate matrix, which enables us to calculate the probability distribution p(t) and the
moments of the first passage time via equations (5) and (6), provides direct insight into the dynamical properties of
a kinetic transition network, and hence allows quantitative assessment of the sampling convergence of the underlying
energy landscape. However, in practice, numerical imprecision limits the application of this scheme to high temper-
atures and small databases.4,5,38,39 We therefore examined whether the underlying database could be coarse-grained
via a suitable regrouping scheme to extend the range of applicability. A number of lumping schemes have been
discussed in the literature,49–57,101 and community detection algorithms102–110 could also be employed to partition a
transition network. However, care must be taken that the resulting groups of nodes accurately reflect the metastable
macrostates; otherwise the lumped transition network may not appropriately represent the dynamical properties of
the original network. The efficiency of kMC simulation algorithms based on a partitioning of the network, including
kPS, is strongly affected by the extent to which the groups of nodes characterise the metastable macrostates.67

In this section, we focus on the macrostates, or clusters, determined using a free energy-based regrouping scheme,
described in §V A. In §V B we compare the ability of three different intergroup rate expressions, namely the local
equilibrium approximation60 and two versions of the Hummer-Szabo formulation,101,111 to reproduce the kinetics of
interest for the same clustering of the landscape. Then in §V C we introduce a new approximation to intergroup
dynamics that exploits a spectral decomposition of each cluster to generalize the local equilibrium approximation. We
note that regrouping based on the steady state approximation112 yields the same form for the resulting rate equations
as the steady state assumption for reactant and product regions in the original discrete path sampling formulation.4,5

A detailed comparison of alternative lumping schemes will be reported elsewhere, including extensive tests of the
spectral clustering scheme.

A. Free Energy Regrouping Using the Local Equilibrium Approximation

We first considered the model landscape shown in Figure 1a and applied a self-consistent regrouping scheme based
upon free energy barriers.60 In this procedure a regrouping threshold ∆GRG is selected and local free energy minima
are grouped together if they are separated by free energy barriers below the threshold. The regrouping procedure is
applied iteratively to the new groups that result, until no further changes occur, producing occupation probabilities
and free energies for a group of minima, J , as60

ΠJ(T ) =
∑
j∈J

πj(T ) and FJ(T ) = −kBT ln
∑
j∈J

Zj(T ),

where Zj(T ) is the canonical partition function for local minimum j. The corresponding free energy and intergroup
rate constants for the transition state connecting groups J and L in this scheme are simply60

FLJ(T ) = −kBT ln
∑
(lj)†

Z†lj(T ), l ∈ L, j ∈ J,

and k†LJ(T ) =
∑
(lj)†

πj(T )

ΠJ(T )
klj(T ), (11)

where Z†lj(T ) is the partition function for the transition state connecting local minimum j to l, and we employ the

usual transition state theory formulation7,8 throughout in the numerical calculations, using harmonic vibrational
densities of states.

Although the expression for the intergroup rates in equation (11) assumes the local equilibrium approximation
(LEA), the regrouping scheme itself can be used with alternative formulations for the intergroup rates. This lumping
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FIG. 8. Comparison of rate constants, MFPT and first passage time distributions calculated using free energy regrouping
for the model landscape depicted in Figure 1a. Reduced units are employed throughout. (a) Shows Arrhenius plots of kF and
kGT,RG for the largest regrouping threshold ∆GRG = 100. The values for kGT,RG are shifted systematically to higher rates
with decreasing temperature, with kFB←A and kGT,RG

A←B lying between the other two plots, as indicated. (b) Ratio of T GT,RG
BA

to T GT
B←A for selected regrouping thresholds. The regrouped rate is correct throughout this temperature range for ∆GRG = 10.

At ∆GRG = 16 T GT,RG
BA is correct in the low temperature range, while for thresholds of 17 and 100 the regrouped rates are

higher, and the ratio increases systematically in the low temperature range. (c) Ratio of regrouped A ← B mean first passage
times calculated using eigendecomposition (*) and graph transformation (F ) for the same regrouping thresholds, as marked

(zero corresponds to no regrouping). Without regrouping, numerical imprecision leads to inaccurate values for T ED,RG
BA below

T = 0.23. For a threshold of 50 the regrouped values agree throughout this temperature range. (d) Ratio of the regrouped
A ← B mean first passage time to the accurate value corresponding to T GT

AB without regrouping. With a threshold of ∆GRG = 15
the lowest temperature at which the MFPT is correct is extended down to T = 0.2. For a threshold of ∆GRG = 17 the MFPT
is within two orders of magnitude of the correct value down to T = 0.18, before numerical imprecision causes the calculation to
fail. (e) The first passage probability distributions for T = 100 are indistinguishable for regrouping thresholds ∆GRG of 17, 15
and 0 (no regrouping). (f) For T = 5 the probability distributions are similar, but not identical. At lower temperatures (not
shown) the disagreement with increasing ∆GRG is even more pronounced.
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scheme explicitly groups together states separated by barriers below the threshold, which are expected to interconvert
rapidly compared to the rate-determining process of interest. It does not require any structural order parameters,
and all degrees of freedom are included, avoiding projection onto a lower dimensional space. Of course, if ∆GRG is
chosen too large, then the coarse-grained network that results will no longer reproduce the kinetics properly. Hence,
in the present context, we need to assess the effect of regrouping on the rate constants in terms of the true values
for the coarse-grained network, and the temperature range where eigendecomposition is numerically correct. We
therefore compared the rate constants and mean first passage times calculated for the regrouped network using graph
transformation, denoted kGT,RG and T GT,RG, and using the eigendecomposition of equation (6), denoted k∗RG and
T ED,RG, to the reference values kF and T GT on the full network.

A wide range of regrouping thresholds were applied, and selected results are shown in Figure 8. The largest
systematic errors from regrouping with ∆GRG = 100 are illustrated in Arrhenius plots for both A ↔ B rate constants

in Figure 8a. Here, T GT,RG
AB is around three orders of magnitude too small at the lowest temperature considered,

T = 0.1, while thresholds up to ∆GRG = 16 provide a faithful representation of the overall kinetics (Figure 8b). For
the largest regrouping thresholds the coarse-graining produces two groups, since we do not allow sets containing A
and B to merge.

We find that eigendecomposition and graph transformation produce the same values for the A ← B MFPT and
the corresponding rate constants for the same regrouped databases, as long as sufficient precision is maintained
(Figure 8c). The trends for the B ← A direction are very similar, and are omitted for brevity. For larger ∆GRG

thresholds, agreement is maintained to progressively lower temperatures, since numerical precision is improved for the
eigendecomposition when the dimension of the rate matrix decreases (fewer free energy groups). The final comparison

of T ED,RGAB with T GT
AB in Figure 8d shows that accurate rates can be obtained down to lower temperatures when ∆GRG

is chosen judiciously. If an estimate of the rate constant within two orders of magnitude is the objective, then the

temperature range can be pushed lower with a larger regrouping threshold. The trends in Figure 8d for T ED,RG
A←B are

analogous to Figure 8b for T GT,RG
A←B , except that precision is lost at low temperature.

The probability distributions for the first passage time show how regrouping affects the kinetics. Selected results

are illustrated in Figure 8 for two temperatures. The smaller values of T ED,RG
AB for ∆GRG = 17, visible in Figure

8d, correspond to a first passage time distribution with a higher peak at a lower value of t, followed by faster decay.
The systematic error for T = 1 would be acceptable for an order of magnitude estimate of the rate constant, while
the distribution at T = 0.25 deviates significantly from the true form, but still yields a rate within two orders of
magnitude of the correct result.

FIG. 9. Arrhenius plots for LJ38 comparing kF (black) and kF,RG (red) with a regrouping threshold of ∆GRG = 0.75 ε.
Reduced units are employed throughout.

Analogous results for regrouping with LJ38 are shown in Figures 9 and 10. As for Figure 5 these results are for
the database containing 4000 minima and 2677 transition states. Here we introduced a small modification to the
regrouping scheme, which produces more accurate rate constants in the reference values kGT,RG obtained using graph
transformation. The pathway making the largest contribution to kSS at different temperatures was determined using
Dijkstra’s shortest path algorithm113 for edge weights calculated from the corresponding branching probabilities.4,66,114

Regrouping minima from these paths, especially the highest energy structures, can affect the overall barrier between
groups for the most kinetically relevant paths. Excluding selected minima from these paths therefore enables larger
regrouping thresholds to be used without affecting the overall barrier for the fastest pathways. Hence the calculated
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FIG. 10. Comparison of the MFPT and first passage time probability distributions calculated using free energy regrouping
for LJ38 with ∆GRG = 0.1, 0.5, 0.75, and 0.95, as marked. Reduced units are employed throughout. (a) T GT,RG

AB /T GT
AB .

(b) T GT,RG
BA /T GT

BA . (c) T ED,RG
AB /T GT

AB . (d) T ED,RG
BA /T GT

BA . (e) Direction A ← B at kBT/ε = 0.125 (f) Direction B ← A at
kBT/ε = 0.125. The results for thresholds of 0.1 and 0.5 are similar to the reference in each case. As ∆GRG increases the
distribution shifts systematically to shorter first passage times.
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rates agree better with the true values for larger ∆GRG thresholds, where the coarse-grained database has fewer free
energy groups. The reduction in dimensionality results in improved numerical precision in the eigendecomposition.
We note that minima could be excluded from regrouping based on more general analysis of distinct pathways classified
by the rate-determining step,66 and we will test this extension in future work.

The effective barriers that result from a best fit of the rate constants to the Arrhenius form are approximately
4.22 and 3.27 ε,6 for B ← A and A ← B, respectively, for the usual choice of five minima in the octahedral A region
and 395 associated with B region corresponding to the incomplete Mackay icosahedron. Figure 9 shows that both
rate constants are reproduced quite accurately for ∆GRG = 0.75 ε with the graph transformation procedure. The
effect of regrouping on T GT and T ED is illustrated for selected regrouping thresholds in Figure 10. Here it is the low
temperature behaviour that is the focus of interest, and we find that ∆GRG values up to 0.5 ε preserve both B ← A
and A ← B rate constants very well in this regime. T GT,RG

BA (cuboctahedral to icosahedral) is more sensitive to
regrouping, but the deviations do not exceed about an order of magnitude for ∆GRG = 0.75 ε (Figure 10a and b). We
found that the regrouped rates agreed well for T GT,RG and T ED,RG up to ∆GRG = 0.95 ε in the temperature range
where eigendecomposition retains numerical precision. Panels (c) and (d) demonstrate that regrouping can extend
the accessible low temperature range for T ED, but the improvement is relatively small.

Finally, the effect of regrouping on the first passage time distributions at kBT/ε = 0.125 is shown in Figure 10 panels
(e) and (f); the deviations result in a systematic shift to higher probability at shorter time, and an earlier decay. In
agreement with the behaviour noted above, the B ← A first passage time exhibits greater sensitivity to regrouping. It
is also important to note that kPS simulation for the B ← A transition in LJ38 at the lowest temperature considered
(T = 0.05), is feasible for the transition network obtained using a regrouping threshold of 2.1 ε. This calculation was
intractable for the original network, owing to a small number of edges where the number of kMC moves along a typical
transition path is exceptionally large. The error incurred in the resulting estimate for the MFPT is approximately
10 % compared to the exact value obtained from graph transformation.

These results show that regrouping has the potential to extend the useful range of the rate constant analysis for
the eigendecomposition formulation, and to relieve the problem of flickering trajectories in kMC simulations.43,67

However, the gains achievable by lumping schemes are limited by the error incurred when nodes separated by higher
energy barriers are grouped together. Use of a lumping scheme therefore requires a careful analysis of the dynamics
for the resulting coarse-grained Markov chain to ensure consistency with the original transition network.17,68

B. Free Energy Regrouping with Optimal Markovian Coarse-graining of Intergroup Rates

In §V A, the intergroup rates were estimated using the local equilibrium approximation,60 which assumes that
transitions within a free energy group are much faster than transitions between them. This formulation equates the
intergroup rate constant from group I ← J to a weighted average of the inter-microstate rates between the boundary

nodes: k†IJ =
∑

(ij)† kij π̂j , as for equation (11), with π̂j = πj/ΠJ . Because this approach assumes that transitions

within J are instantaneous before escape to I, the local equilibrium approximation is exact for the evolution of
the occupation probabilities in the short time limit. This result follows from analysis of the occupancy number
cross-correlation functions,

Cij(τ, t) = P (i, t+ τ ; j, t)− pi(t+ τ)pj(t), (12)

where the first term designates the joint probability that the system is in state j at time t and in state i at a lag time
τ later. The first term can be written in terms of the conditional probability P (i, t + τ |j, t), which is equal to the
ijth element of the propagator matrix eKτ , where K ∈ RN×N is the matrix of minimum-to-minimum rate constants,
with diagonal entries corresponding to total escape rate, analogous to equation (1). If the system is in equilibrium,
the correlation function becomes a function of the lag time τ only:

Ceq
ij (τ) = [eKτ ]ijπj − πiπj , (13)

where πi is the equilibrium occupation probability of state i, normalised over all minima, as above. It has been shown
in Ref.115 that the local equilibrium approximation is equivalent to∑

i∈I

∑
j∈J

Ceq
ij (0) = Ceq

IJ(0), (14)

meaning that the number of transitions per unit time occurring at equilibrium is exact in the limit of short lag times.
While this approximation works well for clearly-defined metastable basins, it will lead to systematic errors if the
assumed time scale separation breaks down; i.e. in flat regions of the landscape.
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We now consider an alternative formulation of the intergroup rates due to Hummer and Szabo,101 who proposed
a coarse-graining strategy that minimises the error in the correlation functions under the constraint that the coarse-
grained model is Markovian. The area under the correlation functions is then the same for both the coarse-grained
network and the full network: ∑

i∈I

∑
j∈J

∫ ∞
0

Ceq
ij (τ) dτ =

∫ ∞
0

Ceq
IJ(τ) dτ. (15)

Since this relation matches the correlation functions of the coarse-grained and full networks over all time scales,
instead of just at short times, it should preserve the kinetics of interest more accurately than the local equilibrium
approximation for a given set of clusters.

The Hummer-Szabo formulation, derived below, is ‘optimal’ in the sense that it minimizes the total error in
occupation correlation functions, whilst satisfying the Markovian condition and detailed balance,101,115 balancing
accuracy at long and short lag times. We note that some applications prioritize accuracy for a specific timescale,
where one instead minimizes correlation error at a set of (typically long) lag times.116

Consider a network of N minima partitioned into M groups using a clustering matrix A ∈ RN×M , where AiI = 1
if i ∈ I, and zero otherwise. Then, enforcing (15) results in a coarse-grained rate matrix KHS ∈ RM×M given by101

KHS = ΠM1M − diag(ΠM )(A>[π1N −K]−1diag(π)A)−1. (16)

Here, 1N is the N -dimensional row vector with entries equal to unity, as in §II, π ∈ RN again contains the normalised
equilibrium occupation probabilities of the minima, ΠM = A>π contains the equilibrium occupation probabilities
of the groups, and the diagonal matrices diag(π) ∈ RN×N and diag(ΠM ) ∈ RM×M contain entries corresponding to
components of the probability vectors indicated.

The expression in (16) is optimal in that it is the most accurate model for intergroup rates that satisfies the
Markovian condition and detailed balance;101,115 however, it requires inverting an N -dimensional matrix, which is
numerically unstable for large networks and low temperatures. To investigate these issues further, we also implemented
an alternative version of the Hummer-Szabo coarse-grained rate matrix written in terms of the pairwise first passage
times, tij , from states i← j, as derived in Ref.111:

KKKRA = ΠM1M −
[
ΠM1M + A>diag(π)tπ1M

−A>diag(π)tdiag(π)Adiag(ΠM )−1
]−1

. (17)

In principle, KKKRA = KHS, but the formulation in equation (17) only requires inverting M -dimensional matrices,
so it can be applied to larger systems than equation (16). However, the calculation of all N2 first passage times for t
can also be numerically challenging for large systems and low temperatures.

In Fig. 11, we coarse-grain the model landscape depicted in Fig. 1a using the same grouping scheme as in §V A
and compare the intergroup mean first passage times (MFPTs) obtained from the two formulations of the rate matrix
KHS and KKKRA. Here we define the MFPTs as

TAB =
∑
b∈B

TAbπ̂b and TBA =
∑
a∈A
TBaπ̂a, (18)

and we compare the results from graph transformation, T GT
AB , obtained from TAb = τGT

b /PGT
Ab , with T ED

AB , obtained
from the mean first passage time via the eigendecomposition approach in equation (6). To allow direct comparison
with the LEA, we assume that microstates in A,B are initially in local equilibrium. We note that this assumption
may be inaccurate for weakly metastable or disconnected basins, as discussed below equation (9).

For all regrouping thresholds, both the HS and KKRA schemes lose precision at T = 1.0 and below, but Figure
11 shows that they produce more accurate results than the local equilibrium approximation (LEA) intergroup rates
at higher temperatures. For thresholds ∆GRG ≤ 16, where the regrouping procedure does not change the number
of states, both the HS and KKRA formulations start to become unstable at even higher temperatures. Since the
model landscape only has 8 states, we can attribute this instability to a lack of numerical precision, rather than high
dimensionality. For ∆GRG ≥ 20, where coarse-graining produces a two-state system, the calculations are stable for
all temperatures T > 1.0. In this range of temperatures, the HS rates are more accurate than the LEA in reproducing
the kinetics of the full network, as expected. Although all coarse-grained rates are within a factor of two from the
true rate in this model system, for more realistic systems like LJ38, the LEA rates can deviate systematically at
low temperatures from the true values, depending on ∆GRG, as illustrated in §V A. The HS scheme would be more
accurate in these cases if it could be applied without losing precision.
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FIG. 11. Comparison of the MFPT for B ← A calculated for different coarse-grained networks, compared to the exact MFPT
(T GT
BA ) calculated using graph transformation (GT) for the full network for the model landscape depicted in Figure 1a. The

coarse-grained network, obtained using a free energy regrouping threshold of ∆GRG = 100, contains just two groups. We
compare three different methods for estimating the intergroup rates: the Hummer-Szabo formulation in Eqn. (16) (HS), the
same rates calculated instead from the matrix of pairwise mean first passage times, as suggested by Kells et al.111 (KKRA),
and the local equilibrium approximation (LEA).60 Left: ratio of first passage time calculated using graph transformation (GT )
for the coarse-grained network to the GT result for the full network. Right: ratio of first passage time calculated using eigende-
composition (ED) for the coarse network to the GT result for the full network. The HS and KKRA formulations lose precision
below T = 1.0, but are more accurate than LEA for higher temperatures. The MFPTs obtained from eigendecomposition and
graph transformation agree to high precision.

C. Free Energy regrouping using spectral reduction of clusters

We have seen in section V A that the free energy regrouping method, combined with the local equilibrium ap-
proximation (LEA), is able to accurately produce the true kinetics providing the regrouping thresholds are chosen
judiciously. However, if too high a threshold is chosen, the coarse graining becomes too agressive and accuracy is lost.
In this final section we generalize the LEA procedure for a given state regrouping, providing a method to interpolate
between the LEA and the exact dynamics. In particular, our aim is to produce a scheme which receives a given coarse
clustering, then proposes additional states to the LEA in order to improve accuracy.

To acheive this, we perform a local eigendecomposition for each cluster, then perform a projection to ensure one
mode is equal to the local equilibrium distribution. We then analyse the local spectral properties to decide how many
modes per group we retain. If all modes are retained then we recover the full master equation matrix, whilst the
retention of one mode per group is equivalent to the LEA.

Although all of the disjoint clusters produced by free energy regrouping can in principle be analyzed simultaneously,
for clarity we consider analysing just one cluster P with NP states. The application to multiple clusters is presented in
appendix B. Then, the N -state master equation matrix can be partitioned into two sets of size NP and NQ = N −NP
as

M =

[
MQQ MQP
MPQ MPP

]
, (19)

where the cluster P is suitably chosen in rank and conditioning such that we are able to compute a full eigendecom-
position for the NP relaxation modes, giving the exact relation

MPP = −
NP∑
l

λPl xPl ⊗ yPl , (20)

which defines the eigenvalues −λPl < 0 and the right and left eigenvectors xPl ,y
P
l . Although (20) is clearly not a

diagonalization of the whole rate matrix, it is an exact representation of the submatrix MPP . With some initial
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condition PP(0) confined to P, the dynamics before escape from P are given exactly by

PP(t) =

NP∑
l

[
yPl PP(0)

]
exp(−λPl t)xPl , (21)

with moments of the escape time from P

〈tmQP〉 = m!

NP∑
l

[
yPl PP(0)

] [
1PxPl

]
/
[
λPl
]m

, (22)

where m ∈ [0, NP ] and the relation for m = 0 defines the normalisation 1PPP(0) = 1, with 1P a row vector of ones
of dimension NP , analogous to equation (7).

To simplify the dynamics in P, we reduce the effective rank of MPP by truncating the sum in the eigendecomposition
to include only a subset SP of nP1 < NP modes. Whilst such approaches typically rely on the identification of a spectral
gap in the eigenvalues, we define a more general criterion below, which includes this form of selection as a special
case.

With a subset SP identified, we project onto rectangular basis matrices XP1 and YP1 where XP1 ∈ RNP×nP
1 is a

matrix whose nP1 columns are the right eigenvectors xPl , l ∈ SP and YP1 ∈ RnP
1 ×NP is a matrix whose nP1 rows are the

left eigenvectors yPl , l ∈ SP . More generally, any strategy can be used to form the reduced basis matrices, providing
XP1 YP1 ≈ INP . The full master equation matrix can then be reconstructed, to within the approximation induced by
the truncation, via

M '
[
IQ

XP1

]
M1

[
IQ

YP1

]
≡ X̃1M1Ỹ1, (23)

where the omitted off-diagonal elements are rectangular matrices of zeros, with appropriate dimensions, and the first

equation defines the rectangular matrices X̃1 and Ỹ1. The reduced matrix M1, defined in Appendix A, has a reduced
rank NQ + nP1 . This procedure can be continued, partitioning and reducing M1 in an identical manner to M, with

corresponding matrices X̃2 and Ỹ2. After J recursions we have a reduced rate matrix of

M '

 J∏
j=1

X̃j

MJ

 J∏
j=1

Ỹj

 . (24)

When an MJ is found that is suitably well conditioned we then perform a full diagonalization, MJ = −X̃J+1λJ+1ỸJ+1,
producing an approximate first passage time distribution

p(t) ' 1N

J+1∏
j=1

X̃j

λJ+1 exp (−λJ+1t)

J+1∏
j=1

Ỹj

P(0). (25)

In the following analysis we focus on clusters produced using the thresholding criteria and self-consistent regrouping
defined in §V A using the LEA approximation, and compare the results of a single iteration (J = 1) to LEA. To select
the subset of modes SP , the most rigorous approach would be look for a large spectral gap in the eigenvalues, i.e.
find a subset SP such that maxl∈SP λ

P
l � minl/∈SP λ

P
l .

If the bulk of the initial probability is associated with the retained modes, i.e. 1NP XP1 YP1 PP(0) ' 1, then the
system will then have an exponentially small likelihood of leaving P at short times where the influence of the fast
relaxation modes l /∈ SP is greatest. After this short period such modes will have decayed away, meaning that the
truncated eigenexpansion XP1 exp(−λP1 t)YP1 PP(0) will give only exponentially small error in the internal dynamics.

However, a large spectral gap does not always exist, or may require many different regrouping options to be
attempted to allow such metastability to be identified.

We propose an alternative criteria, namely selecting SP such that the retained modes approximately account for the
local equilibrium distribution π̂P and some moments of the exit time from P, given local equilibrium. For prescribed
tolerances ε0, ε1, · · · > 0 we require 1NP XP1 YP1 π̂P = 1− ε0 and

m!
(
1NP XP1

) [
λP1
]−m (

YP1 π̂P
)

= (1− εm)〈tmQP〉, (26)

where 〈tmQP〉 is evaluated with PP(0) = π̂P . The error in momentm from omitting mode l ism!
[
1NP xPl

] [
yPl PP(0)

]
/(λPl )m,

and the relative error in 〈tmQP〉 will decrease with m, since it is the largest magnitude eigenvalues that are removed.
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As a result, if there is a large spectral gap the criteria in equation (26) will naturally identify the slow ‘below gap’
modes as a special case, but also provide a protocol that can be applied when no clear gap exists, consistent with the
conditions for key observables to be reproduced as accurately as possible.

We note that an unsupervised procedure for choosing the subset SP could be devised, where modes l ∈ NP are
recursively added to SP until the desired accuracy is reached for a large number of moments. Poor cluster choice
would then induce inefficiency rather than inaccuracy. However, in the remainder of this section we only require
accuracy for m = 0 and 1. In this context, the free energy regrouping method based upon local equilibrium and
associated intergroup rates60 (LEA) can be viewed as the truncation

nP1 = 1, YP1 = yP0 ' 1NP , XP1 = xP0 ' π̂P ,

⇒ λP0 ' −1NP MPP π̂P , (27)

which should be accurate when there is one eigenvalue (denoted by mode 0) much smaller in magnitude than all
the others, i.e. a large spectral gap with one mode below the gap such that yP0 ' 1NP and xP0 ' π̂P . Whilst this
situation will hold well for highly metastable clusters, with little internal structure, poorly chosen, weakly metastable
or complex clusters will not be well represented. However, as application of (27) requires no eigendecomposition it
can be rapidly applied for different regrouping schemes.

In Figure 12 we compare the FPT distributions obtained from the LEA truncation in (27) to the moment-based
spectral reduction (SR) criteria defined by equation (26), using the clusters produced by the recursive free energy
based regrouping scheme60 described in §V A. The modes in each cluster P were ordered via their projection onto the
local equilibrium distribution, then added sequentially to SP until the m = 0, 1 moments were within the desired
threshold. In the legend of Figure 12 Nc refers to the number of clusters resulting from the free energy regrouping
scheme. For the LEA results, Nm = Nc since only the slowest relaxation mode from each cluster is retained. For
the SR results, Nm ≥ Nc is the total number of modes retained summed over all the clusters. In the exact FPT
distribution, all modes in all clusters are retained so that Nm = N .

There are clearly many possible strategies to select SP , which will be explored in future work. Whilst this approach
often improved on the LEA approach, in some cases, as can be seen in Figure 12, the spectral reduction scheme
produced coarse grained KTNs with higher rank but lower accuracy that the LEA version.

To improve the spectral reduction scheme, we note that the reconstruction (23) only requires XP1 YP1 ≈ INP , not
that XP1 and YP1 are formed from eigenvectors of MPP . As a result, we modified the basis matrices produced by the
local eigendecomposition to better interpolate between the LEA approximation and the full dynamics.

The eigenmodes corresponding to xP0 and yP0 with the largest projection onto the vectors corresponding to local
equilibrium, π̂P and 1NP are ‘rotated’ to be precisely these vectors, i.e. those used in the LEA approximation (27),
whilst all other modes are projected to maintain orthogonality to π̂P and 1NP , ensuring a complete basis if all modes
are retained, i.e. as ε→ 0 the exact result is recovered.

In practice, SP is determined exactly as before but the local basis that forms XP1 ,Y
P
1 is modified by the ‘equilibration

projection’ (denoted SR-EP)

xP0 → π̂P , xPl →
[
INP − π̂P ⊗ 1NP

]
xPl ,

yP0 → 1NP , yPl → yPl
[
INP − π̂P ⊗ 1NP

]
. (28)

This new basis retains completeness as ε → 0, but also reduces to the LEA approximation (27) when ε is large,
therefore naturally interpolating between LEA and the exact formulation. We also investigated a modified version of
(28), (denoted by SR-EPO) which retains the pairwise orthonormality yPl xPm = δlm, and can thus be considered a
rotation of the original rate matrix followed by a coarse-graining. Figure 12 shows that the modified basis vectors (28)
are always superior to the simpler LEA formulation, allowing for further systematic improvement in reproducing the
KTN observables. The pairwise orthonormality modification gave very slightly worse performance than (28). These
approximations will be tested systematically with a wider variety of clustering schemes in future work.

VI. CONCLUSIONS

We have explored the first passage time distributions for kinetic transition networks representing various synthetic
potential energy landscapes, along with the LJ38 atomic cluster, a realistic benchmark system with competing mor-
phologies separated by a high barrier. In particular, we have examined the mean first passage time (MFPT) and
the standard deviation of the first passage time, computed using alternative approaches based on eigendecomposition
and kinetic path sampling.43,44 For the MFPT, accurate reference values are provided by the graph transforma-
tion procedure.37,40 This approach enables us to analyse how observable dynamical properties, such as first passage
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FIG. 12. Exact (black line) and approximate p(t) between basins of LJ38 at T = 0.125. Multiple (Nc) disjoint clusters are
formed using the thresholding technique described above with ∆G = 0.95. The LEA approximation (red line) is equivalent to
(27), with one mode per cluster (Nc = Nm). The spectral reduction (SR) method (green line) had a threshold of ε = 10−2,
giving Nm > Nc modes. Modifying the SR method (SR-EP) via (28) with the same threshold (blue line) gave better agreement
with the exact result and naturally interpolates from the LEA. A further modification (SR-EPO), which enforces pairwise
orthogonality for the retained eigenvectors, having set xP0 → π̂P and yP0 → 1NP has a slight negative effect on accuracy.

times and rate constants, are encoded in the underlying energy landscape, and provides a guide to converging the
corresponding kinetic transition network.

Eigendecomposition methods encounter problems with numerical precision in the rare event regime that is usually
of interest, as expected.38,39 The graph transformation procedure provides access to the MFPT even for strongly
metastable systems,38 but does not conserve higher moments of the first passage time distribution. Kinetic path
sampling (kPS), which is based on local graph transformations to compute regional escape times,43,44 is more nu-
merically robust than methods based on eigendecomposition, and enables higher moments of the FPT distribution
to be calculated even for metastable transition networks. However, the sampling effort required to converge higher
moments of the FPT distribution, which are strongly influenced by rare extremal values at the tail of the distribution,
may be prohibitive for complex systems. Nonetheless, when eigendecomposition fails kPS is the method of choice for
obtaining the FPT distribution, and hence insightful mechanistic information, for dynamical systems featuring rare
events.67

We investigated the extent to which regrouping48–57 the states in a kinetic transition network is helpful for improving
the numerical performance of eigendecomposition. Dimensionality reduction of kinetic transition networks via cluster
is attractive because eigendecomposition has cubic scaling with system size,38,39 and the dynamics of the lumped
network may be more readily interpreted in terms of the key features of the underlying energy landscape. Many
enhanced sampling algorithms for explicit simulation of the dynamics on transition networks, including kPS, are
based on a partitioning of the network. Inappropriate choice of the groups will lead to a lumped transition network
that does not properly preserve the kinetics of the original network, and will have a severe adverse effect on the
efficiency of dynamical simulations.67

We considered the groups determined by a recursive regrouping scheme60 as a function of the regrouping threshold,
and compared the performance of three different formulations for the intergroup rates in reproducing the reference
MFPTs and rate constants. The simplest intergroup rate scheme assumes local equilibrium within each group on
the timescale of interest,60 which is expected to work well if the eigenspectrum of the transition network exhibits a
spectral gap,98 provided that the regrouping preserves this structure. We find that the recursive regrouping scheme
permits access to lower temperatures than eigendecomposition, but the improvement is relatively small. Recursive
regrouping with the local equilibrium approximation also provides a simple and effective means to pre-process a
transition network and eliminate the internode transitions that are responsible for the most severe flickering effects,
which may otherwise preclude dynamical simulations.67 Alternative formulations of the intergroup rate constants,
based on extended matching of correlation functions for the occupation probabilities of the states,101,111 reproduce
the kinetics of the original transition network more accurately than the local equilibrium approximation. However,
evaluation of these expressions requires matrix inversion operations, which result in loss of numerical precision in the
metastable regime that is usually of interest.

We have described a new scheme for approximating the dynamics between metastable sets of nodes, based on
spectral analysis with a hierarchical truncation of the relaxation modes. The preliminary results from this approach
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are promising, and we will provide systematic benchmarking results in a future report. Finally, we note that using
graph transformation to eliminate nodes provides yet another approach to the dimensionality reduction of transition
networks, which is quite distinct from methods based on the aggregation of sets of nodes and subsequent estimation
of intergroup transition rates. An analysis of this approach will also be presented elsewhere.

The FPT distribution contains significantly more information than the MFPT alone. In particular, complex features
may manifest in the FPT distributions even for systems where the Arrhenius plots are deceptively simple. Although
the MFPT is the usual dynamical observable, detailed comparison of the computed FPT distribution with results
for more advanced (for example, single-molecule) experiments is feasible. Eigendecomposition of a kinetic transition
network yields detailed mechanistic information by separating the FPT distribution into contributions from orthogonal
dynamical eigenmodes, and kPS simulations allow trajectory information to be obtained even for strongly metastable
transition networks.67 Therefore, although computation of the FPT distribution is significantly more challenging than
calculation of the MFPT, analysis of the FPT distribution yields rich insight into the dynamics of a transition network,
which makes the additional effort very worthwhile.
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Appendix A: Form of reduced rate matrix following spectral reduction

We recall that the full master equation matrix can then be reconstructed, to within the approximation induced by
the truncation, via

M '
[
IQ

XP1

]
M1

[
IQ

YP1

]
≡ X̃1M1Ỹ1,

M1 =

[
MQQ MQPXP1

YP1 MPQ YP1 MPPXP1

]
, (A1)

where the omitted off-diagonal elements are rectangular matrices of zeros, with appropriate dimensions, and the first

equation defines the rectangular matrices X̃1 ∈ R(NQ+NP)×(NQ+nP
1 ) and Ỹ1 ∈ R(NQ+nP

1 )×(NQ+NP).
When YP1 ,X

P
1 are constructed from eigenvectors of MPP we have the additional simplification YP1 MPPXP1 = −λP1 ,

where λP1 is the diagonal matrix containing the nP1 eigenvalues λPl , l ∈ SP . In full dimensionality YP1 XP1 = INP , and
YP1 = (XP1 )−1, so that XP1 YP1 = INP . In reduced dimensionality nP1 < NP we have YP1 XP1 = InP , and the accuracy
of the reconstruction (A1) depends on the approximation XP1 YP1 ≈ INP .

Appendix B: Spectral reduction for multiple clusters

The treatment of multiple disjoint clusters P,R, ... in a single iteration is identical to the presentation above with

one block matrix per cluster. With multiple clusters the only change is to the projection matrices X̃1, Ỹ1, which
become (for two clusters P,R)

Ỹ1 →

IQ YP1
YR1

 , X̃1 →

IQ XP1
XR1

 , (B1)
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with new dimensions X̃1 ∈ R(NQ+NP+NR)×(NQ+nP
1 +nR

1 ) and Ỹ1 ∈ R(NQ+nP
1 +nR

1 )×(NQ+NP+NR). As before, the
accuracy of the approximation is controlled by XP1 YP1 ' IP , XR1 YR1 ' IR, etc. The hierarchy of matrices used for
(25) is thus unchanged.

In general, the clustering is a disjoint partitioning of the minima into sets P, Q, R, etc. A single iteration of the
spectral reduction then involves matrices

Ỹ1 →

YP1
YQ1

YR1

 , X̃1 →

XP1
XQ1

XR1

 ,
M1 →

YP1 MPPXP1 YP1 MPQXQ1 YP1 MPRXR1
YQ1 MQPXP1 YQ1 MQQXQ1 YQ1 MQRXR1
YR1 MRPXP1 YR1 MRQXQ1 YR1 MRRXR1

.


For any cluster that is not being reduced we simply replace Y1 and X1 by the identity matrix in this scheme.

Eigendecomposition of M1 = −X̃2λ2Ỹ2 now involves a matrix of dimension Nm ×Nm, where Nm = nP1 + nQ1 + nR1 ,
and produces the first passage time distribution

p(t) ' 1NX̃1X̃2λ2 exp (−λ2t) Ỹ2Ỹ1P(0), (B2)

in the same way as for equation (25).

REFERENCES
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