
SEPTEMBER 2000 1527C H E V A L L I E R E T A L .

q 2000 American Meteorological Society

Retrieving the Clear-Sky Vertical Longwave Radiative Budget from TOVS:
Comparison of a Neural Network–Based Retrieval and a Method Using

Geophysical Parameters
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ABSTRACT

At a time when a new generation of satellite vertical sounders is going to be launched (including the Infrared
Atmospheric Sounder Interferometer and Advanced Infrared Radiometric Sounder instruments), this paper as-
sesses the possibilities of retrieving the vertical profiles of longwave clear-sky fluxes and cooling rates from the
Television and Infrared Observation Satellite (TIROS) Operational Vertical Sounder (TOVS) radiometers aboard
the polar-orbiting National Oceanic and Atmospheric Administration satellites since 1979. It focuses on two
different methodologies that have been developed at Laboratoire de Météorologie Dynamique (France). The first
one uses a neural network approach for the parameterization of the links between the TOVS radiances and the
longwave fluxes. The second one combines the geophysical variables retrieved by the Improved Initialization
Inversion method and a forward radiative transfer model used in atmospheric general circulation models. The
accuracy of these two methods is evaluated using both theoretical studies and comparisons with global obser-
vations.

1. Introduction

The earth’s atmosphere is being observed continu-
ously by a network of various instruments. The satellite
radiometers are among the most important of these in-
struments, because their mesh in both space and time
is by far the most fine. Since 1979, the National Oceanic
and Atmospheric Administration (NOAA) has been
bringing an ambitious program of polar sun-synchro-
nous satellites into operation: measurements have been
made by various onboard instruments every 12 h for
most parts of the world and at most times. In particular,
the Television and Infrared Observation Satellite—Next
Generation (TIROS-N) Operational Vertical Sounder
(TOVS) package combines a wide range of infrared and
microwave sounding channels spread on three radi-
ometers: High-Resolution Infrared Radiation Sounder,
second generation—20 channels (HIRS-2); Microwave
Sounding Unit (MSU)—four channels; and Stratospher-
ic Sounding Unit—three channels. TOVS can provide
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estimates of many geophysical variables: the three-di-
mensional temperature and moisture description of the
atmosphere, a description of the surface (surface tem-
perature and sea-ice detection), and various cloud prop-
erties (cloud type, cloud-top altitude, and effective
cloudiness) (e.g., Smith et al. 1979; Susskind et al. 1997;
Scott et al. 1999). The TOVS specifications also allow
estimations of the longwave (LW) and shortwave
boundary fluxes (e.g., Ellingson et al. 1989; Gupta 1989;
Rossow and Zhang 1995; Mehta and Susskind 1999)
and the three-dimensional LW structure of the atmo-
sphere (Ellingson et al. 1994). Two main purposes mo-
tivate the production of these various datafields (the
sounder brightness temperatures and the estimated geo-
physical and radiative parameters). The assimilation in
numerical weather prediction schemes is the first one
(e.g., Andersson et al. 1991). The second one is the
analysis of climate, made possible by the continuity of
the TOVS observations since 1979 (e.g., Wu et al. 1993;
Wittmeyer and Vonder Haar 1994; Soden and Bretherton
1996; Stubenrauch et al. 1999c).

The current study focuses on two methodologies that
have been developed at the Laboratoire de Météorologie
Dynamique (LMD) for the estimation of the vertical LW
radiative budget from TOVS. The first method relies on
a nonlinear statistical method, the multilayer perceptron
(MLP; Rumelhart et al. 1986), for directly linking the
TOVS observed brightness temperatures to the LW flux-
es: it will be referred to as N-TbFlux. The second meth-
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od combines the geophysical variables retrieved by the
Improved Initialization Inversion (3I) method (Chédin
et al. 1985) and a classical forward radiative transfer
model (Morcrette 1991; Zhong and Haigh 1995): it will
be referred to as 3IFlux. This article is restricted to the
estimation of the clear-sky contribution to the LW ra-
diative fluxes and cooling rates. Attention has been
drawn to these quantities 1) because of their role in the
atmospheric general circulation (e.g., Pierrehumbert
1995) and 2) in the current context of intensive research
about water vapor feedbacks (e.g., Sinha and Harries
1997; Allan et al. 1999). These radiative quantities are
described in section 2. A global continuous dataset such
as the TOVS observations makes it possible to study
their spatial and temporal variability. Because all ex-
isting databanks suffer from retrieval uncertainties, es-
timating the accuracy of schemes like the two discussed
here is a delicate task. As a consequence, the validation

of N-TbFlux and 3IFlux has been based mainly on syn-
thetic cases and sensitivity studies. The results of these
experiments are presented in sections 3 and 4, respec-
tively, together with the description of each method. A
final assessment of the uncertainty in the computed flux-
es was made by comparisons of the flux and cooling
rate estimations with space–time-coincident flux deter-
minations: both direct computations from radiosonde
data and Earth Radiation Budget Experiment (ERBE)
products (Barkstrom 1984). These validations are pre-
sented respectively in sections 5 and 6. Section 7 sum-
marizes the results and discusses the advantages and
weaknesses of the two approaches.

2. Definitions
The formal solution of the radiative transfer equation

for a stratified nonscattering atmosphere in local ther-
modynamic equilibrium is

11 P ]t (P9, P, m)n↑ ↑F (P) 5 p m dm dn I (P , m)t (P , P, m) 1 B (T ) dP9 and (1)E E n 0 n 0 E n P9[ ]]P9
21 n P0

11 P ]t (P9, P, m)n↓F (P) 5 p m dm dn B (T ) dP9. (2)E E E n P9 ]P9
21 n 0

Here, F↑(P) [F↓(P)] is the upward (downward) radiative
flux at the pressure level P, integrated over the LW
spectrum. The quantity (P, m) is the monochromatic↑I n

radiance at frequency n at pressure level P propagating
in a direction such that m is the cosine of the zenith
angle. Also, P0 is the pressure at the surface, Bn(TP) is
the Planck function at temperature TP at pressure level
P, and t n (P9, P, m) is the monochromatic flux trans-
mittance for isotropic radiation between the pressure
levels P and P9.

The F↑s and the F↓s are the usual quantities computed
by radiative transfer models. For climate studies, the net
fluxes defined by F(P) 5 F↑(P) 2 F↓(P) are more rel-
evant parameters than F↑s and F↓s, when considered
separately. Indeed, at each pressure level P, F(P) is part
of the energy budget. In particular, the LW surface net
flux (LSNF) is added to other surface fluxes in the ex-
pression of the first derivative of the surface temperature
as a function of time (e.g., Holton 1991). The net flux
at the top of the atmosphere (TOA), usually referred to
as outgoing longwave radiation (OLR), is also of special
interest, because it represents the only loss of energy
from the earth–atmosphere system. The difference be-
tween OLR and LSNF is the total LW cooling (TLC)
of the atmosphere.

In the vertical, the temperature temporal variations
are linked linearly to the net radiative flux divergence

(in addition to the other diabatic terms and to the adi-
abatic cooling terms): the LW cooling rates CLW (P), in
K day21,

↓ ↑g ]F(P) g ]F (P) g ]F (P)
C (P) 5 2 5 2 , (3)LW C ]P C ]P C ]Pp p p

where Cp is the heat capacity at constant pressure, and
g is the gravitational acceleration.

The two codes to which reference is made in the
current study, N-TbFlux and 3IFlux, compute the F↑s
and the F↓s. The results shown here, however, focus on
the estimation of the three radiative fluxes (OLR, LSNF,
and TLC) and of the vertical cooling rates CLW. As said
in the introduction, restriction is made to the clear-sky
contribution to these quantities. With this approach, the
computed LW fluxes follow Eqs. (1) and (2). The clear-
sky LW cooling rates are calculated from the clear-sky
fluxes with Eq. (3). This approach allows one to separate
the contribution to the fluxes from atmospheric gases
from that of the solid and liquid water, provided one
knows the profiles of the gases in the cloudy regions.

3. Neural network–based flux retrieval from HIRS
radiances

a. A neural network–based technique

Many statistical methods have been developed in the
past to infer links from a certain property of a real
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TABLE 1. The 20 pressure levels used for the radiative computa-
tions. They correspond to the pressure levels from the ECMWF op-
erational general circulation model before 1991, when the surface
pressure is equal to 1013 hPa.

Level Pressure (hPa) Level Pressure (hPa)

19
18
17
16
15

0.0
20.0
40.0
60.8
86.2

9
8
7
6
5

453.1
546.7
642.4
735.3
820.4

14
13
12
11
10

119.7
163.6
219.2
286.8
365.4

4
3
2
1
0

892.8
948.5
985.6

1005.2
1013.0

system (response or output) to another property of that
system (predictor or input). These algorithms construct
prediction rules by processing data taken from cases for
which the values of both the response and the predictors
have been determined. The most widespread technique
is linear regression. For a long time, it has been applied
to the estimation of fluxes and cooling rates from sat-
ellite data (e.g., Raschke et al. 1973; Gruber and Win-
ston 1978; Tarpley 1979; Ellingson et al. 1994). The
linear hypothesis on which these techniques are based
limits the accuracy of such models.

Other statistical methods do not have the same draw-
back: for instance, MLP as defined by Rumelhart et al.
(1986). MLP is among the artificial neural network tech-
niques. It relies on processors, called formal neurons or
neurons, with reference to the biological analogy. A
neuron computes a weighted sum of its inputs and trans-
fers this signal through a sigmoidal function (here the
hyperbolic tangent). The neurons are gathered in layers.
One or more ‘‘hidden’’ layers of neurons may be intro-
duced between the input layer and the output layer. The
parameters of this system are determined in an iterative
way during a learning phase, by using a nonlinear re-
gression: the so-called back-propagation algorithm.
Since the beginning of the 1990s, MLP increasingly has
been used at LMD for meteorology-related problems
(e.g., Escobar-Munoz et al. 1993; Rieu et al. 1996;
Chevallier et al. 1998). In particular, a preliminary study
showed encouraging results in estimating the clear-sky
flux profiles from TOVS brightness temperatures at na-
dir and over oceans (Chéruy et al. 1996a). Based on
this approach, the complete N-TbFlux scheme has been
elaborated.

b. Data preprocessing

N-TbFlux can estimate the radiative LW downward
and upward flux profiles from TOA to the surface and
from clear or cloud-cleared HIRS radiances. The cloud
detection and cloud clearing of HIRS radiances are part
of the 3I inversion. A summary of the 3I cloud detection,
which is performed at HIRS spatial resolution (17 km
at nadir), is given in Table 1 of Stubenrauch et al.
(1999a). To reduce time-consuming computations, the
HIRS radiances then are averaged separately over clear
pixels and over cloudy pixels within 100-km by 100-
km regions. If all pixels within such a region are cloudy,
‘‘cloud-cleared’’ radiances are inferred from the warm-
est pixels (Wahiche 1984; Chédin et al. 1985). The as-
sociated clear-sky LW flux profiles then can be com-
puted from the clear or cloud-cleared HIRS radiances
by the N-TbFlux method. At present, the 3I algorithm
does not yet decontaminate the HIRS 4.57-mm channel
from clouds, which is necessary for flux retrieval by N-
TbFlux (see section 3d). In the near future, 3I will be
extended for that purpose. Therefore, in the following
article only real clear-sky situations are treated by N-
TbFlux.

c. N-TbFlux algorithm

The computation of the fluxes by N-TbFlux is split
into three steps. The first step consists of adding small
biases, or ds, to the radiances’ equivalent brightness
temperatures (Tb). These corrections account both for
possible fluctuations of the radiometric calibration, in-
cluding the satellite changes, and for errors in the ra-
diance forward calculations performed for the setting
of the neural network parameters (the learning phase),
including those errors from the solar radiation effect.
The d values are automatically computed at LMD from
collocations between radiosonde reports and TOVS ob-
servations (Scott et al. 1999); they are based on a 3-
month running mean of the differences between the ob-
servations and the computations. The ds are less than
0.5% of the Tb values and the corresponding standard
deviations are small in comparison with these biases.

After the d correction is made, N-TbFlux selects a
neural network among 60. As in the 3I inversion
scheme, N-TbFlux uses 10 reference angles for the sat-
ellite viewing angle, from nadir to 608, 19 surface pres-
sures, and two types of surface: land and sea. For the
sea, only the pressure level Ps 5 1013 hPa is used.
Chaboureau (1997) showed that the Tb variations be-
have uniformly for adjoining viewing angles: by way
of biases, the Tbs for 10 viewing angles can be referred
to only three angles, with an error comparable to the
instrument noise. Thus, to take into account three view-
ing angles, 19 surface pressures for land, and one for
sea, N-TbFlux uses 60 different neural networks. For a
given situation, N-TbFlux selects the one that deals with
the viewing angle, and also the surface type and pres-
sure, closest to the situation. The chosen neural network
computes the vertical clear-sky LW flux profiles. The
vertical grid on which the fluxes are estimated is pre-
sented in Table 1. The atmosphere is divided into 19
layers from TOA to 1013 hPa; the fluxes are estimated
at the corresponding 20 pressure levels.

d. Characteristics of the neural networks in N-TbFlux

The neural networks of N-TbFlux do not use all the
available information of the TOVS observations. Some
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TABLE 2. Main spectral characteristics of the HIRS channels.

Channel

Central frequency

(mm) (cm21)
Main

absorbing gases
Max of the weight

function (hPa)

H1
H2
H3
H4
H5

14.96
14.72
14.47
14.21
13.95

668.40
679.20
691.10
703.60
716.10

CO2

CO2

CO2

CO2

CO2

30
60
100
400
600

H6
H7
H8
H9
H10

13.36
13.36
11.14

9.73
8.22

732.40
748.30
897.70

1027.90
1217.10

CO2/H2O
CO2/H2O
Window/H2O
O3

H2O

800
900
Surface
25
900

H11
H12
H13
H14
H15

7.33
6.74
4.57
4.52
4.46

1363.70
1484.40
2190.40
2212.60
2240.10

H2O
H2O
N2O
N2O
CO2/N2O

700
500
1000
950
700

H16
H17
H18
H19
H20

4.40
4.24
4.00
3.70
0.70

2276.30
2360.60
2512.00
2671.80

14 285.70

CO2/N2O
CO2

Window
Window
Window

400
5
Surface
Surface

TABLE 3. Mean (m) and standard deviation (s) of the comparison
between the computations of N-TbFlux from simulated TOVS Tbs
and those of 4A from the corresponding geophysical parameters, on
1032 radiosonde reports: fluxes from N-TbFlux minus fluxes from
4A (W m22). Results are shown by airmass class. OLR: Outgoing
Longwave Radiation. LSNF: LW Surface Net Flux. TLC: Total LW
Cooling.

Airmass
class

OLR

m s

LSNF

m s

TLC

m s

Tropical
Midlatitude
Polar

1.0
1.1
1.4

1.2
0.8
0.9

1.0
20.6

0.2

10.7
5.1
2.9

0.0
1.7
1.1

10.5
5.0
2.9

channels, which are useful for other applications, are
less interesting for the computation of LW fluxes. The
chosen inputs of the neural networks are HIRS tem-
perature-sounding channels 2, 3, 4, 5, 6, 7, 13, 14, and
15; HIRS surface temperature–sounding channels 8 and
18; and HIRS water vapor–sounding channels 10, 11,
and 12. The reader is referred to Table 2 for the main
characteristics of the HIRS channels. These inputs can
be either the observed Tbs or the corresponding cloud-
cleared Tbs, both corrected with the ds. The cloud-
cleared possibility is not used in the current study (see
section 3b). The neural networks have 14 inputs (the 14
mentioned Tbs) and 40 outputs (the 20 upward fluxes
and the 20 downward fluxes). The number of outputs
is smaller in cases of elevated terrain.

The learning radiance datasets (inputs) for N-TbFlux
are based on the Thermodynamic Initial Guess Retrieval
(TIGR-3) databank (Achard 1991; Escobar-Munoz et al.
1993; Chevallier et al. 1998). For each of the 2300
atmospheric situations, the Automatized Atmospheric
Absorption Atlas (4A) line-by-line radiative transfer
model (Scott and Chédin 1981; Tournier et al. 1995)
was used to compute the corresponding HIRS Tbs. The
calculations were performed for the 10 viewing angles,
the 19 pressure levels, and the two typical surface emis-
sivities (sea and land). The spectral characteristics of
the HIRS instrument are taken from the one aboard
NOAA-11. The European Centre for Medium-Range
Weather Forecasts (ECMWF) operational wideband
model (Morcrette 1991; Zhong and Haigh 1995) was
used to compute the vertical radiative flux profiles of
the learning datasets (outputs) corresponding to the
computed Tbs. It is planned to use a line-by-line model
in the future.

e. Error estimation

N-TbFlux has been validated for synthetic cases,
based on a dataset of 1032 radiosonde reports (Mouli-
nier 1983). These observations cover a wide range of
atmospheric situations all of which are different from
those in the learning datasets. They have been classified
into three statistically homogeneous airmass classes
(Achard 1991; Chevallier et al. 1998): tropical (265 sit-
uations), midlatitude (509 situations), and polar (258
situations). The situations were described initially by
the temperature, the water vapor, and the ozone profiles.
As with the learning datasets, the 4A model has been
used to simulate the corresponding Tbs, and the
ECMWF wideband model was used to compute the ver-
tical fluxes.

The computations of the fluxes by N-TbFlux from
the Tbs are compared with the reference ECMWF wide-
band model computations. The results for the nadir view
and the maritime surface are shown in Table 3 and Fig.
1. The cooling-rate reference computations are illus-
trated in Fig. 2. The differences are decomposed into a
systematic error (the bias) and a random error (the stan-
dard deviation). Because some sources of error, such as
the uncertainty about the HIRS filter functions, are not
taken into account in this section, the results show a
lower limit to actual accuracies but provide a qualitative
estimation of the method.

The computed OLRs are biased by about 1.2 W m22,
whatever the airmass class is. The corresponding stan-
dard deviations are less than 1.2 W m22. The error is
larger for both LSNF and TLC, with a standard devi-
ation ranging from about 11 W m22 in the tropical class
to 3 W m22 in the polar one. The bias is less than 2 W
m22. For cooling rates, the biases generally are smaller
than 0.1 K day21. The standard deviations range from
0.1 to 0.4 K day21. Higher biases are found at 10 hPa
because of a systematic overestimation of the vertical
downward flux variations. The uncertainty of N-TbFlux
for higher zenith angles is similar to those presented at
nadir, except for LSNF and TLC in the tropical class,
for which the standard deviation increases by about 1
W m22 (not shown).

The results for OLR and the vertical cooling rates are
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FIG. 1. Comparison between the computations of N-TbFlux from simulated TOVS Tbs and 4A from the corresponding
geophysical parameters on 1032 radiosonde reports [cooling rates from N-TbFlux minus cooling rates from 4A (K
day21)]. Results are shown by airmass class: (a) tropical, (b) midlatitude, and (c) polar.

comparable to the spread of the computations from var-
ious radiative transfer models used in GCMs (Ellingson
and Ellis 1991; Baer et al. 1996). Recall that models
such as the ECMWF one or the 4A line-by-line model
use the geophysical description of the atmosphere to
compute the fluxes. Under clear conditions, the models
tested by Baer et al. give cooling-rate profiles varying
from one another by about 0.5 K day21 at most pressure
levels. Because the current validation uses synthetic cas-
es and not real observations, it does not investigate two
aspects of N-TbFlux: the d correction and the accuracy
of the radiative transfer model (RTM) used in the learn-
ing datasets to compute the reference fluxes (here the
ECMWF wideband model). The d correction is taken
into account in sections 5 and 6. As far as RTM is
concerned, Chevallier et al. (1998) showed on a similar
problem that the neural network method can simulate
at a given speed any RTM, including line-by-line ones,

with the same accuracy as that RTM. The possibility of
using a line-by-line RTM for N-TbFlux has not been
investigated yet, but the results therefore are expected
to be similar to those presented here.

The high values of the computed LSNF error for N-
TbFlux probably are related to the poor vertical res-
olution of HIRS in the lower atmosphere rather than
to a limitation of the neural network–based approach.
Indeed, according to Gupta (1989), 86% of the down-
ward radiation arriving at the surface comes from the
lower 50-hPa layer, and the sensitivity of the HIRS
channels to such an atmospheric layer is known to be
weak. That is why previous studies with different fast
methods also reported high uncertainty in the esti-
mation of the downward LW fluxes at the surface; Gup-
ta et al. (1992) show an uncertainty of about 20 W
m22 , and Ellingson et al. (1994) report an error of about
10 W m22 .
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FIG. 2. Mean and standard deviation of the cooling rates computed by the ECMWF wideband model on the 1032
radiosonde reports (K day21). Results are shown by airmass class: (a) tropical, (b) midlatitude, and (c) polar.

4. Flux retrieval from 3I-retrieved geophysical
properties

a. 3IFlux algorithm

Apart from the statistical methods to which N-TbFlux
belongs, other techniques have been developed to infer
radiative fluxes from TOVS observations. They suc-
cessively use a retrieval scheme to obtain the geophys-
ical properties from the Tbs and a radiative transfer
forward model to compute the fluxes (e.g., Darnell et
al. 1986; Zhang et al. 1995; Mehta and Susskind 1999).

This approach also has been explored at LMD (Chér-
uy et al. 1994, 1996b). The latter method (3IFlux) uses
the 3I retrieval product, an interface, and the ECMWF
wideband radiative transfer model.

The retrieval of certain cloud properties viewed from
the top of the atmosphere is made possible by the TOVS
spectral characteristics: effective cloud emissivity,
cloud-top pressure, and cloud-top temperature (Stuben-

rauch et al. 1999b). The estimation of the vertical full-
sky LW fluxes from TOA to the surface (Chéruy et al.
1996b) requires the completion of the information con-
tained in the TOVS radiances with a climate dataset
such as the one from Poore et al. (1995). This weakness
prohibits the vertical heterogeneities of the clouds from
being taken into account and induces great uncertainties
in the vertical radiative fluxes estimations, especially in
the downward ones. The resulting estimation of the full-
sky LW radiative cooling rates is particularly difficult
to analyze. Therefore, the current study has been re-
stricted to the estimation of the clear-sky contribution
to the fluxes and cooling rates, a subject about which
critical questions currently are being studied.

b. The 3I-retrieved variables

The 3I retrieval method is a physico-statistical
scheme dedicated to retrieval of atmospheric, cloud, and
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surface parameters (Chédin et al. 1985; Scott et al.
1999). It makes use of the TIGR databank in which a
first solution to the inversion is selected by a pattern
recognition approach.

Within the framework of the NOAA/National Aero-
nautics and Space Agency (NASA) Pathfinder program,
8 yr of TOVS data (NOAA-10 and NOAA-12) already
have been processed by the 3I algorithm. The 3I–Path-
finder data are organized in a 18 lat 3 18 long grid.
Temperature profiles, originally retrieved for 28 pres-
sure layers from 1013 to 10 hPa, are archived on a nine-
layer vertical grid. The layers are bounded by the fol-
lowing standard pressure levels: the surface, and 850,
700, 500, 300, 100, 70, 50, 30, and 10 hPa. This pressure
grid was chosen according to the performances of the
TOVS sounder, which were issued from its specifica-
tions. For instance, in a data assimilation context, Thé-
paut and Moll (1990) showed that the use of HIRS and
MSU observations provides no more than seven inde-
pendent statistical pieces of information for the tem-
perature and water vapor. Chevallier (1998) confirmed
that, for the current study, the restriction from 28 to nine
layers for the temperature description does not signifi-
cantly affect the results. The vertical distribution of wa-
ter vapor appears in the 3I–Pathfinder dataset under the
form of integrated quantities over five layers bounded
by levels at the surface and at 850, 700, 500, 300, and
100 hPa (Chaboureau et al. 1998). The characteristics
of the clouds (effective cloud emissivity, cloud-top pres-
sure and temperature, and cloud type) also are retrieved
(Stubenrauch et al. 1999b). All these quantities are
available in the 3I–Pathfinder dataset on a daily, 5-day
(pentad), and monthly basis, for the morning (AM) and
the evening (PM) overpasses of the satellite.

c. From the 3I-retrieved variables to the radiative
transfer model

The LW flux profiles corresponding to the 3I-re-
trieved geophysical parameters are obtained by applying
the ECMWF wideband radiative code, which is used
also for the setting of N-TbFlux parameters. For a par-
ticular atmospheric situation (clear as well as cloudy),
the radiative transfer model computes both the clear and
the cloudy components of the LW flux profiles. The
main inputs required for the computation of the clear-
sky component are the temperature, water vapor, and
ozone profiles and the surface temperature. Most of
these quantities are available from the 3I outputs after
some postprocessing. For water vapor, a crude assump-
tion has to be made to estimate the mixing ratio vertical
profile from the 3I-integrated quantities; in the current
study, it is assumed that the relative humidity does not
change inside the five retrieval layers. This assumption
is discussed in section 4e. The ozone profile, which is
not retrieved here from TOVS, comes from the climate
dataset of McPeters et al. (1984). For a better estimation
of the vertical integrals in the radiative computations,

the vertical resolution of the atmospheric profiles has
been increased by interpolation from the nine 3I–Path-
finder layers to the 19 layers from Table 1.

This process for the estimation of the LW fluxes from
TOVS requires that the 3I algorithm succeed in retriev-
ing all the needed parameters from the TOVS Tbs: the
temperature and water vapor profiles, and the surface
temperature. Chaboureau (1997) indicates that all the
needed parameters are retrieved for about 90% of the
clear-sky data, but this score decreases to about 75%
for the partly cloudy situations and to about 10% for
the overcast ones. For overcast situations, the 3I retriev-
al scheme rejects the data when there is more than 60%
cloudiness on each HIRS pixel within the retrieval grid
box. These gaps have not been filled.

d. Computed quantities

Because the water vapor profiles used in the forward
radiative transfer computations come from only five
coarse layers, the 19 layers shown in Table 1 obtained
from interpolation do not give additional information
on the vertical thermodynamic structure of the atmo-
sphere. Thus, the 3IFlux cooling rates have been av-
eraged on six coarse layers. The pressure levels at the
boundaries are the surface, and 950, 850, 500, 300, 100,
and 0 hPa. They correspond approximately to the water
vapor layers. The two layers 850–700 hPa and 700–500
hPa have been merged. The 3I–Pathfinder surface–850
hPa layer has been divided into two sublayers to take
into account, over the oceans, the dominating influence
of the surface temperature in the boundary layer.

e. Sensitivity studies to input data uncertainties

To estimate the accuracy of the fluxes computed from
3IFlux, a series of sensitivity tests were performed.
These tests consist in perturbing the geophysical vari-
ables used as inputs to the ECMWF radiative code rather
than perturbing the Tbs, as was done for N-TbFlux val-
idation. This method indirectly enables the uncertainty
in the d computation, used by 3I as well as by N-TbFlux,
to be taken into account. The values of the perturbations
have been chosen to be of the same order of magnitude
as the differences observed (plus or minus one standard
deviation) between 3I-retrieved temperature or water va-
por profiles and radiosonde measurements of the same
quantities (Scott et al. 1999). The authors are aware that
because of the irregular spread of the radiosoundings,
some kinds of errors may be poorly documented. The
estimated uncertainties in the temperature profiles are
about 2.0 K in the higher and lower atmosphere and
about 1.5 K in the middle atmosphere. For the water
vapor, they reach 40% in the 500–300-hPa layer and
decrease to about 25% in the 1013–850-hPa layer. These
numbers refer to standard deviations, because the re-
trieved quantities are nearly unbiased. Because of its
effect on infrared radiation, cloudiness is the major fac-
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TABLE 4. Global mean (m) change and associated standard deviation (s) in monthly mean fluxes (W m22) produced by successively
perturbing the input variables by the amount indicated in section 4e: temperature, water vapor, and then surface temperature.

Perturbed parameter

OLR

m s

LSNF

m s

TLC

m s

Temperature
Water vapor
Surface temperature

7.6
24.1

3.9

1.7
2.1
1.3

22.9
212.5

10.7

2.2
5.9
1.5

10.6
8.3

26.8

2.8
4.1
2.2

tor of error in the 3I-retrieved temperature and water
vapor profiles. As a consequence, the cloudiness has an
effect on the quality of the 3IFlux flux estimation, even
though these fluxes are clear ones. In the radiosonde
reports used in the 3I validation [the so-called DSD5
archive from NOAA National Environmental Satellite
Data and Information Service (NESDIS); Uddstrom and
McMillin 1993], the surface bulk temperature has been
recorded but not the surface skin temperature. There-
fore, the 3I-retrieved surface skin temperature has been
validated against monthly means of sea surface tem-
perature from the Advanced Very High Resolution Ra-
diometer (AVHRR) Pathfinder analyses. No detailed 3I
validation statistics over land yet exist. Consequently,
in the current study, a rough estimation of the skin sur-
face temperature uncertainty of 2.0 K standard deviation
over the land and 1.5 K over the sea was used.

Two months have been processed for these sensitivity
tests: January 1988 and July 1988. Because results are
similar for the two months, only those results from Jan-
uary 1988 will be considered here. They are shown in
Table 4 for OLR, LSNF, and TLC and on Fig. 3 for the
cooling rates. Computations obtained with negative per-
turbations (minus one error standard deviation) have
been subtracted from the ones obtained with positive
perturbations (plus one error standard deviation).

The observed means for the cooling rates can be ex-
plained by simple considerations on the radiative trans-
fer. When the water vapor concentration is decreased,
both the emission and the absorption of the atmosphere
decrease. The radiation emission decrease has a domi-
nating influence, as illustrated in Table 4 in which the
surface downward flux increase is shown to be larger
than the OLR decrease. Therefore the overall cooling
decreases and the mean difference in cooling rate is
positive on the whole column (Fig. 3b). When one de-
creases the surface temperature instead of the water va-
por, the radiative heating of the lower atmosphere de-
creases (Fig. 3c). When one decreases the atmospheric
temperature, there are two opposite effects; in the lower
atmospheric layer, the effect is similar to a decrease of
the surface temperature, whereas, in the other layers,
the effect is to decrease the Planck emission and thus
the cooling (Fig. 3a). The signs of the OLR and LSNF
variations can be explained in a similar manner. From
these considerations, it can be seen that the values pre-
sented here are only rough estimations of the uncertainty
in the computed LW radiative components. When all

the input parameters are allowed to vary, individual
changes may cumulate or compensate each other. Nev-
ertheless, because the different calculations are self con-
sistent, the errors from the various geophysical param-
eters are correlated and are expected to compensate
more than to accumulate.

Uncertainty in the OLR is dominated by the atmo-
spheric temperature influence, which represents about
twice that of the surface temperature or water vapor.
The accuracy of LSNF is highly dependent on the ac-
curacy of the water vapor and surface temperature re-
trievals, whereas low sensitivity to atmospheric tem-
perature uncertainty is shown. For TLC, the sensitivities
to atmospheric temperature, water vapor, and surface
temperature are similarly important because of mutual
cancellations between the TLC components. These
numbers are consistent with the Zhang et al. study
(1995), although the latter took the cloud radiative forc-
ing into account.

For radiative cooling rates (Fig. 3), the dominant in-
fluence of the surface temperature in the first, lowest
layer can be noticed, with a systematic change of 0.6
K day21. The weak standard deviation is due to the
rough estimation of the surface temperature uncertainty
and therefore may be underestimated. From 950 to 850
hPa, the atmospheric temperature has the strongest in-
fluence, with a mean change of 0.3 K day21 and a stan-
dard deviation of the same magnitude. In the 850–300-
hPa layers, the cooling rates are equally sensitive to
atmospheric temperature and water vapor uncertainties,
with means and standard deviations near 0.1 K day21.
The layers above 300 hPa are dominated by atmospheric
temperature uncertainties, with a mean of up to 0.2 K
day21.

The influence of the assumption made for estimating
the water vapor mixing ratio from the 3I-retrieved lay-
ered water vapor contents also has been evaluated. The
fluxes and cooling rates associated with 1032 radio-
sondes from Moulinier (1983) have been computed with
and without assuming that the relative humidity is con-
stant in each layer. In comparison with the other un-
certainties, the effect appears to be negligible on OLR,
LSNF, and TLC: the means and standard deviations of
the difference are below 1 W m22. For cooling rates,
biases are below 0.1 K day21 between 1013 and 300
hPa, but range between 0.1 and 0.2 K day21 for pressure
levels above 300 hPa. Standard deviations are below
0.2 K day21 (figure not shown). It is obvious that these
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FIG. 3. Global mean change and associated standard deviation in monthly mean cooling rates (K day21) produced
by changing the input variables to the radiative transfer model by the amount indicated in the text: (a) temperature
only, (b) water vapor only, and (c) surface temperature only.

errors are not correlated with the previous ones but rath-
er add to them. Nevertheless, as the values of the fluxes,
and of the cooling rates between the 300-hPa level and
the surface, are nearly unbiased, the crude assumption
relating to water vapor should not affect the climato-
logical signals of these variables.

5. Comparisons of computed fluxes based on
radiosonde reports

A comparison has been made between flux compu-
tations from N-TbFlux, from 3IFlux, and from direct
computations with the ECMWF wideband model using
radiosonde archives from NOAA/NESDIS (the DSD5
archive; Uddstrom and McMillin 1993) currently used
at LMD for validation of the 3I-retrieved variables. The
current study uses the NOAA-10 collocation files from

September 1987 to October 1989 restricted to oceanic
areas and to clear-sky conditions, as determined by the
3I retrieval method. Eight-hundred and thirteen satel-
lite–radiosonde collocated situations were found match-
ing this criterium, 756 of which had all the needed 3I-
retrieved geophysical variables. Recall that the changes
in spectral characteristics from NOAA-11 to NOAA-10
are taken into account in both 3I and N-TbFlux by the
ds (see section 3c).

The radiosonde-based computations will be viewed
as the reference computations. One has to keep in mind,
however, the uncertainties induced by the radiosonde
measurements (e.g., McMillin et al. 1992; Luers and
Eskridge 1998) and by the collocation window (100 km,
3 h). Moreover, as was said before, the surface skin
temperature has not been archived in the DSD5 files.
In the present computations, the sea surface temperature
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TABLE 5. Mean (m) and standard deviation (s) of the comparison between the computations of N-TbFlux and 3IFlux from observed TOVS
Tbs and those of the ECMWF wideband model from collocated radiosonde soundings: fluxes from either N-TbFlux or 3IFlux minus fluxes
from the reference computation (W m22). In the case of cloudiness, the cloud radiative forcing on the LW fluxes is not taken into account.

Sky condition Method
No. of

situations

OLR

m s

LSNF

m s

TLC

m s

Clear skies
Clear skies
All skies

N-TbFlux
3IFlux
3IFlux

813
756

6052

20.9
1.1

20.3

9.6
10.7

9.4

21.4
7.0
4.0

11.5
13.6
13.6

0.5
25.9
24.3

14.1
15.0
13.2

from the National Centers for Environmental Prediction
analyses has been used. This merging of two different
datasets may be responsible for the significant uncer-
tainty in the fluxes at the surface and therefore in the
cooling rates in the lower atmosphere. Also, the water
vapor profiles have been extrapolated above their re-
spective highest measurement level.

Table 5 displays the results for OLR, LSNF, and TLC.
Small biases are observed for OLR: 0.9 W m22 for N-
TbFlux and 1.1 W m22 for 3IFlux. The standard devi-
ations are much higher: about 10 W m22 for both meth-
ods. A large degradation of N-Tbflux accuracy, as de-
duced from Table 3, is observed. This degradation may
be due both to the uncertainty caused by the ds, which
could not be taken into account in the previous exper-
iment, and to the uncertainties in the geophysical pa-
rameters used in the reference computation. The second
point also applies to 3IFlux and is likely to explain the
high standard deviation. Results of N-TbFlux and
3IFlux for LSNF and TLC are comparable for standard
deviations: between 10 and 15 W m22. The correspond-
ing absolute biases are less than 1.5 W m22 for N-
TbFlux, but exceed 6 W m22 for 3IFlux. Nevertheless,
the previous remark on the reference fluxes at the sur-
face makes these numbers difficult to interpret.

The statistics for the cooling rates are shown in Figs.
4a (N-TbFlux) and 4b (3IFlux). For consistency be-
tween the results of N-TbFlux and those of 3IFlux, the
statistics are presented with the reduced vertical dis-
cretization from section 4d. Biases between N-TbFlux
and the radiosonde-derived computations are less than
0.15 K day21. The corresponding standard deviation
regularly increases from 0.1 K day21 for the highest
layer to 0.5 K day21 for the lowest one, which is com-
parable to the estimations from Fig. 1. The standard
deviations observed between 3IFlux and the reference
computations are similar, but absolute biases of 0.2 K
day21 in the 300–500-hPa layer and of 0.4 K day21 in
the lower layer can be noted. Again, the results in the
950–1013-hPa layer are very uncertain, because the cor-
responding cooling rates are influenced highly by the
surface temperature.

This study has been extended to all sky situations. In
the case of cloudiness, 3IFlux uses the atmospheric and
surface parameters retrieved from 3I cloud-cleared ra-
diances. Recall that only 3IFlux can be used in cases
of cloudiness because of the version of the 3I algorithm
that is used for the decontamination of the radiances

from the influence of clouds (see section 3b). Results
are presented in Table 5 and Fig. 4c. They are com-
parable to those for clear-sky situations only. They show
even better agreement between the 3I-derived fluxes and
the reference ones. For instance, the bias for the net flux
at the surface amounts to 4 W m22. These comparisons
with radiosonde-based computations tend to confirm the
previous estimations of the accuracy of the two methods.

6. OLR comparisons with ERBE observations

a. The ERBE data

The ERBE experiment has provided one of the most
complete and accurate datasets on radiative fluxes at
TOA. It was designed as a system of three satellites,
two of which belong to the NOAA series: NOAA-9 and
NOAA-10. Thus, together with TOVS and AVHRR, the
ERBE instruments were flown on these two satellites,
allowing comparisons between the instantaneous esti-
mations of OLR from TOVS and from ERBE (ERBE
S8 product). For practical reasons, in many studies of
OLR (e.g., Slingo et al. 1998; Mehta and Susskind 1999)
comparisons are made against the ERBE monthly mean
product instead of the ERBE instantaneous one. Al-
though of recognized usefulness, the monthly mean
product includes various processings that makes it prone
to cloud contamination (Slingo and Webb 1992) and a
tendency toward the sampling of the drier profiles (Allan
et al. 1999). Therefore all comparisons presented in the
following use the ERBE instantaneous values.

The conversion from the measured radiances of the
ERBE scanners to OLR estimations, via spectral and
angular correction (Smith et al. 1986), induces consid-
erable uncertainties in the OLR estimations. The in-
stantaneous pixel error standard deviation for all-sky
OLR has been estimated to be as large as 12.7 W m22

(Wielicki et al. 1995). Because of error compensations,
the widely used monthly mean products (ERBE S9)
display a smaller uncertainty: 3.2 W m22. For the clear-
sky situations only, various estimates (e.g., Harrison et
al. 1990; Hartmann and Doelling 1991; Hartmann et al.
1992; Collins and Inamdar 1995; Slingo et al. 1998)
agree with the existence of biases in the ERBE OLRs,
ranging between 2 and 6 W m22, and even higher in
particular conditions such as deep convective activity.
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FIG. 4. (a) Comparison between the computations of N-TbFlux and the computations from radiosonde observations
for clear-sky situations: cooling rates from N-TbFlux minus reference cooling rates (K day21). (b) As in (a) but with
3IFlux. (c) As in (b) but for all sky situations, although the cloud radiative forcing on the LW fluxes is not taken into
account.

b. Results of the comparisons

For the current study, 4 months of NOAA-10 data
have been time–space collocated (Stubenrauch et al.
1999c): July 1987, October 1987, January 1988, and
April 1988. To ensure accurate spatial collocation, the
ERBE coordinates given at TOA are transformed into
surface coordinates that are used in the 3I dataset. This
study is restricted to conditions thought actually to be
clear. The statistics between clear-sky OLR derived from
ERBE and OLR computed by N-TbFlux (respectively,
3IFlux) are shown in Table 6 (respectively, Table 7).
The determination of clear sky comes from the 3I re-
trieval model. Land and sea geotypes are considered
separately for the whole globe, both in the morning
(about 0730 local time) and then in the evening (about
1930 local time) overpasses of the satellite. The numbers
of collocated situations from the two sets (N-TbFlux

and 3IFlux) are not the same, because 3IFlux uses 18
3 18 gridding, and N-TbFlux works on 100-km 3 100-
km regions. It can be seen that the magnitude of the
differences is comparable to the uncertainties in the in-
stantaneous fluxes from N-TbFlux, 3IFlux, and ERBE.
The standard deviations with ERBE (about 6 W m22)
are similar for N-TbFlux and 3IFlux. The biases ob-
tained with 3IFlux do not exceed 5 W m22. They can
differ from those of N-TbFlux, which are less than 4
W m22, by up to 4 W m22. On average, OLRs computed
by the two methods explain more than 98% of the var-
iance in the ERBE dataset.

To sharpen the analysis, the study has been focused
on the evening overpasses (PM) of October 1987. Figure
5 shows the differences between the computed OLR and
the ERBE determination as a function of surface tem-
perature for the open sea and the land geotypes. The
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TABLE 6. Statistics from the comparison between ERBE OLR and
the computations of N-TbFlux: OLR (computed) 2 OLR (ERBE) (W
m22). NOAA-10, clear sky identified by the 3I retrieval scheme.

Year Month
Over-
path Geotype

No. of
situations Bias

Std
dev

Correla-
tion

1987 07 AM

PM

Ocean
Land
Ocean
Land

30 545
42 406
37 366
33 651

2.2
1.4
1.0
0.9

4.7
6.5
5.3
7.3

0.992
0.969
0.988
0.967

1987 10 AM

PM

Ocean
Land
Ocean
Land

31 541
45 843
36 280
35 032

20.9
21.5

1.2
2.6

5.2
6.6
5.6
6.3

0.989
0.982
0.985
0.985

1988 01 AM

PM

Ocean
Land
Ocean
Land

29 972
27 165
44 870
25 190

20.1
21.2

1.1
1.7

5.9
6.1
5.7
6.8

0.994
0.992
0.993
0.992

1988 04 AM

PM

Ocean
Land
Ocean
Land

44 037
39 768
48 943
27 674

1.5
1.3
2.3
3.5

5.6
6.8
5.7
6.5

0.993
0.985
0.993
0.985

TABLE 7. Same as Table 6 but for 3IFlux.

Year Month
Over-
path Geotype

No. of
situations Bias

Std
dev

Correla-
tion

1987 07 AM

PM

Ocean
Land
Ocean
Land

21 957
26 612
27 384
19 556

21.0
4.7

21.6
3.6

5.9
7.5
6.4
7.5

0.982
0.948
0.973
0.941

1987 10 AM

PM

Ocean
Land
Ocean
Land

22 532
28 415
22 244
14 901

23.0
21.1

1.1
2.5

6.1
6.3
6.5
6.6

0.979
0.972
0.973
0.981

1988 01 AM

PM

Ocean
Land
Ocean
Land

21 983
17 191
33 264
11 932

24.1
23.4
21.8

1.3

7.0
6.3
6.3
6.7

0.990
0.988
0.987
0.993

1988 04 AM

PM

Ocean
Land
Ocean
Land

31 717
22 427
33 997
13 328

21.4
20.1
20.0

2.3

7.8
7.9
7.6
7.2

0.989
0.974
0.987
0.980

FIG. 5. Comparison between OLR measured by ERBE and the computations of N-TbFlux (top) and 3IFlux (bottom), as a
function of surface temperature: OLR (computed) 2 OLR (ERBE) (W m22). Oct 1987, NOAA-10 PM, clear skies. The definition
of clear sky and the surface temperature come from the 3I retrieval scheme. The vertical bars represent the standard deviations.
The horizontal scale is restricted to values between 2308C and 1308C.

biases and standard deviations with ERBE are similar:
biases of about 5 W m22 are found for surface temper-
atures lower than 158C, and smaller ones are found for
higher surface temperatures. Figure 6 shows the differ-
ences as a function of the atmospheric total water vapor
content. They also are amazingly similar, though im-
portant differences remain between the two methodol-

ogies. Situations for which the water vapor content is
lower than 0.3 cm are distinguished by an important
spread of the various OLR determinations: the bias be-
tween N-TbFlux and ERBE reaches 20 W m22, whereas
the standard deviation between 3IFlux and ERBE ex-
ceeds 30 W m22. This spread may point at a deficiency
in the approach of 3IFlux, and of N-TbFlux to a smaller
extent, that we analyze in the next section. More strik-
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FIG. 6. As in Fig. 5 but the difference is expressed as a function of total water vapor content. The definition of the total water
vapor content comes from the 3I retrieval scheme. The standard deviation for 3IFlux over the sea (left, bottom) for contents
smaller than 0.3 cm reaches 32.7 W m22.

ing, both methods are characterized by a marked trend,
with positive biases for small water vapor contents and
negative biases for large contents. This trend appears at
any latitude throughout the 4 months (result not shown).
This trend is not observed in the previous radiosonde-
based comparisons (result not shown).

The common features of N-TbFlux and 3IFlux that
may explain such behavior are the use of the ds and the
use of the ECMWF wideband model. For the ds, such
an obvious water vapor–dependent estimation error is
unlikely, because it also would have affected the 3I
retrievals and appeared in the 3I validation. According
to its validation against line-by-line computations
(Chevallier 1998), the effect of the high level of param-
eterization of the ECMWF code on its accuracy should
be limited to 2 W m22, if one admits that the current
water vapor continuum modelizations are accurate. Sim-
ilar tendencies between computed OLR and ERBE
OLR, as a function of total water vapor content, have
been observed by several authors: Collins and Inamdar
(1995), using radiosonde data, and Slingo et al. (1998),
using the ECMWF meteorological analysis. The ERBE
S8 processing may be responsible for this effect. The
measured ERBE radiances followed two processes; the
first one corrected them from the spectral filter effects,
and the second one converted them into fluxes (Smith
et al. 1986). Because the trend also is apparent when
looking at the corrected radiances (results not shown),

the spectral correction should be the only cause of the
problem.

To conclude, with the exception of situations for
which water vapor content is lower than 0.3 cm, OLR
computed by N-TbFlux and 3IFlux are characterized by
an uncertainty that is comparable to that of the ERBE
instantaneous product.

c. Use of SSM/I data in the 3IFlux process

The deficiency of both 3IFlux and N-TbFlux for low
water vapor contents is likely to be linked with the
characteristics of the TOVS instrument. Indeed, infrared
sounding is limited by known weaknesses induced by
the form of the radiative transfer equation at the cor-
responding wavenumbers; when the contrast between
the surface skin temperature and the temperature of the
lower atmosphere is low, there is no sharp infrared
weighting function that peaks in the boundary layer
(e.g., Chéruy et al. 1995). This case is true for HIRS:
too-humid retrievals of precipitable water have been ob-
served in the subtropical maritime stratocumulus re-
gions off the coast of California, Chili, Mauritania, and
Angola (Stephens et al. 1994; Chaboureau et al. 1998),
over which the vertical lapse rate is chiefly low. At-
mospheric water vapor observations from satellite pas-
sive microwave imagers such as, for instance, Special
Sensor Microwave Imager (SSM/I) on board of the De-
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FIG. 7. Comparison between OLR measured by ERBE and the computations of 3IFlux, as a function of surface temperature
(left) and total water vapor content (right): OLR (computed) 2 OLR (ERBE) (W m22). The SSM/I data are used in the 3IFlux
process (see section 6c). Oct 1987, NOAA-10 PM, clear skies. The definitions of clear-sky, surface temperature, and total water
vapor content come from the 3I retrieval scheme. The vertical bars represent the standard deviations.

fense Meteorological Satellite Program (DMSP) series,
suffer from different drawbacks: their measurements are
exploitable only over open seas, their accuracy is low-
ered in cases of heavy rain, and the information from
them does not yet allow the retrieval of the water vapor
vertical distribution. TOVS, with both the HIRS and
MSU instruments, illustrates the complementarity of
both sounder types: infrared and microwave. On board
of the NOAA-15 platform, MSU, with only four chan-
nels near 50 GHz, was replaced recently by an Advanced
MSU (AMSU) that groups the 15 channels of AMSU-
A and the five channels of AMSU-B. This grouping will
improve the quality of the water vapor retrievals, but,
for the data previous to the availability of AMSU, the
known failures of TOVS water vapor retrievals have to
be taken into account.

An experiment has been conducted that studies the
introduction of information from SSM/I in the 3IFlux
process. Retrievals of total water vapor content from
the SSM/I data over open sea with the algorithm from
Alishouse et al. (1990) have been used. Because the
NOAA and DMSP platforms are barely collocated in
space and time, the monthly means of the total water
vapor contents retrieved by the two methods have been
computed and compared on the 3I-Pathfinder 18 3 18
grid. As said before, the low sensitivity of HIRS to water
vapor in the lower atmosphere is a major source of
difference. Among the other sources is the different
number of points used for the computation of the month-
ly means. With only the poor vertical resolution being
taken into account, the 3I total contents were adjusted
by way of empirical biases: over the open sea, the
monthly bias between the two estimated total water va-
por contents has been subtracted from the 3I 1013–850-
hPa-layer water vapor. Doing that, the adjusted 3I total
content monthly mean is equal to the SSM/I mean, when
available. The same experiment also has been conducted
with daily products of SSM/I instead of monthly means;
the results are very similar to those presented here (re-
sults not shown). This result encourages us to use the

SSM/I monthly means, which are more easily tractable,
in the future.

The effect of this approach on OLR computed by
3IFlux is illustrated in Fig. 7. The comparison with
ERBE data over maritime areas still shows the trend
versus the total water vapor content. The agreement
between the two determinations is significantly better
for the lowest water vapor contents (99 situations), how-
ever. The 13 W m22 bias is coherent with the trend, and
the standard deviation has been reduced by a factor of
2. No significant change is observed for higher water
vapor contents. This study shows that the origin of the
3IFlux deficiency for total water vapor contents smaller
than 0.3 cm lies in the high uncertainty in these contents
as deduced from TOVS.

7. Summary and discussion

At a time when a new generation of satellite instru-
ments is going to be launched, this paper focuses on
two methodologies that have been developed at LMD
for the estimation of vertical LW radiative fluxes and
cooling rates from the TOVS observations. Both of them
rely on statistical methods. With N-TbFlux, the whole
relationship between the observations and the computed
radiative quantities has been parameterized under the
form of an MLP. The parameters were determined sta-
tistically on the TIGR-3 databank. With 3IFlux, the geo-
physical variables retrieved by the 3I physico-statistical
method are used together with a classical forward ra-
diative transfer code.

The current study has been restricted to the estimation
of the clear-sky contribution to the fluxes and cooling
rates, a subject about which critical questions currently
are being studied. As an example, 3IFlux is used by
Chéruy and Chevallier (2000) for the study of the var-
iations of clear-sky infrared cooling as a function of the
thermodynamic vertical structure.

In the validation performed, the accuracy of N-
TbFlux and 3IFlux overall is comparable to the spread
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of the results from the current radiative transfer codes
used in GCMs, for OLR and vertical cooling rates. In
the case of 3IFlux, the uncertainty of the radiative trans-
fer model has not been studied here and adds to the
uncertainty estimated in the current study. Comparisons
at TOA with the ERBE instantaneous OLR determi-
nations showed similar uncertainties but smaller biases
than in the ERBE process, except for total water vapor
contents lower than 0.3 cm. Because of the HIRS poor
resolution in the lower atmosphere, higher uncertainty
is found for LSNF, up to 10 W m22 standard deviation
with N-TbFlux. The 3IFlux and N-TbFlux are both pa-
rameterized methods and do not add significant com-
putational burden to the current retrieval process of the
TOVS Tbs: one month’s worth of data is processed by
N-TbFlux in 300 s (central processing unit time) and
by 3IFlux in 2200 s (central processing unit time), on
a Cray C98 computer.

In the various validations presented here, N-TbFlux
performs better than 3I-Flux, with smaller biases in
comparison with other data. This difference may be due
to the capacity of the neural network–based method to
adapt optimally to any vertical pressure grid for the
retrieved fluxes, whereas 3I-Flux interpolates between
three different grids: the one of the 3I-retrieved tem-
perature, the one of the 3I-retrieved water vapor con-
tents, and the one of the flux computation. Nevertheless,
the 3IFlux methodology may be used more easily for
climate studies, for which the significance of the signals
in the time series has to be asked. Indeed, because of
the current lack of high-quality global data of radiative
fluxes and cooling rates, the accuracy monitoring of N-
TbFlux may be delicate. In comparison, 3IFlux allows
for easier quality checks, through the various opera-
tional measurements of water vapor, temperature, and
surface temperature. As a consequence, as illustrated
with the experiment with SSM/I data, 3IFlux allows for
bias correction of the final product, whereas the N-
TbFlux biases are controlled by the ds only. In the near
future, with the development of flux measurements, with
the improvement in the TOVS instrument and in the
Advanced TOVS version, and with new infrared sound-
ers such as the Infrared Atmospheric Sounder Interfer-
ometer and Advanced Infrared Radiometric Sounder,
these two methodologies should produce more accurate
results.
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, F. Chéruy, N. A. Scott, and A. Chédin, 1998: A neural network
approach for a fast and accurate computation of longwave ra-
diative budget. J. Appl. Meteor., 37, 1385–1397.

Collins, W. D., and A. K. Inamdar, 1995: Validation of clear-sky
fluxes for tropical oceans from the Earth Radiation Budget Ex-
periment. J. Climate, 8, 569–578.

Darnell, W. L., S. K. Gupta, and W. F. Staylor, 1986: Downward
longwave surface radiation from sun-synchronous satellite data:
Validation of methodology. J. Climate Appl. Meteor., 25, 1012–
1021.

Ellingson, R. G., and J. Ellis, 1991: The intercomparison of radiation
codes used in climate models: Longwave results. J. Geophys.
Res., 96, 8929–8953.
, D. Yanuk, H. T. Lee, and A. Gruber, 1989: A technique for
estimating outgoing longwave radiation from HIRS radiance ob-
servations. J. Atmos. Oceanic Technol., 6, 706–711.
, , A. Gruber, and A. J. Miller, 1994: Development and
application of remote sensing of longwave cooling from the
NOAA polar orbiting satellites. Photogramm. Eng. Remote
Sens., 60, 307–316.

Escobar-Munoz, J., A. Chédin, F. Chéruy, and N. A. Scott, 1993:
Réseaux de neurones multicouches pour la restitution de vari-
ables thermodynamiques atmosphériques à l’aide de sondeurs
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Ph. D. thesis. Université Paris VII, 168 pp. [Available from
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