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Abstract. Human Centered Design (HCD) has become a necessary and unavoid-
able approach to seriously consider human factors upstream in systems architec-
ture and functionalities. 20th century practices started by inventing and building 
tangible objects, functionalities being added incrementally and piled up at infin-
ity, offering not only more automated systems but also more complex uses of 
these systems. Conversely, since the beginning of the 21st century engineering 
projects are designed from a computer (i.e., in a virtual environment) by defining 
scenarios and functional configurations that can be tested using human-in-the-
loop simulations where the issue of tangibility is becoming crucial along three 
dimensions: technology, organizations and people (jobs). These virtual structures 
and functions must be made tangible from two points of view: that of physics and 
that of the figurative (i.e., cognitive and socio-cognitive). Tangibility can be char-
acterized and evaluated through five dimensions: complexity; maturity; flexibil-
ity; stability; and sustainability. It is interesting to note that these dimensions can 
be mirrored with that of autonomy: inter-connectivity, independence, flexibility, 
resilience, and persistence. In this perspective, this article presents a new para-
digm, the Human-Systems Integration (HSI) and analyzes the evolution of rigid 
automation towards a flexible autonomy, proposing a new paradigm of HCD. 
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1 Introduction 

Fig. 1 presents the evolution of three scientific and technical fields of investigations: 
Human Factors and Ergonomics (HFE); then Human-Computer Interaction (HCI); and 
today Human-Systems Integration (HSI) as an association of Human-Centered Design 
(HCD) and Systems Engineering (SE) (Boy & Narkevicius, 2013). 

Let’s make a distinction between task (what should be done, i.e., a prescription) and 
activity (what is effectively done). HFE was developed since the end of the World War 
2, based on the evaluation of end products, leading to corrective ergonomics. Indeed, 
HFE is commonly centered on activity analysis of existing or entirely developed sys-
tems, and not or very little of systems being designed. Consequently, it is difficult and 
often impossible to consider HCD recommendations because they arrive too late. 

© International Ergonomics Association World Congress, Florence, Italy - August 2018.  
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Fig. 1. Evolution from HFE to HCI to HSI. 

 
From the beginning of the 1980s, computer scientists, cognitive scientists and designers 
developed HCI. Most of related work emphasized usability of computers and interac-
tion design. Most HCI developers are interested in designing user interfaces that enable 
easy interaction with software applications. HCI contributed to produce methods and 
tools based on task analysis for HCD, but not too much on activity analysis. This is due 
to the fact that, using computing systems, tasks and activities are very close (e.g., there 
is no discrepancy between a prescribed task and its related effective activity on desktop 
user interfaces). Success of office-automation HCI led the aeronautics community to 
develop cockpit instruments, introducing the concept of “interactive cockpit”, which 
denotes the use of pointing devices and graphical user interfaces on flight decks. 

HSI results from an evolution of HFE and HCI, associated with SE (i.e., human-
centered design and development of complex systems). We had to wait the beginning 
of the 2000s to start a new trend within SE to concretely emphasize HSI. Modeling and 
simulation software started to enable Human-In-The-Loop Simulation (HITLS) and 
therefore to consider human operator’s activity in the design of complex systems. In-
deed, activity observation and analysis became possible, and consequently HCD be-
came possible by enabling cognitive/physical function analysis. HSI now includes 
methods and tools from HFE and HCI during the design process and all along the life 
cycle of a product. 

2 Human-In-The-Loop Simulation for Human-Centered Design  

Modeling and simulation in engineering design, often synthesized as “virtual engineer-
ing,” enable design teams to carry out agile HCD and development. System functions 
and structures can be incrementally defined and tested very early during the design 
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process enabling HSI. This approach contributes to avoiding most automation surprises 
at operations time (Sarter, Woods & Billings, 1997). It emphasizes flexibility of devel-
opment processes and tangible solutions. 

During the 20th century, engineers designed and manufactured machines that could 
not be tested before the entire system was built and assembled, leading to a corrective 
instead of a proactive approach. Systems could not be modified in depth when neces-
sary mostly because heavy investments and commitments were made. This led to the 
development of user interfaces, operational procedures and users’ guides that contrib-
uted to adapt people to machines and sometimes compensate design flaws. Conse-
quently, what should we do? How HCD could help considering human stakeholders in 
the design process to optimize HSI. 

In order to answer these questions, let’s take National Aeronautics and Space Ad-
ministration (NASA) lifecycle phases as a support for explaining how HCD works com-
pared to traditional technology-centered engineering (Table 1). 

Table 1. NASA lifecycle phases. 

 Technology-centered Human-centered 

Pre-Phase A Concept, Studies 
Feasible concepts, simulations, 
studies, models, mockups 

Phase A Concept and Technology Development 
Concept definition, simulations, 
analysis, models, trades 

Phase B 
Preliminary Design & Technology 
Completion 

Mockups, study results, specifica-
tions, interfaces, prototypes 

Phase C Final Design, and Fabrication 
Detailed designs, fabrication, soft-
ware development 

Phase D 
System Assembly, Integration and Test, 
Launch 

Operations-ready system with re-
lated enabling products 

Phase E, F Operations and Sustainment, Closeout 

Technology-centered approach: Fig. 2 presents three trends (resource commitments; 
design flexibility and system knowledge) with respect to these lifecycle phases. Re-
source commitments are quickly growing in the beginning, causing a quick drop of 
design flexibility. System knowledge grows as system design and development project 
makes progress. However, it grows slowly in the beginning and grows faster and higher 
in the end of the lifecycle.  
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Fig. 2. Late in the lifecycle. 

 
Human-centered approach: Fig. 3, along the same axes, shows that curve concavities 
are inverted. This is due to upstream use of modeling and simulation, and most im-
portantly HITLS, which provide support for activity observation and analysis that sup-
ports HCD.  

 

 
Fig. 3. What we really want (note that “System Knowledge” needs to interpreted as 

“Knowledge on Technology and Related Practices”). 
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This approach enables the acquisition of very early HSI knowledge, which is very ben-
eficial for the overall system development. In addition, it is important to keep system 
flexibility long enough during the lifecycle to modify structures and functions with re-
spect to activities observed in HITLS and further analyzed. Finally, enough flexibility 
on resource options can be kept long enough. 

HCD consists in adopting an architect approach instead of a builder approach where 
prototypes are incrementally developed and tested using HITLS. During the last three 
decades, we learned a lot about HCI. More specifically, we learned interaction design 
from various kinds of task analyses. Making user interfaces, as pieces of software, is 
now very much mastered, especially as far as usability of concerned. We learned how 
computers can be used to improve HCD… of computer systems! It is time now to ex-
pand this approach to Cyber Physical Systems (CPSs) and Systems of Systems (SoS). 
In addition to better understanding the making of new jobs while designing new tech-
nology, we can also discover or define new kinds of organization setups. HCD is there-
fore a matter of Technology, Organization and People (the TOP model – Boy, 2013). 

3 Human-Systems Integration (HSI) as a new paradigm 

At this point, it is important to define what we mean by “system.” Nowadays, a tech-
nological system includes software and hardware. Using artificial intelligence termi-
nology, a system is an agent. In Minsky’s sense, an agent can be represented as an 
agency of agents (Minsky, 1985). In the same way, systems engineering now considers 
systems of systems (Landauer & Bellman, 1996; Luzeau & Ruault, 2008). Since we are 
describing HSI, humans and machines can be modeled as interconnected systems or 
agents in the sense of systems of systems or agencies of agents capable of satisfying 
one or several objectives (or purposes). I developed the cognitive function model as a 
triplet (role, context of validity and resources) for both humans and systems (Boy, 1998, 
2011, 2013). 

 
Fig. 4. Humans & machines as systems with cognitive and physical functions & 

structures. Recursive definition (i.e., humans & machines may include systems). 
 
Both cognitive functions and physical functions can be represented within the same 
framework (Boy, 2017). When a human uses a system, he or she interacts with this 
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system. Since current systems have their own cognitive functions, we now talk about 
human-system teaming (Tangney, 2016). Consequently, within the framework of HSI, 
a system can be defined as including machines and people. This is a matter of repre-
sentation (i.e., of course, people are not systems in the technological sense). For exam-
ple, biologists talk about the pulmonary system when they describe how the human 
lung is structured and works. In addition, humans and machines can recursively include 
systems. More generally, we will state that a system has cognitive and physical func-
tions and structures (Fig. 4). 

4 From Rigid Automation to Flexible Autonomy 

Digital technology enables people and systems to become more automated (procedur-
alized) and/or autonomous (capable of solving problems), in societal or work-related, 
civilian or military environments. If this statement is commonly acknowledged, it is 
important to better understand what we mean by “automation” and “autonomy.” Fig. 5 
presents a perspective for identifying the automation-autonomy distinction. 

 

 
Fig. 5. Automation and autonomy. 

 
We can say that automation results from the use of procedures that enable an agent to 
be guided in the performance of a task without external assistance. If automation is 
commonly thought as automation of machines (i.e., automation of systems functions 
using automatic control theories developed in electronic and mechanical engineering), 
procedures can be thought as automation of people (i.e., automation of human functions 
based on paper or electronic procedure following. 
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Technological automation1 was implemented using analogic (electronic) devices2 
until they became software-based (i.e., digital procedures). From a cognitive engineer-
ing point of view, both human and machine automations were developed at the skill-
based level and rule-based level, in the Rasmussen’s sense. When neither behavioral 
levels worked, human operators had to solve problems by themselves at a higher level 
of cognition, which has been called the “knowledge-based level” by Jens Rasmussen 
(1983). The knowledge-based level involves identification of the situation, decision-
making and planning of an appropriate set of actions (i.e., make a procedure in real-
time). This is also called problem-solving (Fig. 5) that is only successfully possible 
when the agent is autonomous or can rely on appropriate external help. When there are 
several autonomous agents, a coordination is required in the form of coordination rules 
or a supervisor that regulates agents’ activity. In all cases, the central problem is to 
allocate properly human and system functions.  

An autonomous system is a highly interconnected system that is able to execute 
a set of tasks without external help within a defined context. This means that an 
autonomous agent cannot be designed in isolation from its environment. In other words, 
a multi-agent approach is required to correctly define autonomy. Multi-agent systems 
can be clustered into agencies that are themselves agents (i.e., an agent is a society of 
agents in Minsky’s sense). In addition, each agent has at least a cognitive function that 
is defined by its role, a context of validity (of its autonomy), and associated resources. 
We call “associated resources” physical and cognitive resources that the system can 
rely on. An agent has its own learned practices and/or integrated prostheses. More gen-
erally, an agent has internal and/or external resources (i.e., an agent has its own re-
sources or can rely on other-agents’ help). Simplifying, an agent, considered as an au-
tonomous system, has physical structures and functions (e.g., sensors, effectors), as 
well as cognitive structures and functions (e.g., information processing and learning 
capabilities). These structures and functions enable the autonomous system to execute 
a set of tasks in a given context, which includes space/time contexts, as well as normal, 
abnormal and emergency contexts. In other words, we define context as context of con-
texts. It should be noted that the environment of an agent involves both cognitive and 
physical entities, which typically are an organized set of agents interacting among each 
other. Three models of autonomy can be defined (Boy, 2013, 2002):  

(1) Supervision. When agents do not know each other, the best way to interact safely, 
efficiently and comfortably is to be supervised. None of the supervised agents has 
the authority to decide what to do; a supervisor does it for them and tell them what 
they should do. 

                                                        
1 Examples of automated systems are thermostats, cruise control systems on cars, and autopilots 

on aircraft. Automation is achieved using mechanical or electronic devices or software. 
2 More specifically, automatic control is achieved using feedback controllers developed by elec-

trical and mechanical engineers using control theories. For a long time, automation was re-
placing skill-based human functions. First autopilots were introduced on commercial aircraft 
in the 1930s. Later on, flight management systems were introduced on commercial aircraft in 
the 1980s using operational research, optimization and expert systems. They replaced rule-
based human functions. 
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(2) Mediation. Agents may not know each other but could interact among each other 
through a common frame of reference (CFR) that mediates their interactions. The 
CFR can be seen as an organization of mediating agents that facilitate interactions. 
For example, on WYSIWYG user interfaces, mouse-sensitive desktop metaphors 
enable easy interaction of people with computers.  

(3) Cooperation by mutual understanding. Cooperation by mutual understanding is 
what people usually do when they interact with each other. This model assumes 
that agents are able to construct a mental model of the others in order to perform 
better in future interactions. People interacting among each other do this naturally. 
Very simple instances of such a model have been developed and used so far on 
computers. For example, some pieces of software are able to learn user’s habits 
and are able to incrementally provide smart options or suggestions. This is the case 
of current text processors that are able to learn user’s specific lexicon from frequent 
uses of words. Web browsers remember frequently used links, etc. In this model, 
authority is traded between the agents.  

 
To summarize, there is a continuum from the supervision model of autonomy where 
authority follows a top-down army-type model, to the mediation model of interaction 
where authority follows a transversal orchestra-type model (Boy, 2013), to the cooper-
ation by mutual understanding model of interaction where authority follows a more-
chaotic trade model. These interaction models are very useful to support the way cog-
nitive and physical functions are implemented in complex systems not only from a hu-
man-computer interaction point of view, but also from system-of-system point of view. 
In addition, they provide an articulated way to validate autonomous complex systems. 

5 From Virtual Prototypes to Tangible Systems 

We then need to better understand function allocation among agents, which are systems 
in the sense of people and machines (see Figure 4), from the beginning of design of 
highly interconnected systems of systems. Today, any design project starts on a com-
puter (e.g., using PowerPoint, rapid prototyping tools, modeling tools and simulation 
facilities).  HCD cannot be possible without rapid and massive development of digital 
technologies that contribute to the development digital factories and more generally 
Industry 4.0. 

Unlike during the last century, we start from functions that can be tested in digital 
environments and end up with Cyber Physical Systems – we then go from software to 
hardware that already includes software. Good news is that HCD has become possible 
because we can test, understand and take into account human factors within the entire 
(modeled and simulated) system from the beginning of the design process (Boy, 2013). 
More problematic is to find out about system tangibility as early as possible before the 
system is delivered. 

This discussion opens the door to a broader question: what is tangibility? Tangibility 
can be interpreted in two ways: physical and figurative. An example of physical tangi-
bility is when you grasp a physical object. You can touch it, weigh it, push it and so on. 
An example of figurative tangibility is when you question somebody else about what 
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he or she is saying. You can or cannot grasp a concept, an abstraction; let’s say a fig-
urative object. You may say: “What you say is not tangible!” In fact, you do not under-
stand or believe an argument, an idea, a concept or an abstraction. When we talk about 
a system, physical tangibility is related to structure, as figurative tangibility is related 
to function. During the 20th century, mechanical engineering enabled us to develop 
means, in the form of concrete structures, which themselves enabled us to incrementally 
develop purposes, in the form of functions developed in virtual environments first, 
which enable us to deduce implementation means, in the form of tangible structures. 

This leads to the concept of Tangible Interactive System (Boy, 2016). HCI already 
provided many approaches and techniques to handle interaction design (i.e., design and 
development of software-based interactive systems). Today, 3D printing and additive 
manufacturing bring new challenges that are related to physical tangibility (i.e., making 
sure that the system is physically tangible) as well as figurative tangibility (i.e., making 
sure that the purpose of the system is figuratively tangible). We can integrate various 
kinds of TISs at design time in virtual environments and test them with people in the 
loop, but we need to make sure that the resulting system will be tangible in the end. 

In HCD, looking for tangibility leads to developing autonomy. Indeed, defining an 
autonomous system as a hyper-connected entity capable of detecting its environment, 
making appropriate decisions, acting and consequently learning from its experience. 
This is the same as increasing familiarity with complexity of the various interconnec-
tions, verifying its maturity in terms of robustness and reliability for example, insure 
flexibility in operations and maintenance, verifying stability in terms of resilience, et 
insure sustainability. These criteria are the same as those of tangibility (Boy, 2016). 
Consequently, building an autonomous system requires specific attention in terms of 
test of involved cognitive and physical functions, as well as their various interconnec-
tions. This (analytical and experimental) tangibility investigation in autonomous sys-
tems design, made in terms of cyber-physical functions and structures, leads to the iden-
tification of new activities, and therefore new jobs, as well as new coordination rules, 
and therefore new organizations. 

6 Conclusion 

Current digital technology offers environments that facilitate human- and organization-
centered design very early in the life cycle of a system. This HCD evolution enables us 
to define as correctly as possible functions involved in a socio-technical system incre-
mentally developed and used. We saw that using virtual prototyping tools require con-
sidering the tangibility concept seriously. Tangibility will be considered from two view-
points: physical and figurative (i.e., cognitive or socio-cognitive). Five properties of 
tangibility will be taken into account: complexity, maturity, flexibility, stability and 
sustainability (Boy, 2016). These five properties apply to autonomy also. We will in-
vestigate the tangibility of a system to deduce its degree of autonomy within its envi-
ronment. 

This article provides a new framework that will enable us to represent autonomous 
and semi-autonomous complex systems, in the sense of human and machine agents, 
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interacting among each other. This framework will be used to improve function alloca-
tion among the various agents with respect to situations, whether they are normal, ab-
normal or emergency. Satisfactory socio-technical solutions will be found by: (1) pro-
gressive problem formalizations, by using ideation techniques, conceptual model de-
velopment, rapid prototyping and other scenario-based methods; (2) HITLS involving 
subject matter experts and using activity analysis methods; (3) functional and structural 
analyses, by refining functional and structural representations, as well as concepts of 
role, context and resources; and (4) lots of tests that must be repeated until acceptable 
solutions will be found. 

The right mix between objective information (coming from data analysis) and sub-
jective information (coming from experts and credible people, more specifically oper-
ations people in appropriate domains, who can elicit appropriate use cases correctly) 
should be found in the analysis, design and evaluation of complex systems being de-
veloped. Human-centered design of autonomous complex systems should be further 
defined and developed. This article provides an approach that the FlexTech Chair 
started to develop in several industrial projects. 
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