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stress jumps and interface behaviour in structures

with embedded linear inclusions

Francesco Riccardi, Cédric Giry, Fabrice Gatuingt
LMT (ENS Paris-Saclay, CNRS, Universit Paris Saclay)

Abstract

When linear inclusions are embedded into a matrix, a perturbation is in-
troduced in the boundary value problem written at the macroscale. Such
inhomogeneity can provoke sharp gradients in the solution and a correct eval-
uation of the interface stress state reveals necessary when localised material
degradations can lead to global failure mechanisms. In order to account for
such refined description in large scale structural problems, a novel enhanced
implicit finite element formulation is presented. The standard displacement
approximation is improved by means of a kinematic enrichment aimed at re-
producing the local interaction between the matrix and the inclusion. The
microscale interface behaviour can then be directly evaluated from the stress
jump arising in the bulk. From a computational point of view, this translates
in solving an additional local equilibrium equation. The static boundary con-
ditions at the inclusion ends are thus exactly verified and a good precision is
achieved with minimal meshing effort and code modifications. The proposed
model is applied to elementary and structural examples involving singularities
and it is compared to other modelling strategies with focus both on global and
local quantities as well on the convergence properties and corresponding CPU
times of the approximated solution. Keywords : Embedded linear inclusions,
Enhanced finite elements, Interface behaviour, Stress jump

1



1 Introduction

For several decades, matrix-inclusion problems have been object of extensive re-
search in continuum mechanics [1, 2, 3, 4, 5, 6]. The case of linear inclusions has
especially taken on great importance due to the wide range of engineering applica-
tions [7]. Among them we recall, for instance, the case of fibre-reinforced materials
and the broad variety of structures with embedded reinforcements, namely rebars
and anchors. The latter class ranges from the most common construction mate-
rial, i.e. reinforced concrete, to the case of pile-raft foundations in civil engineering
structures. Each specific problem is associated to one or more scales of observa-
tion and differs for the quantities of interest, while the common denominator is the
fact that the cross sectional dimension of the inclusions is much smaller compared
to the other characteristic lengths [8]. The multiscale nature underlying this set
of problems thereby governs the choice of suitable modelling strategies, especially
the reinforcement architecture, i.e. its geometry, volume, orientation and packing
arrangement as well as the applied loading and boundary conditions must be atten-
tively analysed in the process.

Understanding how the specific inclusion interacts with the surrounding material
is an essential element for determining what level of accuracy is required in simu-
lations. When such interaction tends to be highly localised, the onset of singular
behaviours in the local stress distribution may require the explicit modelling of inter-
faces. This situation is encountered in a number of practical applications involving,
for instance, the seismic retrofit of reinforced concrete structures by means of Exter-
nally Bonded (EB) and Near Surface Mounted (NSM) reinforcements [9, 10, 11, 12].
Due to their use in small portions of the structure, the performances of retrofitting
procedures crucially depends on the effectiveness of the stress transfert between
the reinforcements and the underlying material. For enhancing their behaviour,
anchoring systems of limited extension and unaligned orientation are therefore em-
bedded into concrete [13, 14, 15, 16, 17]. Under these circumstances, compatibility
is enforced along the inclusion length whereas concentrated forces and moments are
applied at the extremities. The high stress gradients resulting from this configura-
tion, may induce the local failure of the strengthening component and compromise
the safety of the entire structure [18, 19, 20]. Simple stiffness-based computations of
similar problems by means of traditional macroscopic approaches may be insufficient
from a reliability point of view and more refined stress analysis are thereby required
for evaluating the onset of early ruptures or debonding mechanisms.

Some analytical solutions have shown, indeed, that linear stiffeners embedded in
(semi-)infinite elastic media with loads applied at the inclusion ends induce jumps
in the stress distribution and singularities at the extremities [1, 3]. Reproducing
gradients and singularities in numerical solutions is still nowadays one of the major
challenges in computational mechanics of civil engineering structures. For this pur-
pose, Contrafatto et al. [21] developed a macro beam element with a single uniform
reinforcement presented in the framework of the Strong Discontinuity Approach
(SDA) [22, 23, 24, 25] for improving the description of unidimensional shear-lag
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problems associated with pull-out configurations. Both concrete cracking and bond-
slip effects between concrete and reinforcements are taken into account. In order
to avoid excessively refined meshes, new enriching shape functions have also been
proposed. In particular, polynomials, problem-oriented exponentials and B-splines
have been compared. It is shown that the standard linear interpolation leads to large
errors in the solution, whereas the results given by higher order approximations are
significantly improved both at the global and the local level.

In large three-dimensional problems, as often occurs in civil engineering, the need
to account for punctual material interactions and interface behaviours can easily
become computationally prohibitive. Finite element implementations of multiscale
approaches and 1D/2D structural theories have therefore been privileged in case of
traditional reinforcement layouts. In the framework of mixing theories, Car et al.
[26] have proposed a generalised model for describing the behaviour of long fibre-
reinforced laminates. The composite material is here modeled in large strain settings
as the compound of different phases homogeneously distributed in the volume (or
in one of its portions) and contributing to the overall behaviour proportionally to
their volume fraction. The assumed iso-strain hypothesis for enforcing compatibil-
ity between the compounding materials is then enhanced by considering anisotropic
elastoplastic constituive laws for the phases. In the same context, a serial-parallel
approach was proposed by Rastellini et al. [27] where the closure equations of the
problem now consist in the association of the iso-strain hypothesis in the fibre di-
rection with an iso-stress condition in the transversal direction. An application of
this model has been presented by Martinez et al. [28] where the behaviour of re-
inforced concrete structures strengthened with Fibre Reinforced Polymers (FRP) is
simulated.

In the context of computational homogenisation, Sciegaj et al. [29] have stud-
ied bond-slip mechanisms occurring in reinforced concrete by means of the FE2

approach. Under the scale separation assumption, a two-scale model has been de-
veloped. The macroscale response is herein computed by averaging the subscale
solution obtained from the resolution of an auxiliary problem formulated on the
RVE. In particular, in the spirit of the Variational Multiscale Method (VMS) [30],
the local displacement field is additively decomposed into a unique macroscopic
(smooth) part and a fluctuation term which depends on the microscopic space vari-
able only. Bond-slip behaviours are therefore computed on the RVE problem, where
an appropriate choice of the Dirichlet and Neumann boundary conditions is essential
for obtaining meaningful results.

An effective alternative to traditional homogenisation is represented by the mul-
tiphase model developed for inclusion-reinforced geostructures [8, 31, 32, 33]. The
matrix and the reinforcements are in this case spatially superposed and in mutual
equilibrium with the applied boundary conditions and the exchanged interaction
forces, treated here as volume densities. If written for the overall structure, the
resulting mechanical problem is analogous to the one derived for a one-phase con-
tinuum, where the total stress tensor is defined as the sum of the partial stresses
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in the matrix and the uniaxial contributions of the reinforcements. The interesting
point of such model is the possibility of considering different kinematics via the ex-
pression of the interaction forces acting in the equilibrium equations of each phase,
thus allowing to account both for sliding and scale effects. The possibility of treat-
ing the different material interactions as body forces is however limited to the case
where the reinforcements are continuously distributed in the matrix.

A different way of treating material heterogenities linked to embedded reinforce-
ments is achieved by means of structural finite elements. Several authors have
developed in the recent years multi-layered plate elements with high order kine-
matics able to reproduce complex mechanical behaviours in material stacks. Teng
and Zhang [34] and Teng et al. [35] have developed a 4-node 24-DOFs and two
8-node 48-DOFs composite plate elements based on linear rectangular elements for
modelling concrete, FRP lamina, adhesive layers and steel reinforcements. In the
first case, the materials are supposed to be perfectly bonded, whereas in the second
case bond-slip effects between concrete and FRP are integrated by means of an in-
terconnecting zero-thickness finite element and through a smeared layer with finite
thickness, respectively. For all the models, Timoshenko’s composite beam functions
are adopted for describing the transversal and rotational behaviour without occuring
in shear-locking problems. A similar approach has been followed by Feldfogel and
Rabinovitch [36], where a new multilayered plate element based on the Constant
Strain Triangle (CST) is presented. The avantage of this model with respect to
rectangular-shaped elements is the possibility to deal with irregular layouts as often
happens in retrofitting applications by means of FRP. However, due to the bidi-
mensional character of the proposed approach, this enhanced modelling is limited
to a plane making it difficult to represent linear inhomogeneities devoping in the
transversal direction.

Although appealing from a computational point of view, the aforementioned
strategies may results to be unsuitable for modelling locally embedded linear inclu-
sion such those employed in retrofitting operations. On one hand, the derivation
of an equivalent material behaving as a Cauchy’s continuum is possible, indeed,
on the assumption that a sufficiently small Representative Volume Element (RVE)
can be identified. On the other hand, the full three-dimensionality of the prob-
lem induced by particular inclusion topologies does not seems easily addressed by
means of full 1D or 2D modelling. For these reasons, the so-called ”mixed mod-
elling” approaches have been used for bridging the gap between macroscopic and
mesoscopic analysis. They consists in the combination of 3D (2D, in case of plane
problems) and 1D finite element models for concrete and inclusions, respectively. In
this context, Romdhane and Ulm [37] have addressed the modeling in the thermo-
dynamics framework of two major phenomena governing the non-linear behaviour of
reinforced concrete, i.e. material bond degradation and bridge effects, by means of
trusses with slip degrees of freedom and interface finite elements. A similar problem
has been considered by Ibrahimbegovic et al. [38] who have treated strain locali-
sation in concrete and slip mechanisms at the steel-concrete interface by means of
the Embedded Finite Element Method (E-FEM) [39, 24, 25, 40] and the Extended
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Finite Element Method (X-FEM) [41, 42, 43, 44], respectively. Applications of the
previous approach have recently been extended by Rukavina et al. [45] to the case
of fibre-reinforced concrete. A different strategy has been followed by Casanova et
al. [47] for modeling reinforced concrete structures by encapsulating non-coincident
trusses in 8-node brick elements through a local bond stress-slip law governing the
evolution of the interaction forces exchanged at the interface. In the same framework
of [38] and [45], a model based on the Partition of Unity Finite Element Method
(PUFEM) has been proposed by Radtke et al. [46], allowing the discrete treatment
of several embedded fibres.

Mixed-modelling may however lead to large errors in the solution close to the
inclusion zone when perfect bonding and refined meshes are adopted in the analysis.
In such circumstances, being the physical cross sectional dimension of the reinforce-
ment not taken into account by the 1D representation of the inclusion, the resulting
geometrical singularity can lead to spurious stress concentrations in the matrix as
pointed out by Llau et al. [48] and Vincent et al. [49]. This drawback can therefore
represent a serious limitation when material nonlinearities are included in the model
since non-physical material degradations can take place. For these reasons, in order
to recover the physical solution at the interface, in [48] a three-dimensional volume
of the inclusion is superposed to the uni-dimensional one. The weak equilibrium be-
tween the interaction force distribution computed along the axis and the 3D stress
distribution inside the volume is then enforced. By doing so, the interaction forces
are locally treated as an averaged volume density, as proposed in the framework
of multiphase models [31, 8, 32, 33]. To the same goal, in the framework of the
limit analysis of non-standard three-dimensional reinforcement layouts, in [49] the
volume containing the heterogeneous material is locally replaced by an homogenised
one obeying to a macroscopic strength condition. The problems raised by the 1D
modelling are therefore avoided and fewer difficulties are encountered in the mesh-
ing process. The unwanted behaviours related to mixed-modelling simulations could
be also mitigated by introducing a slip between the materials as the characteristic
transversal mesh size tends to the characteristic dimension of the inclusion cross
section. In multiscale terms, this would allow to account for scale effects associated
with the transition from the macroscopic space variable to the microscopic one [31].

In the present contribution, the matrix-inclusion problem is treated from a
mixed-modelling point of view. An implicit interface description is achieved for
the case of linear reinforcements by means of an enriched finite element formulation
obtained from the Hu-Washizu functional. The Cauchy’s equilibrium equations are
firstly written in terms of the microscopic space variable. The corresponding equa-
tions are then derived at the macroscale through an upscaling procedure. By as-
suming that the inclusion works only in traction-compression, the interaction forces
exchanged between the two phases appear as localised volume density distributions
defined along the reinforcement axis. In order to deal with such inhomogeneity, an
additive decomposition of the displacement field into a long distance regular contri-
bution and a term associated to the interface kinematics is introduced. It is shown
that, by computing the compatible strain field, the interface force governing the
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equilibrium of the reinforcement at the macroscale can be related to the disconti-
nuity appearing in the cartesian Cauchy stress field of the matrix. This result is
operated for embedding the local interface behaviour in the macroscale response of
the matrix, thus allowing an easier treatment of matrix-inclusion problems. For the
sake of simplicity, the developements herein are presented in the framework of linear
elasticity and perfect bond between the materials but can be extended to non-linear
behaviours.

The article is organised as follows. In Section 2 the governing equations of the
boundary value problem are derived for the case of a linear inclusion embedded into
an homogeneous isotropic matrix, for which a decomposition of the displacement
field is introduced. The weak formulation and the finite element approximation are
then obtained. The numerical implementation is detailed in Section 3 for plane
structural problems. Computational aspects are discussed in Section 4, where the
assembly and integration procedures are detailed. In Section 5 elementary and struc-
tural case studies of pull-out configurations are simulated. The proposed formulation
is here compared to traditional modelling strategies both in terms of local/global
responses and convergence properties of the finite element approximation. Section
6 concludes with some remarks and perspectives.

2 Governing equations

2.1 Scale description

A bounded body Ω ∈ R3 with characteristic length L is crossed by an inclusion
I ∈ R3 such that I ⊂ Ω. The latter is characterised by a constant cross section AI ,
axis Γ and characteristic lengths ` andD in the longitudinal and transverse direction,
respectively (see figure 1). Introducing the physical space variable X of the medium
and assuming D � ` and ` ∼ L, we define the dimensionless microscopic and
macroscopic space variables z = X/D and x = X/L. Due to these assumptions, at
the macroscale we will consider that two opposite points belonging to the interface
lie on Γ, i.e. x±Γ ≈ xΓ. By means of such two-scale scale decomposition, a generic
physical quantity e(X) can be expressed, for instance, in the form e(x, z) as:

e(X) = e(x) + ∆e(z) (1)

where ∆e is a fluctuation computed at the microscale. For an exhaustive treatment
of multiscale problems, the reader is referred to [50].

2.2 Boundary value problem

Let us consider the case of linear homogeneous isotropic materials. By denoting
with C0 and CI the fourth-order elasticity tensors of the matrix and the inclusion,
respectively, the Cauchy stress tensor of the latter can be expressed at the microscale
as:

σI (z) = C0 : ε (z) + τ (z) (2)
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Figure 1: Matrix-inclusion problem.

where ε = ∇su, with u the displacement field, and τ = (CI − C0) : ε. The Cauchy’s
equilibrium equations can then be written as:

div (C0 : ε (z)) + div (τ (z)χI (z)) = 0, ∀z ∈ Ω (3)

with χI the characteristic function of I. If we develop the second term, we obtain:

div (C0 : ε (z)) + div (τ (z))χI (z)− τ (z) · n (z) δ∂I (z) = 0, ∀z ∈ Ω (4)

where n denotes the outward normal to I (see figure 1) and δ∂I is the Dirac delta
centred on the inclusion boundary ∂I. Furthermore, the stress vector must be
continuous at every discontinuity surface, i.e.:

n (z) · Jσ (z)K = n (z) · (σ0 (z)− σI (z)) = −n (z) · τ (z) = 0, ∀z ∈ ∂I (5)

If we take into account equation (5) and the symmetry of the stress tensor, equation
(4) therefore becomes:

div (C0 : ε (z)) + div (τ (z))χI (z) = 0, ∀z ∈ Ω (6)

In order to write the macroscopic equilibrium, let us first consider the following
integral of (•):

∫

Ω

(•)χI (z) dV =

∫

I

(•) dVI =

∫

Γ

〈•〉AI dsAI =

∫

Ω

〈•〉AI δΓ

(
A−1
I x
)

dV (7)

where 〈•〉AI is the cross-sectional average of (•), δΓ is the line Dirac delta function

centred on Γ and λ = A−1
I plays the role of a scale factor. Therefore, if we introduce

the interaction forces fΓ exchanged at the interface, we can write the equilibrium at
the macroscale as:

div (C0 : ε (x)) + fΓ (x) δΓ (λx) = 0, ∀x ∈ Ω (8)
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Figure 2: Boundary conditions and displacement field at the different scales of
observation.

where the term fΓ δΓ must be interpreted in the sense of distributions, with fΓ corre-
sponding to a force density. Such quantity ensures the equilibrium of the inclusion,
i.e. in case of an uniaxial behaviour:

div (σI (x) eI ⊗ eI)− fΓ (x) = 0, ∀x ∈ I (9)

with σI the uniaxial stress of the inclusion in the longitudinal direction eI (see figure
1). By substituting Equation (9) into Equation (8), we end up with:

div (C0 : ε (x)) + div (σI (x) eI ⊗ eI) δΓ (λx) = 0, ∀x ∈ Ω (10)

or in a more compact form:

div (C0 : ε (x)) + fI (x) δΓ (λx) = 0, ∀x ∈ Ω (11)

with
fI (x) = div (σI (x) eI ⊗ eI) (12)

Equation (10) is then completed with Dirichlet and Neumann boundary conditions
applied on the respective portions of the boundary ∂Ω = ∂uΩ ∪ ∂tΩ such that
∂uΩ ∩ ∂tΩ = ∅:

{
u (x) = ud (x) ∀x ∈ ∂uΩ (13a)

m (x) · σ (x) = h (x) ∀x ∈ ∂tΩ (13b)

where m is the outward normal to ∂Ω as depicted in figure 2.

2.3 Kinematics

The problem formulated at the macroscale in section 2.2 corresponds to the case
of an elastic rod embedded into a matrix whose solution presents a logarithmic
singularity at the inclusion ends [1, 3]. For such reason, we express the displacement
field solution of equation (8) as the sum of two contributions:

u (x) = ū (x) + û (x) , ∀x ∈ Ω (14)
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where ū denotes a long distance regular contribution compatible with the strain
field ε̄ = ∇sū and satisfying the homogeneous equation:

div (σ̄ (x)) = div (C0 : ε̄ (x)) = 0, ∀x ∈ Ω (15)

with modified boundary conditions:
{

ū (x) = ud (x)− û (x) ∀x ∈ ∂uΩ (16a)

n · σ̄ (x) = h (x)− n · σ̂ (x) ∀x ∈ ∂tΩ (16b)

and û the solution of equation (8). The strains ε̂ = ∇sû and the stresses σ̂ are
then derived from the displacement field û. For what concerns the microscopic
displacement field, we will assume that it is characterised by a fluctuation ∆u(z)
about its interface value u±Γ and that the latter can be related to the macroscopic
displacement by setting u±Γ (z) ≈ uΓ (x). Such hypothesis allows us to state the
equivalence between the microscopic and macroscopic interface strain fields, i.e.
ε±Γ (z) ≈ ε±Γ (x).

2.4 Interface behaviour

At the interface, due to the uniaxial behaviour of the inclusion (see figure 3), the
displacement can be expressed in terms of its longitudinal component ûΓ

s as:

ûΓ (x) = ûΓ
s (x) eI , ∀x ∈ Γ (17)

On two opposite sides of the interface, the compatible strain reads:

ε−Γ (x) = ∇sū|Γ +∇sû−Γ ε+
Γ (x) = ∇sū|Γ +∇sû+

Γ (18)

where ∇sû−Γ = (ûΓ−
s,ξ n⊗eI)

s and ∇sû+
Γ = (ûΓ+

s,ξ n⊗eI)
s with ûΓ−

s,ξ > 0 and ûΓ+
s,ξ < 0, as

can be checked in figure 3b. Indicial notation has here been adopted, with subscripts
preceded by commas denoting partial derivatives with respect to the local spatial
coordinates s and ξ. In particular, we will assume that ûΓ

s is homogeneous in s, i.e.
ûΓ
s,s = 0, which corresponds to the case of a rigid inclusion 1. Moreover, the interface

force fΓ defined at the macroscale can be computed by requiring that the virtual
work done by the density field fΓ δΓ is equal to the work done by the microscopic
boundary tractions t∂I acting on the concrete phase:
∫

Ω

fΓ(x) δΓ(λx) · uv(x) dV =

∫

∂I
t∂I(z) · uv(z) dS , ∀uv(z) ,uv(x) ∈ U0 (19)

with uv(z) and uv(x) belonging to the set of kinematically admissible displacements
U0 (see next section). After few developments, by considering a cylindrical inclusion
of radius r = D/2 and denoting with t−Γ = t∂I(θ) = n(θ)·σ0(θ) and t+

Γ = t∂I(θ+π) =
−n(θ)·σ0(θ+π) (sign convention in figure 3b for a 2D section), the previous equation
becomes:

λ−1

∫

Γ

fΓ(x) · uΓv(x) ds =

∫

Γ

∫ π

0

(
t−Γ + t+

Γ

)
r dθ · uΓv(x) ds , ∀uΓv(x) (20)

1Such hypothesis appears reasonable if the stiffness contrast between the matrix and the inclu-
sion is high, as usually happens, for instance, in structures involving anchoring systems.
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Figure 3: Local behaviour of an elastic rod embedded in an isotropic matrix. Three-
dimensional (a) and two-dimensional (b) representations.

where the hypothesis u±Γ (z) ≈ uΓ (x) made in section 2.3 has been taken into
account. By deriving with respect to s and collecting the terms, one obtains:

(
λ−1fΓ(x)−

∫ π

0

(
n · σ−0 − n · σ+

0

)
r dθ

)
· uΓv(x) = 0 , ∀uΓv(x) (21)

By recalling that σ±0 (z) ≈ C0 : ε±Γ (x) (see section 2.3) and due to the arbitrariness
of uΓv(x), we end up with:

fΓ (x) =

∫ π

0

(
n ·
(
C0 : ∇sû−Γ

)
− n ·

(
C0 : ∇sû+

Γ

))
r dθ λ

=

∫ π

0

(
n ·
[
C0 : ûΓ−

s,ξ (n⊗ eI)
s]− n ·

[
C0 : ûΓ+

s,ξ (n⊗ eI)
s]) r dθλ

= −
∫ π

0

Jτ̂Kr dθ eI λ =
2

r
τΓeI

(22)

where Jτ̂K = τ̂+
Γ − τ̂−Γ = n · σ̂+

Γ ·eI−n · σ̂−Γ ·eI denotes the shear stress jump between
two opposite sides of the interface and

τΓ = − 1

2π

∫ π

0

Jτ̂K dθ (23)

denotes the average interface shear stress computed over the boundary. As expected,
it is shown that the stress σ̄ associated with the long distance contribution ū does not
participate in the computation of fΓ responsible for the equilibrium of the inclusion
at the macroscale.

2.5 Weak formulation and finite element framework

We will start from the mixed Hu-Washizu variational principle applied to equa-
tion (11) by defining the three solution spaces for displacements U = {u |u ∈
H1 (Ω) , u = ud on ∂uΩ}, strains E = {ε | ε ∈ L2 (Ω)} and stresses S = {σ |σ ∈
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Figure 4: Decomposition of a CST element crossed by a linear inclusion.

L2 (Ω)}. Therefore, for all arbitrary virtual field uv ∈ U0 = {u |u ∈ H1 (Ω) , u =
0 on ∂uΩ}, τ ∈ S and γ ∈ E , the following system of equations is derived:





∫

Ω

σ : ∇suv dV − AI
∫

Γ

fI · uv ds−
∫

∂tΩ

h · uv dS = 0 (24a)

∫

Ω

τ · (∇su− ε) dV = 0 (24b)
∫

Ω

γ · (C0 : ε− σ) dV = 0 (24c)

with forces fI acting as external loads. We then introduce the Finite Element dis-
cretisations Ωh and Γh of Ω and Γ, respectively, where the elementary segments
Γe ⊂ Γh are defined by the intersections of Γ with the subsets Ωe ⊂ Ωh. By means
of the matrix notation, we then introduce the following kinematic approximations
for Ωh:

u ≈ uh = Nd + Nαα ε ≈ εh = Bd + Bζζ (25)

where d are the nodal displacements and α and ζ are kinematic enhancements
defined at the element level. Furthermore, N and Nα denote the displacement in-
terpolation matrices, whereas B = LN and Bζ are the strain interpolation matrices,
with L computing ∇s. We make then the hypothesis that uh is compatible with the
strains εh, which requires α ≡ ζ and Bζ = Bα = LNα. In addition, we will assume
that the computed stresses satisfy the constitutive law, i.e. σh = Dεh, with D
denoting the stiffness matrix of the material. Due to these assumptions, equations
(24b) and (24c) are identically satisfied. For what concerns the virtual fields, we
make then the following choice:

uv ≈ uvh = Ndv + N∗ααv εv ≈ εvh = Bdv + B∗ζζv (26)

where dv, αv and ζv have the same meaning as in equation (25) and B∗ζ is the
interpolation matrix of the virtual strain enhancement. Also in this case, we make
the hypothesis αv ≡ ζv and B∗ζ = B∗α = LN∗α. The proposed formulation therefore
corresponds to a Petrov-Galerkin approach where the test functions and the solution
functions belong to different spaces [51, 52]. A similar approach has been proposed
in the framework of the E-FEM and it goes under the name of ”Statically and
Kinematically Optimal Non-symmetric” (SKON) formulation (see for instance [53]).
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The result is a non-conforming finite element model whose convergence is ensured
by requiring that the elementary patch test is satisfied [54, 55, 56], i.e. by imposing:

∫

Ωe

(B∗α)T dV = 0 (27)

With the previous approximations, problem (24) is restated as:

∀(dv,αv), dv

(∫

Ωh

BTσh dV − AI
∫

Γh

NTfI ds−
∫

∂tΩh

NTh dS

)
+

+αv

(∫

Ωh

(B∗α)T σh dV − AI
∫

Γh

(N∗α)T fI ds−
∫

∂tΩh

(N∗α)T h dS

)
= 0

(28)
where the term

∫
∂tΩh

(N∗α)Th dS may be neglected compared to the major contri-

bution associated with fI according to usual embedded formulations [53]. Such
hypothesis corresponds to say that the loads are applied outside the enhanced re-
gion. Due to the arbitrariness of dv and αv we end up with the following system of
equations:





∫

Ωh

BTσ dV = AI

∫

Γh

NTfI ds+

∫

∂tΩh

NTh dS (29a)

∫

Ωh

(B∗α)T σ dV = AI

∫

Γh

(N∗α)T fI ds (29b)

To lighten the notation, the subscripts denoting the discretized problem and the
elasticity of the matrix will be dropped when no confusion is likely to arise.

3 2D implementation

In the bidimensional setting, the inclusion I of length ` and inclination β cuts at
the macroscale the elementary domain Ωe of thickness t into two subdomains Ω−e
and Ω+

e identified by the unitary normal vector n, as depicted in figure 4 for a
Constant Strain Triangle (CST). We focus for the moment on the case of a single
finite element, i.e. we set Ω ≡ Ωe and Γ ≡ Γe.

3.1 Real fields

For what concerns the real fields, we define the interpolation matrix Nα = NαI2,
with I2 the (2× 2) identity matrix and function Nα chosen such that the kinematic
boundary conditions can still be expressed in terms of the sole nodal displacements,
which consists in imposing Nα (xi) = 0 for all node i. We make, then, the following
choice for function Nα:

Nα(x) = χ−

N∑

i=1

aiHΓ(xi)Ni(x) + χ+

N∑

i=1

ai(1−HΓ(xi))Ni(x) (30)

where Ni is the shape function of node i, χ− and χ+ are the characteristic functions
of Ω− and Ω+, respectively, and HΓ(xi) are the values at nodes of the Heaviside
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Figure 5: Function Nα in case of CST elements for different orientations of the
inclusion: (a) β = −20◦, (b) β = 0◦, (c) β = 20◦.

function centered on Γ. Coefficients ai are computed requiring Nα

(
xGΓ
)

= 1 and
such that a C0- continuity is ensured along Γ, i.e.:

N∑

i=1

ai(1− 2HΓ(xi))Ni = 0, on Γ (31)

Note that condition (31) implies that the longitudinal component Nα,s = eT
I∇Nα

evaluated on Γ is continuous, i.e. N−α,s|Γ = N+
α,s|Γ. Figure 5 shows function Nα in

case of CST elements for different orientations of the inclusion. From expression
(30), it therefore appears that matrix Nα is expressed as a linear combination of the
standard shape function basis Ni = NiI2 with i = 1, . . . , N , as:

Nα = χ−

N∑

i=1

aiHΓ(xi)Ni + χ+

N∑

i=1

ai(1−HΓ(xi))Ni (32)

Analogously, the strain interpolation matrix Bα = LNα is computed by combining
matrices Bi = LNi:

Bα = χ−

N∑

i=1

aiHΓ(xi)Bi + χ+

N∑

i=1

ai(1−HΓ(xi))Bi

= χ−
(
N−α,s q +N−α,ξp

)
+ χ+

(
N+
α,s q +N+

α,ξ
p
) (33)

where in the last expression we used the longitudinal and normal components Nα,s

and Nα,ξ of the gradient ∇Nα and adopted the matrices:

q =



eIx 0
0 eIy
eIy eIx


 p =



nx 0
0 ny
ny nx


 (34)

3.2 Virtual fields

The virtual displacement interpolation matrix is computed as N∗α = N∗αI2 with
function N∗α defined as follows:

N∗α (x) = χ−

(
1 +

1

k−

(
x− xGΓ

)T
n

)
+ χ+

(
1− 1

k+

(
x− xGΓ

)T
n

)
(35)
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Figure 6: Shear stresses on the discontinuity surface (a), interface stresses acting on
the inclusion boundary (b).

where k− = A−/`, k+ = A+/` and A−, A+ are the plane measures of Ω− and Ω+,
respectively. Computing LN∗α gives the expression of matrix B∗α:

B∗α =

(
1

k−
χ− −

1

k+

χ+

)
p (36)

It is easy to check that such matrix verifies condition (27), since we have:
∫

Ω

(B∗α)T dV =

∫

A−

1

k−
pT dA t−

∫

A+

1

k+

pT dA t

= `pT − `pT = 0

(37)

3.3 Resulting equations

3.3.1 Local equation

Substituting expression (36) into equation (29b) and evaluating matrix N∗α on Γ
gives:

`
1

A−

∫

A−
pTσ− dA t− ` 1

A+

∫

A+

pTσ+ dA t = AI

∫

Γ

fI ds (38)

with t denoting the finite element thickness. The previous result states the equi-
librium between the resultant of the average stresses Σ− = 1

A−
∫
A− σ

− dA and

Σ(e),+ = 1
A+

∫
A+ σ

+ dA acting on the discontinuity surface identified by the nor-
mal n and the increment of the axial force of the inclusion ∆FI = AI

∫
Γ

fI ds and it
can be rewritten in terms of the average stress jump JΣK = Σ+ −Σ− as:

−`pTJΣK t = ∆FI (39)

Enforcing the equilibrium of the inclusion under the average interface shear stress
distribution, i.e. ∆FI = τΓSlateI , allows us to express τΓ in terms of the stress field
in the bulk:

τΓ = −eT
I pT JΣK

Slat
` t (40)

where Slat is the lateral surface of the inclusion. A representation of the local stresses
developing in the bulk and at the interface is given in figure 6.
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Figure 7: Local (a) and global (b) problems.

3.3.2 Global equation

Being the interface stress τΓ defined by relation (40) constant along Γ, we replace

fI = dσI(x)
ds

eI by its average value 2, i.e. fI = ∆FI/(AI`). Such hypothesis would
be equivalent to choose a linear interpolation of the inclusion stress and enforcing
the verification of the static boundary conditions applied at its ends. Replacing the
expression of fI into equation (29a) gives:

∫

A

BTσ dA t =

∫
Γ

NT ds

`
∆FI +

∫

Γt

NTh ds t (41)

We focus now upon the first term of the right-hand side of equation (41). Recalling
that the position of the center of gravity of segment Γ can be computed for iso-
parametric finite elements both as xG = 1

`

∫
Γ

N dΓxN and xG = NGxN , with xN the
vector of nodal coordinates, allows us to write:

(∫
Γ

N dΓ

`
−NG

)
xN = 0 (42)

Let us now consider the two systems of nodal forces:

F1 =

∫
Γ

NT dΓ

`
∆FI (43)

F2 =
(
NG
)T

∆FI (44)

Thanks to the partition-of-unity property of the finite element shape functions, such
systems have the same resultant equal to ∆FI and if we compute the difference
between the moments generated by the two systems with respect to an arbitrary
point O we obtain:

M1
O −M2

O =
N∑

i=1

(∫
Γ
Ni dΓ

`
−NG

i

)
∆FI (xi − xO)

= ∆FI

(∫
Γ

N dΓ

`
−NG

)
xN

(45)

2This is an arbitrary choice that can be eventually removed.
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which vanishes due to equation (42). We can therefore verify that systems F1 and
F2 are statically equivalent and for such reason we restate the global equilibrium
equation (41) as:

∫

A

BTσ dA t = (NG)T ∆FI +

∫

Γt

NTh ds t (46)

Thus the effect of an embedded inclusion can be modeled at the global level through
a force applied in the center of gravity of the segment Γ. In order to achieve such
representation, truss elements can be adopted in the finite element model, as schema-
tised in figures 7 and 8.

4 Numerical aspects

After introducing the material stiffness matrix D for plane linear elasticity, the
overall system of equations can be derived by substituting the expression of the
stress associated with the strain approximation (25):

σ = DBd + DBαα (47)

into equations (41) and (38):

{
Ke
ddde + Ke

dααe = (NG
e )T ∆Fe

I + Fe
ext (48a)

Ke
αdde + Ke

αααe = ∆Fe
I (48b)
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where we have set

Ke
dd =

∫

Ωe

BTDB dV (49)

Ke
dα =

∫

Ωe

BTDBα dV (50)

Ke
αd =

∫

Ωe

(B∗α)T DB dV (51)

Ke
αα =

∫

Ωe

(B∗α)T DBα dV (52)

Fe
ext =

∫

∂tΩe

NTh dS (53)

The force increment ∆Fe
I = Fe+1

I −Fe−1
I is computed between adjacent elements in

case of perfect bond by writing a kinematic relation between the displacement of
the two phases computed at the center of gravity of the inclusion, resulting into the
following expression of the axial forces:

{
Fe−1
I = k(e,e−1)T

[(
NG
e de +αe

)
−
(
NG
e−1de−1 +αe−1

)]
(54a)

Fe+1
I = k(e,e+1)T

[(
NG
e+1de+1 +αe+1

)
−
(
NG
e de +αe

)]
(54b)

with k(e,e−1) = 2EIAI/(`e + `e−1) and k(e,e+1) = 2EIAI/(`e + `e+1) denoting the
stiffness of the segments connecting the elements e−1, e and e+1, whereas T = eIe

T
I

denotes the rotation matrix. Substituting relations (54) into the expression of ∆Fe
I

and setting k(e,e) = k(e,e−1) + k(e,e+1), the assembled stiffness matrices are obtained:

KΓ
dd =

nen

A
e=1

Ke
dd ∪

e+1⋃

i=e−1

(−1)e−i k(e,i)(N
G
e )TT NG

i (55)

KΓ
dα =

nen

A
e=1

Ke
dα ∪

e+1⋃

i=e−1

(−1)e−i k(e,i)(N
G
e )TT (56)

KΓ
αd =

nen

A
e=1

Ke
αd ∪

e+1⋃

i=e−1

(−1)e−i k(e,i)T NG
e (57)

KΓ
αα =

nen

A
e=1

Ke
αα ∪

e+1⋃

i=e−1

(−1)e−i k(e,i)T (58)

where nen denotes the number of elements in the enhanced region. With the previous
notation, it should be pointed out the for e = 1 and e = nen no contribution arises
from the elements e− 1 and e + 1, respectively. The overall system of equations is
therefore written as:

{
KΓ
ddd + KΓ

dαα = FI + Fext (59a)

KΓ
αdd + KΓ

ααα = PI (59b)

with Fext = Ae
Fe
ext and the terms PI and FI = Ae

π(e)
(
NG
e

)T
Pe
I denoting the

contributions to the local and global external force vector, respectively, due to the
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Figure 9: Integration scheme for CST elements.

loads applied at the inclusions ends (see figure 8), with πe defined as:

πe =

{
1 if ∂Ωe ∩ ∂tΩ 6= ∅
0 otherwise

(60)

Static condensation can be applied to system (59), in particular, if we solve equation
(59b) with respect to α, we have:

α =
(
KΓ
αα

)−1 (
PI −KΓ

αdd
)

(61)

and substituting (61) into equation (59a) yields:
(
KΓ
dd −KΓ

dα

(
KΓ
αα

)−1
KΓ
αd

)
d = FI + Fext −KΓ

dα

(
KΓ
αα

)−1
PI (62)

The nodal displacements can therefore be computed as:

d =
(
K̃Γ
dd

)−1

F̃Γ
ext (63)

where we have introduced the enriched stiffness matrix and the enriched external
force vector:

K̃Γ
dd = KΓ

dd −KΓ
dα

(
KΓ
αα

)−1
KΓ
αd (64)

F̃Γ
ext = FI + Fext −KΓ

dα

(
KΓ
αα

)−1
PI (65)

Remarks For the sake of simplicity, CST finite elements have been used in the
implementation of the numerical model. In such case, matrices Bα and B∗α ex-
pressed by relations (33) and (36), respectively, are piece-wise constant, therefore
the standard integration rule for linear triangular elements applies for the bulk, with
one Gauss-point at the element center of gravity. The contribution of the inclusion
is taken into account by means of two additional integration points placed at the
segment ends, as depicted in figure 9.

5 Applications

In this section we discuss the numerical validation of the proposed model. The
comparison with other modelling strategies is presented, namely the implicit and
explicit methods based on standard Galerkin finite elements. Special attention is
given to the analysis of the interface behaviour by means of both elementary and
full-scale case studies.
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Figure 10: Elementary case study. Enhanced CST model (a), standard CST model
(b), reference model (c).

5.1 Elementary example

A concrete structure with an embedded anchor modeled by means of truss finite ele-
ments, is submitted to the load PI = P eI = P cos β ex+P sin β ey, with P = 105 N,
applied to the inclusion end, as described in figure 10. Linear springs with stiffness
ks = 2.36 × 109 N m−1 are introduced to represent the interaction with the sur-
rounding domain. We consider for concrete a Young’s modulus Ec = 30 GPa and a
Poisson’s ratio νc = 0.2. Plane stress conditions are assumed for the computations,
with thickness t = 0.1 m. The effect on the structural response of the inclusion
properties (Young’s modulus EI and transversal cross section AI) as well its inclina-
tion β are studied while keeping the load application point fixed. Three approaches
are considered as depicted in figure 10. First of all, the enhanced implicit model
proposed herein applied to CST elements, then the standard implicit and explicit
models (denoted as ”standard” and ”reference”, respectively) based upon regular
CST. In the explicit modelling, the domain Ω, discretised into three finite elements,
is decomposed into Ω+ = Ω1 ∪ Ω2 and Ω− ≡ Ω3, while a single finite element is
adopted in the implcit modeling. For comparison purposes, in the first case, average
local values will be considered for the bulk. In order to represent the inclusion,
a two-node linear truss is perfectly bonded to concrete in the models depicted in
figures 10b and 10c.

In figure 11 the longitudinal displacement uGs at the inclusion center of gravity
and the strain energy of concrete are compared for the three modelling strategies.
The results are shown for the interval EIAI ∈ 5× [107, 1010] N in terms of envelope
curves. If we assume, for instance, AI = 5 × 10−4 m2, i.e. DI = 2.52 × 10−2 m for
a circular cross section, such interval corresponds to Young’s modulus EI between
102 GPa and 103 GPa. In case of the enhanced model (figure 10a), the inclusion
stiffness does not have any influence on the structural behaviour as can be seen
from the global equilibrium equation (46) written for the enriched CST:

BTσ−A−t+ BTσ+A+t = (NG)T PI (66)

with σ− = σ−d + σ−α and σ+ = σ+
d + σ+

α as defined in relation (47), whereas the
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Figure 11: Longitudinal displacement uGs (a) and strain energy Wε of concrete (b).

local equation (39) becomes:

−`pTJσαK t = PI (67)

being σd constant all over the element domain and following the reasoning presented
in section 2, the identity σ̂ ≡ σα can thereby by established. The situation is differ-
ent for the other strategies (figures 10b and 10c): indeed, since both the truss nodes
are linked to concrete, the latter adds a contribution to the overall stiffness matrix.
As can be seen in figure 11a, the enhanced formulation improves substantially the
overall kinematics of the standard finite element, with a much less stiff behaviour
translating in higher strain energy values which are computed as:

Wε =
1

2

∫

Ω

εTDε dV

=
1

2

∫

Ω

(ε̄+ ε̂)T D (ε̄+ ε̂) dV

=
1

2

(
W ε + 2Ŵ ε + Ŵε

)
(68)

where the term Ŵε is dominant with respect to the others.

In figure 12 the two contributions ūGs and ûGs expressed by equation (14) are
plotted for the enhanced and reference models. Since the single standard CST ele-
ment is not provided with internal degrees of freedom, in this case we have ûstd = 0,
i.e. ustd ≡ ūstd. The respective deformed shapes, shown in figure 13, reveals that
the proposed formulation is able to reproduce the major contribution to the overall
kinematics given by the longitudinal component ûΓ

s of the interface displacement ûΓ.
However, from the analysis of figure 13, it appears that there exists a normal com-
ponent ûΓ

ξ (much smaller with respect to ûΓ
s ) that is not captured by the enhanced

model. To check this, it is convenient to switch to the tensor notation and write the
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Figure 12: Longitudinal displacement contributions at the inclusion center of gravity.

expression of the stress σ̂ by computing ∇sû = ∇s(ûseI + ûξn) with ûs = Nααs and
ûn = Nααξ, i.e.:

∇sû =
(
Nα,seI ⊗ eI +Nα,ξn⊗ eI

)s
αs +

(
Nα,seI ⊗ n +Nα,ξn⊗ n

)s
αξ (69)

Being in our case N−α,s = N+
α,s (see the remarks made in section 3.1), only Nα,ξ acts

in the computation of the stress jump:

Jσ̂K = Cps : JNα,ξK (n⊗ eIαs + n⊗ nαξ)
s (70)

where Cps denotes the elasticity tensor in plane stress conditions. The stress vector
finally reads:

n · Jσ̂K = JNα,ξK (cnIαseI + cnnαξn)

= JNα,ξK
[
cnI 0
0 cnn

] [
αs
αξ

]
(71)

where cnI = n·[Cps : (n⊗ eI)
s]·eI and cnn = n·[Cps : (n⊗ n)s]·n are strictly positive

constants. Equation (67) projected in the normal direction n = − sin β ex +cos β ey,
being PI = P eI , finally gives:

JσnnK = JNα,ξKcnnαn = 0 ⇐⇒ αξ ≡ ûGξ = 0 (72)

=uG,en +ūG,en ûG,en

=uG,ref
+ūG,ref ûG,ref

Figure 13: Amplified deformed shapes for β = 15◦ and EIAI = 108 N.

21



−40 −20 0 20 40
−1.5

−1

−0.5

0

0.5

1

1.5

2

2.5

β (deg)

Σ
nI

(M
P

a)

Σ−,en
nI Σ+,en

nI Σ−,ref
nI Σ+,ref

nI
Σen

nI Σstd
nI Σref

nI

(a)

−40 −20 0 20 40
−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

0.4

β (deg)

Σ
nn

(M
P

a)

Σ−,en
nn Σ+,en

nn Σ−,ref
nn Σ+,ref

nn

Σen
nn Σstd

nn Σref
nn

(b)

−40 −20 0 20 40
−1.5

−1

−0.5

0

0.5

1

1.5

2

2.5

β (deg)

Σ
II

(M
P

a)

Σ−,en
II Σ+,en

II Σ−,ref
II Σ+,ref

II
Σen

II Σstd
II Σref

II

(c)

Figure 14: Tangential stress ΣnI (a), normal stress Σnn (b) and longitudinal stress
ΣII (c) computed in concrete.

Consequently, no coupling between the longitudinal and the normal direction is
reproduced by the proposed formulation in case of CST finite elements. Moreover,
being αξ = 0, we also have that the longitudinal stress σII is continuous across Γ:

JσIIK = JNα,ξKcIIαξ = 0 (73)

with cII = eI · [Cps : (n⊗ n)s] · eI . On the contrary, since αs 6= 0, a jump arises in
the shear stress σ̂nI and it is equal to:

Jσ̂nIK = JNα,ξKcnIαs (74)

The total stress field is depicted in figure 14 where average values have been con-
sidered for the reference simulation (Σ±,en ≡ σ±,en and Σ±,std ≡ Σstd ≡ σstd for the
single CST). A good agreement is observed between the simulations, especially the
evaluation of the shear stresses is satisfying, with small dependence on the inclusion
stiffness which, on the contrary, is more relevant in the computation of the normal
stresses (figures 14b and 14c). In figure 15 the interface shear stress (40) is shown.
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Figure 15: Interface shear stress for DI = 2.52× 10−2 m.
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Figure 16: Local (a) and global (b) normalised longitudinal displacement variation

of the inclusion, local complementary strain energy W
(1)
σ and global strain energy

W
(2)
ε for AI = 5× 10−4 m2 and EI = 300 GPa.

Its expression for a circular cross section reads:

τΓ = −Jσ̂nIK
πDI

t (75)

It can be seen that the average interface stress τaveΓ = P/(πDI`) is exactly evaluated
by the proposed formulation, in particular in the present case it is symmetric with
respect to the angle β due to the fact that `(β) = `(−β), ∀β ∈ [−45◦, 45◦]. Such
result is achieved thanks to the fulfilment of the local static equation (67), which is
not the case for the reference solution, based on a standard displacement approach.
For what concerns the inclusion kinematics, two displacement fields are modeled, a
global one which is compatible with the applied Dirichlet boundary conditions (but
not with the interface kinematics and stresses) and a local one which is incompatible
but statically admissible with respect to the applied loads and the shear stress τΓ

acting on the lateral surface. The latter can be obtained by integration of the axial
strain which, being σI = EIεI linear under the constant stress τΓ, reads:

uIs =

∫
Ps

EIAI`
ds

=
Ps2

2EIAI`
+ C

(76)

where the static boundary conditions σI(0) = 0 and σI(`) = P/AI have been im-
posed. The integration constant C corresponds to a rigid body motion which can
be computed by setting uI(x

G) = uG:

C = uGs −
P `

8EIAI
(77)

The displacement fields are shown in figure 16 as well as the complementary strain
energy associated to the local displacement field W

(1)
σ = P 2`/(6EI) and the strain

energy derived from the global displacement field W
(2)
ε = P 2`/(4EI).
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Figure 17: Pull-out test.

The results obtained from this elementary example shows that the enhanced
implicit model is suitable for achieving a good accuracy with respect to an explicit
approach. The kinematic enrichment allows, indeed, to reproduce the local deforma-
tion mode induced by an embedded rod. Both the displacement and strain energy
evaluation appears to be significantly improved with respect to the standard CST as
well as the static quantites computed at the interface. Moreover, a double kinematic
description of the inclusion is achieved by means of a local and global field computed
from static and kinematic variables, respectively.

5.2 Structural example

We consider now the generalisation of the elementary case study presented in section
5.1 and representing a pull-out configuration. The material parameters for concrete
are kept unchanged, i.e. the Young’s modulus Ec = 30 GPa and the Poisson’s ratio
νc = 0.2, as well as the thickness t = 0.1 m and the applied force PI = P eI with
P = 105 N acting as depicted in figure 17. The Young’s modulus of the rod and its
transversal cross section are set equal to EI = 300 GPa and AI = 5×10−4m2, respec-
tively. For the latter, a circular shape with diameter DI = 2.52× 10−2 m has been
assumed. A sensitivity analysis with respect to the spatial discretisation is carried
out with focus on the local fields developing in the inclusion and at the interface as
well as the convergence properties of the finite element approximation. A CPU time
comparison between different approaches is also carried out. For such purposes,
unstructured meshes with constant densities have been adopted for the analysis.
More efficient strategies could be adopted for the discretisation, such as considering
a variable mesh density. This operation would be, however, problem-oriented and
difficult to apply in case of several inclusions and more complex reinforcement lay-
outs. In order to keep the analysis as general and objective as possible, such option
is not considered here. In the following, we will denote with henc the average concrete
mesh size and henI = `/nen the average inclusion size defined by the cutting of the
concrete mesh (henI < henc ). Four discretisations comprising 4 (henI = 1.35×10−1 m),
17 (henI = 3.17×10−2 m), 70 (henI = 7.69×10−3 m) and 139 (henI = 3.87×10−3 m) en-
hanced elements have been considered for studying the local distributions. The total
number of concrete elements is 34 (henc = 2.70 × 10−1 m), 508 (henc = 6.75 × 10−2

m), 8112 (henc = 1.69 × 10−2 m) and 33172 (henc = 8.44 × 10−3 m), respectively.
The results are therefore compared to the explicit modeling (reference), for which
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Figure 18: Axial stress σI (a), interface shear stress τΓ (b) and adopted meshes (c)
for the enhanced model. Corresponding distributions (d)-(e) and meshes (f) for the
explicit (reference) model.

hrefI = `/nI = hrefc . In particular, we assume as exact the solution obtained by this
latter strategy involving 1021 truss elements at the interface and 8.46 × 106 CST
elements for concrete (hrefI = hrefc = 5.27× 10−4 m).

The axial stress and interface stress distributions are shown in figure 18a and
18b for the proposed formulation and in figure 18d and 18e for the explicit model,
respectively. In the first case, the evaluation of σI seems to be more accurate even
for large element sizes, in particular the static boundary conditions at the inclu-
sion ends, i.e. σI(0) = 0 and σI(`) = P/AI , are exactly satisfied. Such fulfilment
is therefore independent of the spatial discretisation, whereas their violation is ob-
served (as expected) in figure 18d since they are only asymptotically fulfilled when
nI → ∞. From the analysis of figure 18b, it appears that the stress singularities
from the extremities of the inclusion are effectively reproduced. In the same figure,
one may also note that, when Γ is close to solitary nodes, the computation of the
interface stress may be less accurate. However, such drawback does not appear to
affect significantly the axial stress distribution. Indeed, in such circumstances, since
the elementary axial force increment ∆FI in equation (39) is proportional to the
segment length `e, such contribution is bounded and does not induce jumps in the
overall distribution. An equivalent explanation is that, being τΓ related with the
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Approach nI = 4 nI = 17 nI = 70 nI = 139

Enhanced implicit – local 12.89 1.18 0.99 0.51
Enhanced implicit – global 25.33 5.70 0.69 0.42

Explicit 27.97 7.53 1.22 0.44

Implicit 38.60 12.41 2.24 1.39

Table 1: Relative error (%) with respect to the assumed exact solution in the com-
putation of the right end displacement for different modeling approaches.

derivative of σI through combination of equations (9) and (19), the first quantity has
a lower degree of regularity than the second one and it is consequently more sensitive
to the spatial discretisation. In figure 19 we show the local and global longitudinal
displacement profiles as described in section 5.1 for the enhanced model, while in
figure 19c the results are shown for the explicit model. In the first case, it appears
that the displacement at the right end of the inclusion is overestimated for low den-
sity values, whereas it is underestimated in the second case. A confirmation of the
good performances of the proposed formulation is found by computing the relative
errors with respect to such quantity. For the comparison, standard implicit modeling
sharing the same concrete mesh of figure 18c but with a uniform inclusion size and
all the nodes bonded to concrete (see figure 10b) is also considered. The benefits
deriving from the enhanced formulation and the double displacement representation
are in this case evident, especially for large mesh sizes. In figure 20 the stresses in
the upper and lower concrete layers are shown, as well as the absolute difference
around the inclusion with respect to the explicit model for henI = hrefI = 7.69× 10−3

m (nen = nI = 139). A good agreement is found for σnI and σnn, whereas some
discrepancy is observed near the ends for σII . This can be attributed to the different
way boundary conditions are applied to the structure (see figure 10).
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Figure 19: Local (a) and global (b) longitudinal displacement profiles of the inclusion
computed by the enhanced model. Global displacement profile for the explicit model
(c).
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We now study the convergence properties of the finite element approximation.
As for the previous example, three modelling strategies are compared, namely the
enhanced implicit model on the one hand, on the other the standard implicit and
explicit models based upon regular CST elements. In figure 21 the L2-norm error of
the displacement field defined as

‖εu‖L2 =

√∫

Ω

εu · εu dV (78)

with εu = u− uh, where u is the assumed exact solution and uh the finite element
approximation, and the strain energy norm error

‖εε‖E =
√

2|Wε −W h
ε |

=

√∫

Ω

εε : C : εε dV + 2

∫

Ω

|εε : C : εh| dV
(79)

with εε = ε−εh are plotted for the concrete phase. It should be noted in the previous
expression the presence of the term 2

∫
Ω
|εε : C : εh| dV 6= 0 which corresponds to a

violation of the orthogonality condition usually fulfilled by standard Galerkin finite
elements. This is attributable to two main factors. On one hand, we compute
the interface forces fI in equation (24a) from the L2 projection of the displacement
field. On the other hand, the fact that the adopted Petrov-Galerkin approximation
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Figure 20: Tangential stress σnI (a), normal stress σnn (b) and longitudinal stress
σII (c) in concrete for henI = hrefI = 7.69× 10−3 m. Absolute differences |σrefnI − σennI |
(d), |σrefnn − σennn| (e) and |σrefII − σenII | (f).
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Figure 21: Convergence curves for concrete with h-refinement. L2-norm error ‖εu‖L2

(a) and energy norm error ‖εε‖E (b).
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Figure 22: Convergence curves for the inclusion with h-refinement. L2-norm error
‖εu‖L2 (a) and energy norm error ‖εε(σ)‖E (b).

corresponds to an oblique projection of the exact solution u onto the subspace of
uh, translating into the inequality B∗α 6= Bα and the following asymmetry of the
global stiffness matrix (Ke

dα 6= (Ke
αd)

T in definitions (50), (51) and (64)). Hence
both for Galerkin and Petrov-Galerkin methods the strain energy error includes the
error of the approximation of the boundary condition associated with the interface
tractions, i.e. the strain energy convergence will not be necessarily monotonic [57].
Perturbations related with stress singularities are expected as well. In figure 21a
it appears that the errors ‖εenu ‖L2 and ‖εrefu ‖L2 converge at similar rates whereas
a slightly slower convergence is observed for ‖εstdu ‖L2 when hc → 0. As mentioned
above, instabilities occur in the energy norm (see figure 21b), where ‖εenε ‖E shows a
stronger convergence with respect to the other methods. The most stable behaviour
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is however observed for ‖εstdε ‖E, which can be explained by considering that a stiffer
interface reduces the order of the singularity in the finite element solution. The
errors for the inclusion are shown in figure 22, where both the local and global
kinematics described in section 5.1 have been considered. The best convergence in
the L2 norm is observed in this case for ‖εrefu ‖L2 . One should not forget, however,
that in this case the overall mesh is more refined, being hrefc < henc = hstdc . The

situation is different for what concerns the energy norms where both ‖εen(1)
σ ‖E and

‖εen(2)
ε ‖E converge in average faster than the other strategies, despite showing some

oscillations. It can be also seen that the convergence of ‖εstdε ‖E is rather poor up
to hI ≈ 10−2 m. In case of the enhanced model, the most benefits are observed,
in particular, for coarse and intermediate descretisations: indeed, how one would
expect from the fulfilment of the patch-test condition (equation (37)), the value of
the kinematic enhnancement α goes to zero when the increment ∆FI vanishes. This
situation takes place for hI → 0 as shown in figures 23a and 23b where both the
kinematic enhancement and the axial force increment are depicted for the right end
element where the load is applied. In order to compare the performance level of the
different approaches, in figure 24 we finally plot the reinforcement energy norm error
against the CPU time required for the computation, for which henc = hrefc = hstdc
has been set. The total number of concrete elements is therefore the same. In this
case, the advantages of the enhanced formulation become even more pronounced, in
particular, two main observations can be made. First, if we set a constant error value
for an intermediate discretisation, the gain in the CPU-time can be estimated being
almost one order of magnitude with respect to the other simulations. Second, in the
range tCPU > 1 s, the additional time required for solving the enriched problem is
only a small portion of the overall computation time. This observation translates
into slightly shifted points along the x-axis, whose distance tends to vanish as tCPU

increases. To conclude the analyisis, it should be also pointed out that a further
time gain is achieved by the implicit approaches with respect to an explicit one in

10−3 10−2 10−1 100
0

2

4

6

8

10

12

hI (m)

‖∆
F I
‖

(×
10

4
N

)

(a)

10−3 10−2 10−1 100
0

0.5

1

1.5

2

2.5

3

hI (m)

‖α
‖

(×
10

−
5

m
)

(b)

Figure 23: Axial force increment ∆FI (a) and kinematic enhancement α (b) in the
right end element as a function of the average inclusion size hI .
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the realisation of the mesh.

6 Concluding remarks

In this work a new enhanced implicit finite element model has been proposed for
simulating the mechanical behaviour of structures with embedded linear inclusions.
The considered formulation is based on the enrichment of the macroscopic displace-
ment field through a contribution representing the local kinematics induced by the
interaction between the materials. It is shown that the interface forces provoke
jumps in the cartesian Cauchy stress tensor computed in the matrix and that such
discontinuity can be linked to the average bond stress developing at the inclusion
boundary. A non-symmetric Petrov-Galerkin approximation is then derived for the
bidimensional case. The main ingredients are the possibility of reproducing the dis-
continuity in the stress field induced by the heterogeneity and the fulfillement of
the patch test ensuring the convergence of the finite element model. A global and
local equilibrium equations are thus derived, in particular, the contribution of the
inclusion can be modeled at the global level by means of linear trusses, whose action
is equilibrated at the local level by the interface tractions computed from the stress
field in the bulk. Under the perfect bond assumption, a kinematic relation between
the materials is then written in order to reduce the number of unknowns and the
overall stiffness matrix and external force vector are derived. Through a static con-
densation procedure, the nodal displacements are firstly computed, followed by the
local enhancements associated with the interface behaviour.

Elementary and structural case studies involving pull-out configurations show
that the proposed formulation is able to improve substantially the performances of
implicit finite element models based on CST elements and allow to account for the
presence of interfaces in a much easier way with respect to standard methods. A
good agreement is found with the results given by explicit approaches where the
reinforcement layout is considered in the meshing process. A convergence study
reveals that the inclusion strain energy computed by the enhanced model converges
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in average faster with respect to the other approaches, despite some oscillations that
may occur both due to the asymmetric formulation and to the non-uniform finite
element decomposition. Such feature does not seem to impact substantially on the
evaluation of the main quantities related with the interface and inclusion behaviours.
In addition, it has been shown that the overall CPU time for a fixed computation
precision in terms of the inclusion strain energy is sensibly reduced.

Further work is required for including bond-slip behaviours and other material
nonlinearities.
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