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DISTANCE ESTIMATES TO FEASIBLE CONTROLS

FOR SYSTEMS WITH FINAL POINT CONSTRAINTS AND

SECOND ORDER NECESSARY OPTIMALITY CONDITIONS

H. FRANKOWSKA* AND N. P. OSMOLOVSKII

Abstract. We prove an inverse mapping theorem on a metric space of controls that allows to
“control” final points of trajectories of a nonlinear system. More precisely, our result provides
local distance estimates of arbitrary controls from feasible ones. As an application we derive
second-order necessary optimality conditions for L1-local minima for the Mayer optimal control
problem with a general control constraint U ⊂ Rm, state constraints described by inequalities
and final point constraints, possibly having empty interior. Thanks to this inverse mapping the-
orem we first get a second-order variational inequality as a necessary optimality condition. Then
the separation theorem leads in a straightforward way to second-order necessary conditions.

Keywords. Optimal control, state constraints, second-order optimality conditions, distance
estimates on feasible controls, inverse mapping theorem on a metric space.

AMS subject classification. 49J53, 49K15

1. Introduction

Consider the control system

(1.1) ẋ(t) = f(x(t), u(t)), x(0) = x0, u(t) ∈ U a.e. in [0, 1]

with the final point constraint

(1.2) x(1) ∈ K,
where K ⊂ Rn is closed and nonempty, U is an arbitrary nonempty compact subset of Rm,
f ∈ C2(Rn × Rm,Rn) and x0 ∈ Rn is fixed. In particular, K can be described by equalities

(1.3) K = {x ∈ Rn : hj(x) = 0, ∀ j = 1, ..., k},
where hj ∈ C2(Rn,R). Then (1.2) becomes hj(x(1)) = 0 for j = 1, . . . , k.

Below when we say “a trajectory-control pair” without making precise the control system we
always mean a trajectory-control pair of (1.1) with measurable u(·) and absolutely continuous
x(·). Let (x̄, ū) be a trajectory-control pair satisfying x̄(1) ∈ K. In this paper we provide a
sufficient condition for the existence of c > 0, ε > 0 such that for any trajectory-control pair
(x, u) with ‖ū− u‖L1 ≤ ε we can find a trajectory-control pair (x̃, ũ) such that

x̃(1) ∈ K, ‖ũ− u‖L1 ≤ cdK(x(1)),

where dK(·) denotes the distance function to K. This question is of interest on its own, and
is particularly important in problems of optimal control, where to derive optimality conditions
one has to perturb optimal controls, while respecting the final point constraints.

As an application we consider the Mayer optimal control problem

(1.4) Minimize ϕ(x(1))

Date: July 16, 2020.
*Corresponding author helene.frankowska@imj-prg.fr.

1



2 H. FRANKOWSKA* AND N. P. OSMOLOVSKII

over trajectories of (1.1), (1.2) satisfying the additional final point and state constraints

(1.5) gi(x(1)) ≤ 0, i = 1, . . . , r,

(1.6) Φj(x(t)) ≤ 0 for all t ∈ [0, 1], j = 1, . . . , s,

where Φj ∈ C2(Rn,R) and ϕ : Rn → R, gi : Rn → R are twice differentiable.
This paper can be considered as a companion to [7], where we have investigated second-order

optimality conditions for strong local minima in the absence of the constraint (1.2). To derive
these conditions we used a second-order linearization of (1.1), a separation theorem in the space
of continuous functions and some results from [6] on linearizations of differential inclusions.
The advantage of this approach is due to its generality and may be also applied to optimization
problems arising in control of PDEs and stochastic control. The case investigated in [7] is simpler
than the one of the present work, because for every i = 1, ..., r the interiors of first and second
tangent sets to the final point constraint (1.5) are nonempty at every point where the gradient
of gi is nontrivial. In contrast, for constraints involving equalities, interiors of tangent sets are
usually empty. In the conference paper [5] final point equality constraints were included, however
only weak minimizers were studied. Here we fill this gap and address, in particular, strong local
minimizers. To handle constraint (1.2) we prove a version of inverse mapping theorem on the
space of controls involving the surjectivity assumption (3.3), which, for final point equality
constraints becomes (3.14). We use here the very same second-order linearization (3.12) of (1.1)
as in [7] and show that not only it allows to approximate some trajectories of (1.1), (1.2), but it
also provides estimates on corresponding controls. Thanks to it we get second-order conditions
for L1-local minima that are valid also for strong local minima. In the difference with [7], a finite
dimensional separation theorem is applied, instead of the infinite dimensional one. This is done
not only for simplification purposes, but permits us to separate an arbitrary convex set from
a point outside of it. Recall that in the finite dimensional spaces this is always possible, while
in the infinite dimensional spaces, when separating two convex sets, one of them has to have
a nonempty interior. We would like to underline that in a recent article by the second author
[12] considering final point equality constraints and in the absence of state constraints (1.6),
assumption (3.14) is not needed. However in [12] the control set U has a particular structure.
Our Corollary 3.12, stated without assumption (3.14) for a general set U is of a different nature.

We do not discuss here the existing literature on this subject, because this was already done
in [7], see also [9], [11], [12] for additional references and comments and also [10], where penal-
ization type techniques, close to the Ekeland variational principle, are applied in the presence of
equality endpoint constraints. Let us just mention that necessary conditions for a strong local
minimum in optimal control problems with equality and inequality endpoint constraints and
mixed state-control constraints were stated by the second author (together with the relevant
sufficient conditions) in [11, Supplement to Chapter VI, S2] when the gradients with respect to
control of active mixed state-control constraints are jointly linearly independent (which excludes
the pure state constraints). Much later, similar results were obtained in [3] for optimal control
problems in the absence of state constraints, with endpoint constraints of equality and inequality
type, as well as control constraints, satisfying the uniform positive independence condition for
gradients of active constraints. The transition to problems with positively independent gradients
of control constraints was an important step forward, but, unlike the results in [11], some addi-
tional, difficult to check and restrictive assumptions, concerning the whole system of constraints
were required, see [3, (61) and (80)]. The same can be said about assumptions in [2], devoted
to problems with mixed and pure state constraints see [2, Assumptions 4, 5 and Remark 4.7].
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The paper is organized as follows. Section 2 is devoted to preliminaries, while in Section 3
we state the main results whose proofs are postponed to Section 5 and the Appendix. Section
4 is concerned with second order tangents to trajectories of (1.1), (1.2).

2. Preliminaries

Let R+ be the set of all reals r ≥ 0 and | · |, 〈·, ·〉 stand for the Euclidean norm and the
scalar product in a finite dimensional space. Below B denotes the closed unit ball in Rn, Sn−1

the unit sphere in Rn and B(x, r) the closed ball centered at x ∈ Rn of radius r > 0. Denote
by W 1,1([0, 1],Rn) the Sobolev space of absolutely continuous functions x : [0, 1] → Rn, by
L1([0, 1],Rm) the space of Lebesgue integrable functions u : [0, 1]→ Rm with the norm ‖u‖1 =∫ 1

0 |u(t)| dt and by L∞([0, 1],Rn) the space of measurable, essentially bounded functions with the
norm ‖u‖∞ = ess-supt∈[0,1]|u(t)|. Let NBV ([0, 1],Rn) stand for the set of ψ : [0, 1]→ Rn having
bounded total variation, that are continuous from the right on (0, 1) and satisfying ψ(0) = 0.
We also denote by ‖ · ‖∞ the supremum norm on the space C([0, 1],Rn) of continuous functions
x : [0, 1]→ Rn and shall use the notation Ξ := W 1,1([0, 1],Rn)× L∞([0, 1],Rm).

Any trajectory-control pair (x, u) ∈ Ξ satisfying (1.1), (1.2), (1.5), (1.6) is called admissible.
An admissible (x̄, ū) is an L1−local minimizer if for some ε > 0 we have ϕ(x(1)) ≥ ϕ(x̄(1)) for
any admissible (x, u) ∈ Ξ such that ‖u − ū‖L1 < ε. Recall that (x̄, ū) is called a strong local
minimizer if for some ε > 0 we have ϕ(x(1)) ≥ ϕ(x̄(1)) for any admissible (x, u) ∈ Ξ such that
‖x − x̄‖∞ < ε. If f is locally Lipschitz and for some γ > 0 and all x ∈ Rn, u ∈ U we have
|f(x, u)| ≤ γ(|x|+ 1), then the Gronwall lemma implies that every strong local minimizer is also
an L1−local minimizer. Define

Ke
i = {x ∈ Rn : gi(x) ≤ 0}, i = 1, ..., r, Kj = {x ∈ Rn : Φj(x) ≤ 0}, j = 1, ..., s.

Then for every x ∈ ∂Ke
i we have gi(x) = 0 and similarly for Kj .

Let X be a Banach space and ∅ 6= Q ⊂ X. Denote by Int(Q) the interior of Q, by coQ its
convex hull and by coQ its closed convex hull. The distance from x ∈ X to Q is defined by
dQ(x) = infx′∈Q |x′ − x|. For a metric space Y and a family {A(y)}y∈Y of subsets of X the
Peano-Kuratowski upper (resp. lower) set limits when y → z in the space Y are given by

v ∈ Limsupy→zA(y)⇐⇒ lim inf
y→z

dA(y)(v) = 0, v ∈ Liminfy→zA(y)⇐⇒ lim
y→z

dA(y)(v) = 0.

The adjacent tangent cone to Q at x̄ ∈ Q is the closed cone

T [Q(x̄) = {v ∈ X | x̄+ δv ∈ Q+ o(δ), ∀ δ > 0}
and the second-order adjacent set to Q at (x̄, v) ∈ Q×X is the closed set

T
[(2)
Q (x̄, v) = {w ∈ X | x̄+ δv + δ2w ∈ Q+ o(δ2), ∀ δ > 0},

where the vectors o(δ) ∈ X are so that limδ→0+
1
δ o(δ) = 0. See [1] for further information.

Denote by CQ(x̄) and NQ(x̄) respectively the Clarke tangent and normal cones to Q at x̄, cf.
[13]. By [6, Lemma 2.4] we have

(2.1) T
[(2)
Q (x̄, v) + CQ(x̄) = T

[(2)
Q (x̄, v).

We shall need the following two results that follow easily from the separation theorem.

Proposition 2.1. Let M1, ...,Mk be nonempty convex subsets of Rn and ∩ki=1Mi = ∅. Then there

exist pi ∈ (Rn)∗ for i = 1, ..., k not all equal to zero with
∑k

i=1 pi = 0 and
∑k

i=1 inf pi(Mi) ≥ 0.

Proposition 2.2. Let b ∈ R, p, q ∈ (Rn)∗ with p 6= 0 and M = {x ∈ Rn : p(x) + b < 0}. If
inf q(M) > −∞, then there exists α ≥ 0 such that q = −αp and inf q(M) = αb.
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3. Main Results

Throughout the whole paper we assume

(3.1) ∃ γ > 0, sup
u∈U
|f(x, u)| ≤ γ(|x|+ 1), ∀x ∈ Rn.

Denote by U the set of all measurable u : [0, 1]→ U . For any u1, u2 ∈ U define the distance
d(u1, u2) := ‖u1 − u2‖1. Then (U , d) is a complete metric space.

Consider the following linearization of (1.1) at (x̄, ū) :

(3.2)

{
ż(t) = fx[t]z(t) + v(t), v(t) ∈ cof(x̄(t), U)− f [t], v(·) is measurable

z(0) = 0,

where fx denotes the derivative of f with respect to x and [t] := (x̄(t), ū(t)). Notice that v(·) is
integrable by (3.1). The reachable set of (3.2) at time 1 is defined by

RL(1) = {z(1) : z(·) is a trajectory of (3.2)}.

Recall that it is equal to the reachable set at time 1 of the very same system even after removing
the convex hull. In the next result we need less than C2−regularity of f .

Theorem 3.1. Let K ⊂ Rn be closed. Assume that f is continuous, differentiable with respect
to x and fx(·, ·) is continuous. Consider a trajectory-control pair (x̄, ū) with x̄(1) ∈ K. If

(3.3) 0 ∈ Int(RL(1)− CK(x̄(1))),

then there exist ε > 0, c > 0 such that for every trajectory-control pair (x, u) of (1.1) and k ∈ K
with ‖u− ū‖1 + |k − x̄(1)| < ε we can find a trajectory-control pair (x̃, ũ) of (1.1) satisfying

x̃(1) ∈ K, ‖u− ũ‖1 + |k − x̃(1)| ≤ c |x(1)− k|.

Remark 3.2. (a) The proof provided in Section 5 is based on a more general inverse mapping
theorem [4, Theorem 3.2] in which ε and c are defined explicitly.

(b) Under the assumptions of Theorem 3.1 the set RL(1) is convex and compact and, because
(3.2) is linear with respect to the state, it can be expressed explicitly. Therefore (3.3) is an
assumption that can be easily verified, for instance by applying the separation theorem.

Example 3.3. Let K = {(a, b) ∈ R+×R, : |b| = a2}. Then CK(0) = R+×{0}, NK(0) = R−×R.
Consider U = {(0, 0), (1, 0), (0, 1)}, f ∈ C1(R2,R2) with f(0) = 0 and having the sublinear
growth. For the control system ẋ = f(x) + u(t), u(t) ∈ U, x(0) = 0 the trajectory-control pair
(x̄, ū) = (0, 0) satisfies x̄(1) ∈ K and (3.2) becomes ż = Az + v(t), v(t) ∈ coU, x(0) = 0, where
A = fx(0). It is not difficult to check (using the separation theorem, the explicit representation
of the convex reachable set RL(1) and the inclusion 0 ∈ U) that (3.3) holds true if and only if
there exists u ∈ coU such that etAu ∈ R× (−∞, 0) for some t ∈ (0, 1].

From now on we assume that ϕ, f, gi, Φj , K, U are as in the introduction, satisfying regularity
assumptions from the introduction. The Hamiltonian is defined by

H(x, u, p) = 〈p, f(x, u)〉.

Let Hx stand for the derivative of H with respect to x. Then Hx(x, u, p) = pfx(x, u) for all
(x, u, p). Below Φ′j(z), resp. g′i(z), denotes the gradient of Φj , resp. gi, at z.

Let (x̄, ū) be an L1−local minimizer for problem (1.4), (1.1), (1.2), (1.5), (1.6). Below we
shall simply write “let (x̄, ū) be an L1−local minimizer”. Define the set of active indices

Ig := {i = 1, ..., r : x̄(1) ∈ ∂Ke
i }.
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The first-order necessary optimality condition is as follows: there exist q ∈ NK(x̄(1)), α =
(α0, . . . , αr) ∈ Rr+1

+ and positive Borel measures µj on [0, 1] with

(3.4) αi = 0 if i /∈ Ig, suppµj ⊂ {t ∈ [0, 1] : x̄(t) ∈ ∂Kj}, j = 1, . . . , s,

not vanishing simultaneously such that for ψj , ψ ∈ NBV ([0, 1],Rn) defined by

(3.5) ψj(t) := −
∫

[0,t]
Φ′j(x̄(τ)) dµj(τ) ∀ t ∈ (0, 1], ψ :=

s∑
j=1

ψj

the solution p ∈W 1,1([0, 1],Rn) of the adjoint system

(3.6) −ṗ(t) = Hx(x̄(t), ū(t), p(t) + ψ(t)), p(1) + ψ(1) = α0ϕ
′(x̄(1)) +

r∑
i=1

αig
′
i(x̄(1)) + q

satisfies the minimum principle

(3.7) inf
u∈U
H(x̄(t), u, p(t) + ψ(t)) = H(x̄(t), ū(t), p(t) + ψ(t)) a.e. in [0, 1].

Below M([0, 1]) stands for the set of all tuples (µ1, ..., µs) such that every µj is a positive Borel
measure on [0, 1]. Let Λ(x̄, ū) denote the set of all

(α, q, p, ψ, µ) ∈ Rr+1
+ × Rn ×W 1,1([0, 1],Rn)×NBV ([0, 1],Rn)×M([0, 1])

satisfying (3.4)-(3.7) such that (α, q, µ) 6= 0.
Our proof of second-order necessary conditions will also imply the above first-order one. Let

us underline that for the first-order necessary condition alone, less regularity assumptions are
required, because only the first order linearizations of the data have to be performed.

Consider the classical linearization of control system (1.1) at (x̄, ū):

(3.8)

{
ẏ(t) = fx[t]y(t) + fu[t]u(t), u(t) ∈ T [U (ū(t)), u ∈ L∞([0, 1],Rm)

y(0) = 0,

where fu denotes the derivative of f with respect to u. For every η ≥ 0 and j = 1, ..., s define

Mjη = {t ∈ [0, 1] : Φj(x̄(t)) ≥ −η, d∂Kj (x̄(t)) ≤ η}.

The critical cone C0(x̄, ū) is the set of all (y, u) ∈ Ξ solving the linear system (3.8) such that

〈ϕ′(x̄(1)), y(1)〉 ≤ 0, y(1) ∈ CK(x̄(1)), 〈g′i(x̄(1)), y(1)〉 ≤ 0, ∀ i ∈ Ig,

(3.9) ∃h0 > 0, c > 0 such that ∀h ∈ [0, h0], dU (ū(t) + hu(t)) ≤ ch2 for a.e. t ∈ [0, 1],

(3.10) ∃ η > 0 satisfying max
t∈Mjη

〈Φ′j(x̄(t)), y(t)〉 ≤ 0, ∀ j = 1, . . . , q.

Remark 3.4. In [12] the set U is described by inequality constraints with linearly independent
gradients on ∂U . The critical cone defined there is larger, because (3.9) concerns there only
times t with ū(t) ∈ ∂U .

Lemma 3.5. Let (α, q, p, ψ, µ) ∈ Λ(x̄, ū). Then for any (y, u) ∈ C0(x̄, ū) and all i, j

α0〈ϕ′(x̄(1)), y(1)〉 = 0, αi〈g′i(x̄(1)), y(1)〉 = 0, 〈Hu(x̄(t), ū(t), p(t) + ψ(t)), u(t)〉 = 0 a.e.,
〈q, y(1)〉 = 0, 〈Φ′j(x̄(t)), y(t)〉 = 0 µj − a.e. in [0, 1].
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Proof. Since 〈ψj(1), y(1)〉 =
∫ 1

0 y(t) dψj(t) +
∫ 1

0 〈ẏ(t), ψj(t)〉 dt, we have

d
dt
〈p(t), y(t)〉 = −〈(p(t) + ψ(t))fx[t], y(t)〉+ 〈p(t), fx[t]y(t) + fu[t]u(t)〉

= −〈ψ(t), fx[t]y(t)〉+ 〈p(t), fu[t]u(t)〉 = −〈ψ(t), ẏ(t)〉+ 〈p(t) + ψ(t), fu[t]u(t)〉.
Integrating the above relation yields∫ 1

0
〈Hu(x̄(t), ū(t), p(t) + ψ(t)), u(t)〉 dt = 〈p(1) + ψ(1), y(1)〉 −

s∑
j=1

∫
[0,1]

y(t)dψj(t).

Consequently, by (3.5),

α0〈ϕ′(x̄(1)), y(1)〉 +
∑r

i=1 αi〈g′i(x̄(1)), y(1)〉+ 〈q, y(1)〉+
∑s

j=1

∫
[0,1]〈Φ

′
j(x̄(t)), y(t)〉dµj(t)

−
∫ 1

0 〈Hu(x̄(t), ū(t), p(t) + ψ(t)), u(t)〉 dt = 0.

All summands in the left-hand-side of this equality being nonpositive, it follows that all of

them are equal to zero. Finally, the conditions
∫ 1

0 〈Hu(x̄(t), ū(t), p(t) + ψ(t)), u(t)〉 dt = 0 and
〈Hu(x̄(t), ū(t), p(t) + ψ(t)), u(t)〉 ≥ 0 a.e. complete the proof. �

For any u(·) : [0, 1]→ Rm and any (α, q, p, ψ, µ) ∈ Λ(x̄, ū) and t ∈ [0, 1], define

Υ(u(t), p(t) + ψ(t)) := inf
{
〈Hu(x̄(t), ū(t), p(t) + ψ(t)), v〉 : v ∈ T [(2)

U (ū(t), u(t))
}
,

where, by convention, we set inf∅ = +∞. For α ∈ Rr+1, µ ∈M([0, 1]), p̃ ∈ NBV ([0, 1],Rn) and
ξ = (y, u) ∈ Ξ define the quadratic form with respect to ξ

Ω(ξ, α, p̃, µ) := α0〈ϕ′′(x̄(1))y(1), y(1)〉+
∑r

i=1 αi〈g′′i (x̄(1))y(1), y(1)〉
+
∫ 1

0 〈H
′′(x̄(t), ū(t), p̃(t))ξ(t), ξ(t)〉 dt+

∑s
j=1

∫
[0,1]〈Φ

′′
j (x̄(t)) y(t), y(t)〉 dµj(t),

where H′′(x̄(t), ū(t), p̃(t)) is the Hessian of H(·, ·, p̃(t)) at (x̄(t), ū(t)) and Φ′′j (x̄(t)) is the Hessian

of Φj at x̄(t). Finally, let

V 2(ū, u) :=
{
v : [0, 1]→ Rm | v is measurable, fu[·]v(·) is integrable, v(t) ∈ T [(2)

U (ū(t), u(t)) a.e.
}
.

The following theorem contains our main second-order necessary condition.

Theorem 3.6. Let (x̄, ū) be an L1−local minimizer satisfying (3.3) and ξ = (y, u) ∈ C0(x̄, ū)
be such that V 2(ū, u) contains an essentially bounded function. Then for any nonempty convex

subset Θ ⊂ T
[(2)
K (x̄(1), y(1)), there exists (α, q, p, ψ, µ) ∈ Λ(x̄, ū) such that Υ(u(·), p(·) + ψ(·)) ∈

L1([0, 1],R) and

(3.11)
1

2
Ω(ξ, α, p+ ψ, µ) + inf

θ∈Θ
〈−q, θ〉+

∫ 1

0
Υ(u(t), p(t) + ψ(t)) dt ≥ 0.

Remark 3.7. (a) In the absence of state constraint (1.2), in the proof of Theorem 3.6 the
constraint qualification (3.3) is not needed. However this case was already investigated in [7].

(b) The interested reader can find in [7, 8] several examples, where, for every (y, u) ∈ C0(x̄, ū),
the condition V 2(ū, u) ∩ L∞([0, 1],Rm) 6= ∅ is fulfilled. For instance, if U is a polytope, then

0 ∈ T
[(2)
U (ū(t), u(t)). If U is given by the system of inequalities ϕi(u) ≤ 0, i = 1, . . . , q with

C2-functions ϕi : Rm → R, having positively independent gradients of active constraints, then
V 2(ū, u) contains an essentially bounded function.

(c) We would like to underline that in Theorem 3.6 the set Θ is an arbitrary nonempty convex

subset T
[(2)
K (x̄(1), y(1)). Larger it is, more precise necessary optimality conditions are. Using

the Zorn lemma it is possible to show that T
[(2)
K (x̄(1), y(1)) contains maximal convex subsets.
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(d) Though we assumed the twice continuous differentiability of Φj on Rn, according to the
proof provided below, this assumption is needed only on a neighborhood of ∂Kj . A similar
remark can be made about functions gi and the sets ∂Ke

i .
(e) Note that in [12], where U has a particular structure, only quadratic forms with respect

to ξ are involved to state necessary conditions.

Example 3.8. This example illustrates the novelty of our result even in the absence of state
constraints. Let U = {(a, 0), (a, b) : a ∈ [0, 1], |b| = a2}, K and f be as in Example 3.3 with
f ∈ C2(R2,R2). Consider the control system from Example 3.3 with this new U . Assume
that (1, 0) is an eigenvector of A := fx(0) with a nonnegative eigenvalue. Then the solution of
the system z′ = Az + (1

2 , 0), z(0) = 0 satisfies z(t) ∈ CK(0) for every t ∈ [0, 1]. This and the

inclusion (1
2 , 0) ∈ Int coU imply (3.3). Let ϕ ∈ C2(R2,R) be such that 0 6= ∇ϕ(0) ∈ {0} × R−

and 〈ϕ′′(0)(1, 0), (1, 0)〉 = 0. We claim that ū = 0 is not locally optimal for the optimal control
problem (1.1), (1.2), (1.4). Indeed (x̄, ū) ≡ 0 and (y, u = (1, 0)) ∈ C0(x̄, ū). If the conclusions of
Theorem 3.6 hold true, then ψ = 0, µ = 0 and for some 0 6= (α0, q = (q1, q2)) ∈ R+ × NK(0),
we have p(1) = (p1, p2) = α0(0, b) + (0, q2) for some b < 0, q2 ∈ R. Hence p1 = 0. By the
minimality condition, p(t) ∈ {(a, b) : a ∈ R+, |b| ≤ a} for every t ∈ [0, 1] and therefore p2 = 0
and α0b+ q2 = 0. Hence q = (0, r) for some r > 0 and p(·) ≡ 0. Due to the choice of ϕ we have

Ω((y, u), α0, p+ ψ, µ) = 0, Υ(u, p(·) + ψ(·)) = 0. Since (0, 1) ∈ T [(2)
K (0, (1, 0)), from (2.1) we get

Θ := R+ × {1} = (0, 1) + CK(0) ⊂ T
[(2)
K (0, (1, 0)). Then infθ∈Θ〈−q, θ〉 = −r < 0 leading to a

contradiction with (3.11). Therefore ū is not a strong local minimizer.

Recall that if α0 > 0, then the multiplier rule in Theorem 3.6 is called normal and, by normal-
izing, one can put α0 = 1. To know that necessary conditions are normal is important, because
otherwise they do not depend on the cost function. We propose next a sufficient condition for
normality. Denote by f ′′ the Hessian of f . Fix a trajectory-control pair ξ = (y, u) of (3.8). We
associate with it a second-order linearization of (1.1) at ((x̄, ū), (y, u)):

(3.12)


ẇ(t) = fx[t]w(t) + fu[t]v(t) + 1

2ξ(t)
∗f ′′[t]ξ(t) + π(t)κ(t)

v(t) ∈ T [(2)
U (ū(t), u(t)), π(t) ≥ 0, κ(t) ∈ co f(x̄(t), U)− f [t] a.e. in [0, 1]

w(0) = 0, v(·) ∈ L∞([0, 1],Rm), π ∈ L∞([0, 1],R+), κ is measurable.

Below (w, v, κ, π) denotes a trajectory-controls quadruple of (3.12) and RL(2)(1) the reachable
set of (3.12) at time 1. By the Aumann theorem it is convex. For every z ∈ Rn define

I(x̄(1), z) := {i ∈ Ig : g′i(x̄(1)) 6= 0, 〈g′i(x̄(1)), z〉 = 0}.
Theorem 3.9. In Theorem 3.6 suppose that min{〈g′i(x̄(1)), y(1)〉, y(1)∗g′′i (x̄(1))y(1)} < 0 for
every i = 1, ..., r with x̄(1)) ∈ ∂Ke

i and that there exists a solution w of (3.12) satisfying

maxt∈Mj0

(
〈Φ′j(x̄(t)), w(t)〉+ 1

2〈Φ
′′
j (x̄(t))y(t), y(t)〉

)
< 0, ∀ j = 1, ..., s,

w(1) ∈ Θ, 〈g′i(x̄(1)), w(1)〉+ 1
2y(1)∗g′′i (x̄(1))y(1) < 0 ∀ i ∈ I(x̄(1), y(1)).

Then the conclusion of Theorem 3.6 is valid with α0 = 1.

Example 3.10. Let h = (h1, ..., hk) : Rn → Rk be continuously differentiable and x̄(1) ∈ K
with K given by (1.3). If the derivative h′(x̄(1)) is surjective (that is the matrix h′(x̄(1)) has a
full rank), then by [1, p.151], CK(x̄(1)) = kerh′(x̄(1)) and therefore for any q ∈ NK(x̄(1)) there

exists β = (β1, ..., βk) ∈ Rk such that q =
∑k

i=1 βih
′
i(x̄(1)). Furthermore, by [1, Proposition

4.7.5] if (y, u) is critical and h ∈ C2, then

(3.13) T
[(2)
K (x̄(1), y(1)) = {v : 〈h′i(x̄(1)), v〉+

1

2
y(1)∗h′′i (x̄(1))y(1) = 0, ∀ i = 1, ..., k}.
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Note that if h′(x̄(1)) is not surjective, then q := h′(x̄(1))∗β = 0 for some 0 6= β ∈ Rk. Setting
(α, p, ψ, µ) = 0 one could claim, as in [12], that the first and second-order necessary optimality
conditions are verified with β 6= 0 (instead of q 6= 0). However such necessary conditions do
not distinguish at all between optimal and non-optimal controls. To link Theorem 3.6 to the
frequently considered in the literature final point equality constraints, i.e. when K is as in (1.3)
with hj ∈ C2, we provide next two Corollaries that are immediate consequences of Theorem 3.6.

Corollary 3.11. Assume (1.3), that h ∈ C2 and let (x̄, ū) be an L1−local minimizer satisfying

(3.14) 0 ∈ Int
(
h′(x̄(1))(RL(1))

)
.

If ξ = (y, u) ∈ C0(x̄, ū) is such that V 2(ū, u) contains an essentially bounded function, then

there exists (α, q, p, ψ, µ) ∈ Λ(x̄, ū) with q :=
∑k

i=1 βih
′
i(x̄(1)) and βi ∈ R such that the function

Υ(u(·), p(·) + ψ(·)) is integrable and

(3.15)
1

2
Ω(ξ, α, p+ ψ, µ) +

k∑
i=1

βi
2
y(1)∗h′′i (x̄(1))y(1) +

∫ 1

0
Υ(u(t), p(t) + ψ(t)) dt ≥ 0.

Condition (3.14) was introduced in [5]. For the sake of completeness we also provide a result
not involving (3.14), but with a weaker conclusion involving quadruples (w, v, κ, π) of (3.12).

Corollary 3.12. Assume (1.3), that h ∈ C2 and let (x̄, ū) be an L1−local minimizer. If ξ =
(y, u) ∈ C0(x̄, ū) is such that V 2(ū, u) contains an essentially bounded function, then there exists

(α, q, p, ψ, µ) ∈ Λ(x̄, ū) with q :=
∑k

i=1 βih
′
i(x̄(1)) and βi ∈ R such that for any trajectory-controls

quadruple (w, v, κ, π) of (3.12) satisfying

(3.16) 〈h′i(x̄(1)), w(1)〉+
1

2
y(1)∗h′′i (x̄(1))y(1) = 0 ∀ i = 1, ..., k

and for [t] := (x̄(t), ū(t), p(t) + ψ(t)) we have

1

2
Ω(ξ, α, p+ ψ, µ) +

k∑
i=1

βi
2
y(1)∗h′′i (x̄(1))y(1) +

∫ 1

0
(〈Hu[t], v(t)〉+ 〈p(t) + ψ(t), π(t)κ(t)〉) dt ≥ 0.

Proofs of Theorems 3.6, 3.9 and Corollaries 3.11, 3.12 are provided in Section 5.

Remark 3.13. In Example 3.8 consider any h ∈ C2(R2,R) such that K = h−1(0) ∩ R+ × R.
That is K is represented by an equality and an inequality. Then using the second order tangents,
it is not difficult to check that ∇h(0) = 0 and 〈h′′(0)(1, 0), (1, 0)〉 = 0. Hence (3.15) is satisfied
with p = ψ = 0, α = 0, β = 1. This means that when K is described via an equality and an
inequality constraints, (3.15) does not allow to eliminate ū as a candidate for optimality.

4. Second Order Tangents to Trajectories of (1.1), (1.2)

In this section we show that for any trajectory-control pair ξ = (y, u) of (3.8) and trajectory-

control quadruple (w, v, κ, π) of (3.12) such that w(1) ∈ T [(2)
K (x̄(1), y(1)), the function w(·) is in

the second order tangent to trajectories of (1.1), (1.2) at ((x̄, ū), (y, u)).

Theorem 4.1. Let (x̄, ū) be a trajectory-control pair with x̄(1) ∈ K satisfying (3.3). Consider
a trajectory-control pair ξ = (y, u) of (3.8) and a trajectory-controls quadruple (w, v, κ, π) of

(3.12) such that w(1) ∈ T
[(2)
K (x̄(1), y(1)). Then there exists C ≥ 0 such that for every small

δ > 0 we can find a trajectory-control pair (xδ, uδ) satisfying

xδ(1) ∈ K, ‖uδ − ū‖1 ≤ Cδ, lim
δ→0+

‖xδ − x̄− δy − δ2w‖∞
δ2

= 0.
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Proof. By [9, Proposition 4.2] we know that there exists δ0 > 0 such that for every δ ∈ (0, δ0]

we can find uδ ∈ U such that the difference quotients vδ := uδ−ū−δu
δ2

converge to v a.e. as
δ → 0+ and ‖vδ‖∞ ≤ 2‖v‖∞ + c, with c as in (3.9). Then ‖uδ − ū‖1 ≤ Cδ for some C ≥ 0 and
all small δ > 0. By [1, Theorem 8.2.15] there exist measurable λi : [0, 1] → R+, ui : [0, 1] → U
for i = 0, ..., n such that

∑n
i=0 λi(t) = 1 and κ(t) =

∑n
i=0 λi(t)(f(x̄(t), ui(t))− f [t]) a.e. in [0, 1].

Consider the augmented control system

(4.1)

{
ẋ = f(x, u(t)), u(t) ∈ U, x(0) = x0

ż = |u(t)− uδ(t)|, z(0) = 0.

Define σ(t) =
∫ t

0 π(s)
∑n

i=0 λi(s)|ui(s)− uδ(s)|ds and denote by (x̂δ, zδ) the solution of

(4.2)

{
ẋ = f(x, uδ) + δ2π(t)

∑n
i=0 λi(t)(f(x, ui(t))− f(x, uδ(t))), x(0) = x0

ż = δ2π(t)
∑n

i=0 λi(t)|ui(t)− uδ(t)|, z(0) = 0.

Since that δ2π(t) ≤ 1 whenever δ is sufficiently small, the pair (x̂δ, zδ) solves the relaxed (con-
vexified) system (4.2) associated to (4.1) for all small δ > 0. By the relaxation theorem, see
for instance [13], we can find controls uj(·) ∈ U such that the corresponding trajectories (xj , zj)
of (4.1) converge uniformly to (x̂δ, δ

2σ). This implies that limj→∞ ‖uj − uδ‖1 = δ2σ(1) and
therefore there exist trajectory-control pairs (x̄δ, ūδ) of (1.1) such that for all small δ > 0,

‖x̄δ − x̂δ‖∞ < δ3 & ‖ūδ − uδ‖1 < kδ2

for a constant k > 0 independent from δ. Since

x̂δ(t)− x̄(t)− δy(t) =

∫ t

0
(f(x̂δ(s), uδ(s))− f [s]− δfx[s]y(s)− δfu[s]u(s))ds+ ot(δ),

where
∫ 1

0 |ot(δ)| dt = o(δ) and f(x̂δ(s), uδ(s)) = f [s] + fx[s](x̂δ(s) − x̄(s)) + δfu[s]u(s) + oδ(s),
with ‖oδ‖1 = o(δ), for every t ∈ [0, 1] it holds

|x̂δ(t)− x̄(t)− δy(t)| ≤
∫ t

0
(|fx[s]||x̂δ(s)− x̄(s)− δy(s)|)ds+ o(δ),

where o(δ) does not depend on time. This and the Gronwall inequality imply that 1
δ (x̂δ − x̄)

converge to y uniformly on [0, 1]. Let β(t) := |x̂δ(t)− x̄(t)− δy(t)− δ2w(t)| and observe that

β(t) ≤
∫ t

0 |f(x̂δ(s), uδ(s)) + δ2π(s)
∑n

i=0 λi(s)(f(x̂δ(s), ui(s))− f(x̂δ(s), uδ(s)))− f [s]

−δfx[s](y(s) + δw(s))− δfu[s](u(s) + δv(s))− δ2

2 ξ(s)
∗f ′′[s]ξ(s)− δ2π(s)κ(s)|ds

for every t ∈ [0, 1]. On the other hand,

f(x̂δ(s), uδ(s)) = f [s] + fx[s](x̂δ(s)− x̄(s)) + δfu[s](u(s) + δvδ(s))
+1

2(x̂δ(s)− x̄(s), (δu+ δ2vδ)(s))
∗f ′′[s](x̂δ(s)− x̄(s), (δu+ δ2vδ)(s)) + oδ(s)

= f [s] + fx[s](x̂δ(s)− x̄(s)) + δfu[s](u(s) + δv(s)) + δ2

2 ξ(s)
∗f ′′[s]ξ(s) + oδ(s),

where ‖oδ(·)‖1 = o(δ2). Combining two above expressions, we get β(t) ≤
∫ t

0 |fx[s]|β(s)ds+o(δ2).

By the Gronwall inequality 1
δ2

(x̂δ − x̄ − δy) converge to w uniformly on [0, 1] and therefore
1
δ2

(x̄δ−x̄−δy) converge to w uniformly on [0, 1]. By the choice of y, w there exist zδ → w(1) when

δ → 0+ such that kδ := x̄(1)+δy(1)+δ2zδ ∈ K. This yields |x̄δ(1)− x̄(1)−δy(1)−δ2zδ| = o(δ2).
Since limδ→0+ ‖ūδ− ū‖1 = 0, from Theorem 3.1 we deduce the existence of controls ũδ such that
‖ũδ − ūδ‖1 = o(δ2) and the corresponding trajectories x̃δ of (1.1) satisfy x̃δ(1) ∈ K.

By the Lipschitz continuity of f for a constant c1 > 0 independent from δ we have ‖x̃δ−x̄δ‖∞ ≤
c1‖ũδ − ūδ‖1 = o(δ2) and the result follows with (xδ, uδ) equal to (x̃δ, ũδ).
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5. Proofs of the Main Results

It is not difficult to realise that under assumptions of Theorem 3.1 to every control u ∈ U
corresponds a unique solution xu(·) of control system (1.1) defined on [0, 1] and that the mapping
U 3 u 7→ xu ∈ C([0, 1],Rn) is continuous.

Theorem 3.1 is an inverse function like theorem. But, because controls belong to the metric
space U , it is not possible to differentiate the end-point map U 3 u→ xu(1) and to use a classical
inverse function theorem. Instead we replace derivatives by variations. Observe that U ×K is a
complete metric space with the metric D((u1, k1), (u2, k2)) = ‖u1 − u2‖1 + |k1 − k2|. Define the
continuous mapping G : U ×K → Rn by G(u, k) := xu(1)− k.

For every u ∈ U , k ∈ K, the first-order contingent variation of G at (u, k) is defined by

G(1)(u, k) := Limsupδ→0+

G(Bδ(u, k))−G(u, k)

δ
,

where Bδ(u, k) denotes the closed ball in U ×K centered at (u, k) of radius δ > 0.
Though the whole set of variations is difficult to compute, for our purposes we only need a

subset of variations that can be expressed via the reachable set RL(1).

Lemma 5.1. Consider a trajectory-control pair (x̄, ū) with x̄(1) ∈ K. Under assumptions of

Theorem 3.1 there exist ε > 0, ρ > 0 such that ρB ⊂ coG(1)(u, k) for every (u, k) ∈ U × K
satisfying ‖u− ū‖1 + |k − x̄(1)| < ε.

The proof is postponed to the appendix.
Proof of Theorem 3.1. The proof follows immediately from Lemma 5.1 and the inverse

mapping theorem [4, Theorem 3.2] applied on the metric space U ×K.
Proof of Theorem 3.6. Fix ξ = (y, u) ∈ Ξ as in Theorem 3.6 and define g0 = ϕ.
Step 1. If for some i = 1, ..., r, x̄(1) /∈ ∂Ke

i , then this constraint can be neglected and in the
final result we set αi = 0. From now on we assume that every i is active.

For every i = 0, ..., r define Qi := Rn if 〈g′i(x̄(1)), y(1)〉 < 0 and

Qi := {η ∈ Rn : 〈g′i(x̄(1)), η〉+
1

2
〈g′′i (x̄(1))y(1), y(1)〉 < 0} if 〈g′i(x̄(1)), y(1)〉 = 0.

Then Qi is open and convex for i = 0, ..., r. If there exists i = 0, ..., r such that Qi = ∅, then
g′i(x̄(1)) = 0 and y(1)∗g′′i (x̄(1))y(1) ≥ 0. Set αi = 1 and αj = 0 whenever j 6= i. Then the claim
of the theorem is verified with (p, q, ψ, µ) = 0.

From now on we assume that Qi 6= ∅ for every i = 0, ..., r.
Step 2. For any j = 1, . . . , s, consider the open convex subset of C([0, 1]),Rn)

Fj =
{
w ∈ C([0, 1]),Rn) : max

t∈Mj0

(
〈Φ′j(x̄(t)), w(t)〉+

1

2
〈Φ′′j (x̄(t))y(t), y(t)〉

)
< 0
}
.

If for some j = 1, ..., s, x̄(t) /∈ ∂Kj for every t ∈ [0, 1], then the constraint Φj(x(t)) ≤ 0 can be
neglected and in the final result we set µj = 0. If for some j, the set Fj = ∅ andMj0 6= ∅, then
taking w(·) = −kΦ′j(x̄(·)), for every positive integer k we can find tk ∈Mj0 such that

−k|Φ′j(x̄(tk))|2 +
1

2
〈Φ′′j (x̄(tk))y(tk), y(tk)〉 ≥ 0.

Let t ∈Mj0 be the limit of a subsequence of tk. Since 1
2〈Φ

′′
j (x̄(tk))y(tk), y(tk)〉 ≥ k|Φ′j(x̄(tk))|2,

we deduce that Φ′j(x̄(t)) = 0 and 〈Φ′′j (x̄(t))y(t), y(t)〉 ≥ 0. Define µj = δt (the Dirac measure)

and set µi = 0 for i 6= j. Then all the conclusions of our theorem are valid with (α, q, p, ψ) = 0.
From now on we assume that Fj 6= ∅ for every j = 1, ..., s.
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Step 3. Define Γ : C([0, 1],Rn)→ Rn by Γ(w) = w(1). Since Γ is surjective, its adjoint Γ∗ is

injective. By (2.1), Θ1 := Θ + CK(x̄(1)) is a convex subset of T
[(2)
K (x̄(1), y(1)). We claim that

(5.1) 〈ϕ′(x̄(1)), y(1)〉 = 0, 〈ϕ′(x̄(1)), w(1)〉+
1

2
〈ϕ′′(x̄(1))y(1), y(1)〉 ≥ 0

for any w(1) ∈ (
⋂r
i=1Qi)∩

(⋂s
j=1 Γ(Fj)

)
∩Θ1∩RL(2)(1). Indeed, fix w(1) in this intersection. By

Theorem 4.1, for every δ > 0 there exists a trajectory-control pair (xδ, uδ) such that xδ(1) ∈ K,
limδ→0+ ‖uδ − ū‖1 = 0 and limδ→0+ ‖rδ‖∞ = 0, where rδ := (xδ − x̄− δy − δ2w)/δ2. Since

gi(xδ(1)) = gi(x̄(1)) + δ〈g′i(x̄(1)), y(1)〉+ δ2
(
〈g′i(x̄(1)), w(1)〉+

1

2
〈g′′i (x̄(1))y(1), y(1)〉

)
+ o(δ2),

by the definition of Qi for all δ > 0 sufficiently small gi(xδ(1)) < 0 for every i = 1, ..., r.
Similarly to [7, pp. 2368-2369] we verify that maxt∈[0,1] Φj(xδ(t)) ≤ 0 for all small δ > 0 and
any j = 1, . . . , s. Therefore (xδ, uδ) is admissible whenever δ > 0 is small. Furthermore,

ϕ(xδ(1)) = ϕ(x̄(1)) + δ〈ϕ′(x̄(1)), y(1)〉+ δ2(〈ϕ′(x̄(1)), w(1)〉+
1

2
〈ϕ′′(x̄(1))y(1), y(1)〉) + o(δ2).

But ϕ(x̄(1)) ≤ ϕ(xδ(1)) for all small δ > 0. Since (y, u) is critical, we deduce (5.1).
Step 4. Observe next that if for some i = 1, ..., r we have g′i(x̄(1)) = 0 or 〈g′i(x̄(1)), y(1)〉 < 0,

then Qi = Rn. From Step 3 we deduce that

Q0 ∩

 ⋂
i∈I(x̄(1),y(1))

Qi

 ∩
 s⋂
j=1

Γ(Fj)

 ∩Θ1 ∩RL(2)(1) = ∅.

By Proposition 2.1 there exist ζ∗i ∈ (Rn)∗ for i ∈ {0} ∪ I(x̄(1), y(1)), η∗j ∈ (Rn)∗ for j = 1, ..., s

and ζ∗, p∗1 ∈ (Rn)∗ not vanishing simultaneously such that

(5.2) ζ∗0 +
∑

i∈I(x̄(1),y(1))

ζ∗i +
s∑
j=1

η∗j + ζ∗ + p∗1 = 0,

(5.3)
∑

i∈{0}∪I(x̄(1),y(1))

inf ζ∗i (Qi) +
s∑
j=1

inf η∗j (Γ(Fj)) + inf ζ∗(Θ1) + inf p∗1

(
RL(2)(1)

)
≥ 0.

If ϕ′(x̄(1)) = 0, then ζ∗0 = 0 and set α0 = 0. Then inf ζ∗0 (Q0) = α0
2 y(1)∗ϕ′′(x̄(1))y(1). This and

Proposition 2.2 imply that for every i ∈ {0} ∪ I(x̄(1), y(1)) we have

ζ∗i = −αig′i(x̄(1))∗, inf ζ∗i (Qi) =
αi
2
y(1)∗g′′i (x̄(1))y(1)

with some αi ≥ 0. For any i ∈ {1, ..., r}\I(x̄(1), y(1)) define αi = 0.
From (5.3) we deduce that inf ζ∗(Θ + CK(x̄(1))) > −∞. Therefore −ζ ∈ NK(x̄(1)). Set

q = −ζ. Clearly inf ζ∗(Θ1) = inf ζ∗(Θ) and therefore in (5.3) we may replace Θ1 by Θ.
Step 5. Fix j. Define X = C([0, 1],Rn), x∗ = Γ∗η∗j , y0 = 1

2〈Φ
′′
j (x̄(·))y(·), y(·)〉 ∈ X, the linear

operator X 3 w(·) → A(w(·)) := Φ′j(x̄(·))w(·) and the convex continuous function F (w) =

maxt∈Mj0((Aw)(t) + y0(t)) for w ∈ X. Denote by F ∗ the Fenchel conjugate of F . Since (5.3)
yields inf x∗(Fj) > −∞, by [7, Lemma 2.3] there exist x∗1 ∈ DomF ∗ and β ≥ 0 such that
x∗ = −βx∗1 and inf x∗(Fj) = −βF ∗(x∗1). Consider the convex positively homogeneous function
φ(z) = maxt∈Mj0 z(t) for z ∈ C([0, 1],R). By [7, Lemma 2.5], there exists x∗2 ∈ ∂φ(0) such
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that x∗1 = A∗x∗2 and F ∗(x∗1) = −x∗2(y0). Finally, [7, Lemma 2.6] implies that x∗2 is given by a
probability measure µ̃j with the support contained in Mj0. Setting µj = βµ̃j we deduce that

inf x∗(Fj) = βx∗2(y0) =
1

2

∫
[0,1]
〈Φ′′j (x̄(t)) y(t), y(t)〉 dµj(t).

Define ψj , ψ ∈ NBV ([0, 1],Rn) by (3.5). Using that Γ∗η∗j (w) = −βx∗1(w) = −βA∗x∗2(w) =

−βx∗2(Aw) =
∫

[0,1]w(t) dψj(t) for every w ∈ X, we finally obtain η∗j (w(1)) =
∫ 1

0 w(t) dψj(t).

Step 6. From (5.3) it follows that inf p∗1(RL(2)(1)) is bounded from below. Fix any trajectory
w of (3.12) and observe that for any trajectory-control pair (z, v) of (3.2) and any λ ≥ 0 we

have w(1) +λz(1) ∈ RL(2)(1). Therefore 〈p1, z(1)〉 ≥ 0. Consider the solution p(·) of the adjoint
system (3.6) with α, q, ψ as defined above. Since by (5.2)

p∗1 = α0ϕ
′(x̄(1))∗ +

r∑
i=1

αig
′
i(x̄(1))∗ −

s∑
j=1

η∗j + q∗,

we deduce from (5.3) that for every trajectory-control pair (z, v) of (3.2),

(5.4) α0ϕ
′(x̄(1))∗(z(1)) +

r∑
i=1

αig
′
i(x̄(1))∗(z(1))−

s∑
j=1

∫
[0,1]

z(t) dψj(t) + 〈q, z(1)〉 ≥ 0.

Thus from the equality 〈ψj(1), z(1)〉 =
∫

[0,1] z(t) dψj(t) +
∫ 1

0 〈ż(t), ψj(t)〉 dt it follows that

−
s∑
j=1

∫
[0,1]

z(t) dψj(t) =

∫ 1

0
〈ψ(t), ż(t)〉 dt− 〈ψ(1), z(1)〉.

Using (3.6), from (5.4) we obtain 〈p(1), z(1)〉+
∫ 1

0 〈ψ(t), ż(t)〉 dt ≥ 0 and therefore

0 ≤
∫ 1

0
(〈ṗ(t), z(t)〉+ 〈p(t), ż(t)〉) dt+

∫ 1

0
〈ψ(t), ż(t)〉 dt =

∫ 1

0
〈p(t) + ψ(t), v(t)〉) dt.

The measurable selection theorem implies that (α, q, p, ψ, µ) ∈ Λ(x̄, ū).
Step 7. Consider a trajectory-controls quadruple (w, v, 0, 0) of (3.12). Using results of the

above calculations in inequality (5.3) we deduce that

(5.5)

∑
i∈{0}∪I(x̄(1),y(1))

αi
2 y(1)∗g′′i (x̄(1))y(1) + infθ∈Θ〈−q, θ〉+
1
2

∑s
j=1

∫
[0,1]〈Φ

′′
j (x̄(t)) y(t), y(t)〉 dµj(t) + p∗1(w(1)) ≥ 0.

On the other hand,

p∗1(w(1)) = 〈p(1), w(1)〉+ 〈ψ(1), w(1)〉 −
∑s

j=1

∫ 1
0 w(t) dψj(t) = 〈p(1), w(1)〉+

∫ 1
0 〈ψ(t), ẇ(t)〉 dt

= −
∫ 1

0 〈(p(t) + ψ(t))fx[t], w(t)〉 dt+
∫ 1

0 〈p(t) + ψ(t), ẇ(t)〉 dt
=
∫ 1

0 〈p(t) + ψ(t)), fu[t]v(t) + 1
2ξ(t)

∗f ′′[t]ξ(t)〉 dt.
This and (5.5) yield

1

2
Ω(ξ, α, p+ ψ, µ) + inf

θ∈Θ
〈−q, θ〉+

∫ 1

0
〈Hu[t], v(t)〉 dt ≥ 0,

where [t] := (x̄(t), ū(t), p(t) + ψ(t)). Observe that for every ṽ ∈ V 2(ū, u) there exist essentially
bounded vi ∈ V 2(ū, u) such that 〈Hu[·], vi(·)〉 converge to 〈Hu[·], ṽ(·)〉 in L1([0, 1],R). Thus

1

2
Ω(ξ, α, p+ ψ, µ) + inf

θ∈Θ
〈−q, θ〉+ inf

v∈V 2(ū,u)

∫ 1

0
〈Hu[t], v(t)〉 dt ≥ 0.
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The conclusion (3.11) follows from the measurable selection theorem as in [8, end of Section 5].
Proof of Theorem 3.9. By Step 1 of the proof of Theorem 3.6, if Q0 = ∅, then the

conclusion of Theorem 3.6 holds with α0 = 1. Assume next that Q0 6= ∅. Let w(·) be as in our
assumptions. Hence Qi 6= ∅ for all i = 1, ..., r and Fj 6= ∅ for j = 1, ..., s. By Step 4 of the proof
of Theorem 3.6 we have only to show that ζ∗0 6= 0. Indeed, otherwise, by (5.3),∑

i∈I(x̄(1),y(1))

inf ζ∗i (Qi − w(1)) +
s∑
j=1

inf η∗j (Γ(Fj)− w(1)) + inf ζ∗(Θ1 − w(1)) ≥ 0.

This and the choice of w(1) yield ζ∗i = 0 for every i ∈ I(x̄(1), y(1)) and η∗j = 0 for every

j = 1, ..., s. Consequently, by (5.2), p1 = −ζ ∈ NK(x̄(1)). This and (5.3) imply that

inf p∗1

(
RL(2)(1)

)
= inf

z∈RL(2)
〈−ζ, z〉 > −∞.

Since RL(2)(1) + λRL(1) ⊂ RL(2)(1) for any λ ≥ 0 we obtain sup ζ(RL(1)) ≤ 0 contradicting
(3.3).

Proof of Corollary 3.11. By (3.14) h′(x̄(1)) is surjective. This and the separation theorem

imply (3.3). Let (α, q, p, ψ, µ) be as in the conclusions of Theorem 3.6 for Θ = T
[(2)
K (x̄(1), y(1)),

see (3.13). Then q =
∑k

i=1 βih
′
i(x̄(1)) for some β ∈ Rk. On the other hand, for any v ∈

T
[(2)
K (x̄(1), y(1)) we have

∑k
i=1 βi〈h′i(x̄(1)), v〉+ 1

2

∑k
i=1 βi〈h′′i (x̄(1))y(1), y(1)〉 = 0. Theorem 3.6

implies the result.
Proof of Corollary 3.12. If (3.14) is verified, then, as in the proof of Corollary 3.11, (3.3)

holds true. Let (α, q, p, ψ, µ) be as in the proof of Theorem 3.6. Then q =
∑k

i=1 βih
′
i(x̄(1)) for

some β ∈ Rk and 〈−q, v〉 = 1
2

∑k
i=1 βi〈h′′i (x̄(1))y(1), y(1)〉 for any v ∈ T [(2)

K (x̄(1), y(1)). Pick any
trajectory-controls quadruple (w, v, κ, π) of (3.12) (even not necessarily satisfying (3.16)). The
same arguments as in Step 7 of the proof of Theorem 3.6 imply the inequality of Corollary 3.12
in this case. (In Step 7 we have set κ = 0, π = 0 because, by the minimum principle (3.7), this
extra term would not have any impact on the final results).

Assume next that 0 is the boundary point of the compact set h′(x̄(1))(RL(1)). Then, by the
separation theorem, there exists q0 ∈ Rk different from zero such that

(5.6) min
z∈RL(1)

〈q0, h
′(x̄(1))z〉 ≥ 0.

Set (α,ψ, µ) = 0, β = q0 and consider the solution p of (3.6) with q :=
∑k

i=1 βih
′
i(x̄(1)). Then,

as before, (5.6) and the measurable selection theorem imply (3.7). Furthermore, if a trajectory-
controls quadruple (w, v, κ, π) of (3.12) satisfies (3.16), then

〈p(1), w(1)〉+
1

2

k∑
i=1

βiy(1)∗h′′i (x̄(1))y(1) = 0.

On the other hand, as in Step 7 of the proof of Theorem 3.6,

〈p(1), w(1)〉 =

∫ 1

0

(
〈Hu[t], v(t)〉+

1

2
〈H′′[t]ξ(t), ξ(t)〉+ 〈p(t), π(t)κ(t)〉

)
dt.

Hence

1

2

∫ 1

0
ξ(t)∗H′′[t]ξ(t) dt+

1

2

k∑
i=1

βiy(1)∗h′′i (x̄(1))y(1) +

∫ 1

0
(〈Hu[t], v(t)〉+ 〈p(t), π(t)κ(t)〉) dt = 0

completing the proof.
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6. Appendix.

Proof of Lemma 5.1. We claim that

(6.1) 0 ∈ Int(RL(1)− CK(x̄(1)) ∩B).

Indeed, since 0 ∈ RL(1)∩(CK(x̄(1))∩B), if (6.1) does not hold, then, by the separation theorem,
for some 0 6= p ∈ Rn we have inf〈p,RL(1)− CK(x̄(1)) ∩B〉 ≥ 0 implying that inf〈p,RL(1)〉 ≥ 0
and sup〈p, CK(x̄(1))∩B〉 ≤ 0. The set CK(x̄(1)) being a cone we deduce that sup〈p, CK(x̄(1))〉 ≤
0. Therefore inf〈p,RL(1)− CK(x̄(1))〉 ≥ 0 in contradiction with assumption (3.3).

Fix k ∈ K, u ∈ U and the corresponding trajectory xu(·) of (1.1). Let M > 0 be such that
U ⊂ B(0,M), t ∈ (0, 1] be a Lebesgue point of f(xu(·), u(·)) and pick any u0 ∈ U . For any
δ ∈ (0, 2Mt) define the control

uδ(s) =

{
u0 if s ∈ [t− δ/2M, t]
u(s) otherwise.

Observe that d(uδ, u) ≤ δ and therefore (uδ, k) ∈ Bδ(u, k). Let xδ be the corresponding trajec-
tory of the control system (1.1). Then the usual well known calculation yields

lim
δ→0+

xδ(t)− xu(t)

δ
=

1

2M
(f(xu(t), u0)− f(xu(t), u(t))) .

Denoting by Xu(·) the fundamental solution of the system X ′ = fx(xu(t), u(t))X, X(0) = Id,
from the variational equation we deduce that

lim
δ→0+

xδ(1)− xu(1)

δ
=

1

2M
Xu(1)Xu(t)−1 (f(xu(t), u0)− f(xu(t), u(t))) .

Therefore, Xu(1)Xu(t)−1(f(xu(t), u0)−f(xu(t), u(t))) ∈ 2MG(1)(u, k). Since u0 ∈ U is arbitrary,

Xu(1)Xu(t)−1(f(xu(t), U)− f(xu(t), u(t))) ⊂ 2MG(1)(u, k)

for a.e t ∈ [0, 1]. Hence for every measurable selection v(t) ∈ f(xu(t), U)− f(xu(t), u(t)) and for

a.e. t ∈ [0, 1] we have Xu(1)Xu(t)−1v(t) ∈ 2MG(1)(u, k). Integrating, we obtain∫ 1

0
Xu(1)Xu(t)−1v(t) dt ∈ 2McoG(1)(u, k).

Denote by RLu (1) the reachable set at time 1 of the following control system{
ż(t) = fx(xu(t), u(t))z(t) + v(t), v(t) ∈ f(xu(t), U)− f(xu(t), u(t)) a.e.

z(0) = 0.

We have shown that for any k ∈ K, RLu (1) ⊂ 2McoG(1)(u, k). Let v ∈ TK(k) satisfy |v| < 1.
Then there exist δi → 0+, vi → v such that k + δivi ∈ K and |vi| < 1 for all i. Therefore

(u, k + δivi) ∈ Bδi(u, k) and the very definition of G(1)(u, k) yields −v ∈ G(1)(u, k). We have

shown that −TK(k)∩ Int(B) ⊂ G(1)(u, k). Since TK(k) is a cone and G(1)(u, k) is closed,

it follows that −TK(k) ∩ B ⊂ G(1)(u, k) for any k ∈ K. Consequently, −co (TK(k) ∩ B) ⊂
coG(1)(u, k). Combining with RLu (1) ⊂ 2McoG(1)(u, k), we obtain, by the arbitrariness of
u ∈ U and k ∈ K, that

(6.2) RLu (1)− co (TK(k) ∩B) ⊂ (2M + 1)coG(1)(u, k) ∀u ∈ U , k ∈ K.
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By the separation theorem and (6.1) for some δ > 0, sup(〈p,RL(1) − CK(x̄(1)) ∩ B〉) ≥ 3δ
for each p ∈ Sn−1. Using the boundedness of sets RL(1) and CK(x̄(1)) ∩ B, we can find
{b1, ..., b`} ⊂ RL(1) and {a1, ..., a`} ⊂ CK(x̄(1)) ∩B such that for every p ∈ Sn−1 we have

(6.3) sup(〈p, co{b1, ..., b`} − co{a1, ..., a`}〉) ≥ 2δ.

Denote by →K the convergence in K. Recalling that CK(x̄(1)) = Liminfk→K x̄(1)TK(k), see
for instance [1, Chapter 4], by (6.3), for some ε > 0 and every k ∈ K ∩B(x̄(1), ε)

(6.4) sup(〈p, co{b1, ..., b`} − co (TK(k) ∩B)〉) ≥ δ

for any p ∈ Sn−1. By the separation theorem, this is equivalent

(6.5) δB ⊂ co{b1, ..., b`} − co (TK(k) ∩B) ∀ k ∈ K ∩B(x̄(1), ε).

To prove our lemma it remains to show that for some ρ > 0 and all u ∈ U close to ū in
L1([0, 1],Rm) and k ∈ K close to x̄(1) we have ρB ⊂ RLu (1) − co(TK(k) ∩ B). Assume by a
contradiction that we can find ui → ū in L1, ki ∈ K converging to x̄(1) and zi ∈ Rn con-
verging to zero such that zi /∈ RLui(1) − co (TK(ki) ∩ B). Denote by xi the trajectory of (1.1)
corresponding to the control ui. By our assumptions, xi → x̄ uniformly on [0, 1]. Taking a
subsequence and keeping the same notation we may assume that ui → ū almost everywhere.
Then limi→∞ fx(xi(t), ui(t)) = fx(x̄(t), ū(t)) and limi→∞ f(xi(t), ui(t)) = f(x̄(t), ū(t)) a.e.. This
and the Gronwall inequality imply that Xui converge to Xū uniformly on [0, 1]. Consequently
also X−1

ui converge to X−1
ū uniformly on [0, 1].

Fix 1 ≤ j ≤ ` and let v(t) ∈ f(x̄(t), U) − f [t] be a control such that the corresponding
trajectory z(·) satisfies z(1) = bj (such v(·) does exist because after removing the convex hull
in (3.2) the reachable set remains the same). By the measurable selection theorem, for some
u ∈ U we have v(t) = f(x̄(t), u(t))− f [t] a.e. in [0, 1]. Notice next that limi→∞ f(xi(t), u(t)) =
f(x̄(t), u(t)) for all t ∈ [0, 1] and define

yi(1) :=

∫ 1

0
Xui(1)Xui(t)

−1 (f(xi(t), u(t))− f(xi(t), ui(t))) dt.

Then yi(1) ∈ RLui(1) and limi→∞ yi(1) = bj . Since j ∈ {1, ..., `} is arbitrary, the convexity of

RLui(1) and (6.5) imply that for all i sufficiently large and all k ∈ K near x̄(1) we have

δ

2
B ⊂ RLui(1)− co (TK(k) ∩B).

This contradicts the choice of zi and completes the proof.
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