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#### Abstract

We consider the spatial $\Lambda$-Fleming-Viot process model for frequencies of genetic types in a population living in $\mathbb{R}^{d}$, with two types of individuals ( 0 and 1 ) and natural selection favouring individuals of type 1 . We first prove that the model is well-defined and provide a measure-valued dual process encoding the locations of the "potential ancestors" of a sample taken from such a population, in the same spirit as the dual process for the SLFV without natural selection [7]. We then consider two cases, one in which the dynamics of the process are driven by purely "local" events (that is, reproduction events of bounded radii) and one incorporating large-scale extinctionrecolonisation events whose radii have a polynomial tail distribution. In both cases, we consider a sequence of spatial $\Lambda$-Fleming-Viot processes indexed by $n$, and we assume that the fraction of individuals replaced during a reproduction event and the relative frequency of events during which natural selection acts tend to 0 as $n$ tends to infinity. We choose the decay of these parameters in such a way that when reproduction is only local, the measure-valued process describing the local frequencies of the less favoured type converges in distribution to a (measure-valued) solution to the stochastic Fisher-KPP equation in one dimension, and to a (measurevalued) solution to the deterministic Fisher-KPP equation in more than one dimension. When large-scale extinction-recolonisation events occur, the sequence of processes converges instead to the solution to the analogous equation in which the Laplacian is replaced by a fractional Laplacian (again, noise can be retained in the limit only in one spatial dimension). We also consider the process of "potential ancestors" of a sample of individuals taken from these populations, which we see as (the empirical distribution of) a system of branching and coalescing symmetric jump processes. We show their convergence in distribution towards a system of Brownian or stable motions which branch at some finite rate. In one dimension, in the limit, pairs of particles also coalesce at a rate proportional to their collision local time. In contrast to previous proofs of scaling limits for the spatial $\Lambda$-Fleming-Viot process, here the convergence of the more complex forwards in time processes is used to prove the convergence of the dual process of potential ancestries.


[^0][^1]
## Contents

1 Introduction ..... 2
1.1 The spatial $\Lambda$-Fleming-Viot process with selection ..... 4
1.2 A measure-valued dual process of "potential ancestors" ..... 9
1.2.1 Definition of the dual process ..... 9
1.2.2 Duality relation between $\left(M_{t}\right)_{t \geq 0}$ and $\left(\Xi_{t}\right)_{t \geq 0}$ ..... 14
1.3 Convergence of the rescaled SLFVS to Fisher-KPP processes ..... 15
1.4 Structure of the paper ..... 21
2 Proof of Theorem 1.2 (existence of the SLFVS) ..... 21
3 Proof of Proposition 1.7 (duality) ..... 29
4 Heuristics for the large-scale behaviour of the SLFVS and its dual process 34
5 Convergence of the rescaled SLFVS and its dual - the fixed radius case ..... 38
5.1 Proof of Theorem 1.11 ..... 38
5.2 Proof of Theorem 1.13 ..... 48
6 Convergence of the rescaled SLFVS and its dual - the stable radius case ..... 55
6.1 Proof of Theorem 1.14 ..... 55
6.2 Proof of Theorem 1.16 ..... 64
References ..... 70
A Continuity estimates in the fixed radius case ..... 72
$B$ Continuity estimates in the stable radius case ..... 72
B. 1 Drift terms ..... 77
B. 2 Martingale terms ..... 78
B. 3 Lemmas ..... 81

## 1 Introduction

The principal aim of mathematical population genetics is to understand the influence of the different forces of evolution that act on a population, and the interactions between them, in shaping the patterns of genetic diversity that we see in the present-day population. One important aspect of this is the interplay between spatial structure of the population and the intrinsic randomness due to reproduction in a finite population (known as genetic drift). This is particularly mathematically challenging in one of the most biologically important situations, when the population is distributed across a two-dimensional spatial continuum. The obstructions to producing a mathematically consistent and analytically tractable model in this setting were highlighted in [23] and dubbed "the pain in the torus". The spatial $\Lambda$-Fleming-Viot process (SLFV), introduced in [7, 15], provides one route to overcoming those obstructions, and its relatively simple mathematical structure makes it a powerful tool for investigating genetic diversity in spatially structured populations. In fact, it is not so much a process as a general
framework for modelling frequencies of different genetic types in populations which evolve in a spatial continuum. For example, it is readily adapted to include things like the large-scale extinction/recolonisation events which have dominated the demographic history of many species. In this paper, we shall be interested in an extension of this measure-valued process in which some individuals have higher reproductive success than others, modelling the evolution of a spatially structured population subject to natural selection.

Variants of the SLFV that incorporate forms of natural selection already appear in a number of studies [6, 17, 18, 19, 25], but without a detailed discussion of the construction of the stochastic processes, or whether they are well-defined when the geographic space in which the population evolves is infinite. Our first contribution is to formulate and construct an SLFV with natural selection. The methods that we employ can be readily adapted to capture all of the forms of selection considered to date, and indeed the form of selection considered here contains many of them as special cases.

We shall then turn to using our model to study the interaction between natural selection, spatial structure, and genetic drift. In particular, we are interested in identifying the spatial and temporal scales over which one can expect to see a non-trivial signature of the interaction between these forces. More precisely, we investigate rescaling limits of the model which capture the resultant patterns of genetic diversity over large spatial and temporal scales. In particular, our second contribution is to find suitable scalings of time, space and of the strength of selection for which, in the limit as the scaling parameter $n$ tends to infinity, we recover the Fisher-KPP equation [24, 32] and, in one spatial dimension, its stochastic counterpart. In the presence of large-scale demographic events, the appropriate rescalings are different and lead to analogous equations with the Laplacian replaced by the fractional Laplacian, but, intriguingly, no other trace of the large-scale events survives. The limits obtained here assume that the local population densities are high, thus complementing results of $[18,19]$ which address the interaction of natural selection and genetic drift when local population densities are small.

The Fisher-KPP equation

$$
\begin{equation*}
\partial_{t} p=\frac{\sigma^{2}}{2} \Delta p+s p(1-p) \tag{1.1}
\end{equation*}
$$

was introduced independently by Fisher [24], specifically to model the spread of an advantageous gene through a spatially distributed population, and Kolomogorov, Petrovsky \& Piskunov [32], who also highlighted the applications to biology. Fisher considered a population living in a one-dimensional space, whereas Kolmogorov et al. worked in two dimensions (although they then assumed that the distribution of types was independent of the second coordinate, thus reducing it to the one-dimensional case). The equation has been extensively studied (and extended in many ways), and is now a standard model of invasion in biology. A major focus of work has been on the travelling wave solutions. When the motion of individuals or genes is not local but has a heavy-tailed distribution, one replaces the Laplacian in (1.1) by a fractional Laplacian $-(-\Delta)^{\alpha}$. This, notably, modifies the speed of the travelling wave solutions, which is constant in the diffusive case and increases exponentially in the fractional case; see [14] and references therein.

To take into account the stochasticity inherent in reproduction in a finite population, in one dimension one can add a noise term of the form

$$
\varepsilon \sqrt{p(1-p)} \dot{\mathcal{W}}
$$

to the right hand side of (1.1), where $\dot{\mathcal{W}}$ is a space-time white noise. This yields the natural continuous space analogue of the classical stepping-stone model of population genetics, introduced without selection in [31], and studied in more generality in, for
example, [47]. The (continuous space) stochastic Fisher-KPP equation can be obtained from the discrete space counterpart through rescaling (cf. [5], where the case without selection is treated) and was also obtained as the limit (over appropriate large spatial and temporal scales) of a family of long-range contact processes in [39]. It has been the object of intensive study, with the perturbations of solutions due to the noise when $\varepsilon$ is very small receiving particular attention, e.g. [13, 37, 38] and a huge body of closely related work inspired by work of Brunet, Derrida and coworkers, e.g. [4]. Our results here provide the parameter regimes under which the SLFV with selection can be thought of as a noisy perturbation of the Fisher-KPP equation. Crucially, they apply in two or more spatial dimensions, where the stochastic PDE has no solution. In particular, the rescaled process $\bar{M}^{n}$ introduced in Section 1.3 of this work provides a tractable analogue in dimension $d \geq 2$ to the one-dimensional stochastic Fisher-KPP equation with small noise when $n$ is large.

### 1.1 The spatial $\Lambda$-Fleming-Viot process with selection

The main innovation in the SLFV is that reproduction in the population is based on a Poisson point process of events, rather than on individuals. It is this which overcomes the pain in the torus. This is discussed in detail in [7] and so we do not repeat the motivation here. Each event determines the region of space in which reproduction (or extinction/recolonisation) will take place and an impact $u$. As a result of the event, a proportion $u$ of the individuals living in the region is replaced by offspring of a parent chosen from the population immediately before the event (a precise definition of the process is given below). The Poisson structure renders the process particularly amenable to analytic study. In the neutral setting, which has been studied rather extensively (see [8] for a somewhat out of date review), the parent is chosen uniformly at random from the affected region, irrespective of type. There are many possible ways to incorporate natural selection. Here we shall focus on one of the simplest, but also most important, in which in the selection of the parent, individuals are weighted according to their genetic type.

To motivate our definition of the process with (fecundity) selection, suppose that there are two possible types in the population, which we shall denote by 0 and 1 . In order to give a slight selective advantage to type 1, we fix a selection coefficient $s>0$ and suppose that, when an event falls, if the proportion of type 0 individuals in the affected region immediately before the event is $\bar{w}$, then the probability of picking a type 0 parent is $p(\bar{w}, s)=\bar{w} /(1+s(1-\bar{w}))$. In other words, in the choice of the parent we give a weight 1 to type 0 individuals, and a weight $1+s>1$ to type 1 individuals, so that the probability of picking a parent of type 0 is $\bar{w} /(\bar{w}+(1+s)(1-\bar{w}))=p(\bar{w}, s)$. Typically one is interested in weak selection, so that $s \ll 1$ and, in this case, we can estimate this probability by $(1-s) \bar{w}+s \bar{w}^{2}$. Here again we reap the benefit of the Poisson structure of events: we can think of events as being of one of two types. A proportion $(1-s)$ of events are "neutral": the parent is selected exactly as in the neutral setting and has probability $\bar{w}$ of being of type 0 . On the other hand, a proportion $s$ of events are "selective" and then the probability of a type 0 parent is $\bar{w}^{2}$. One way to achieve this is to dictate that at selective events we choose two potential parents, independently, and only if both are type 0 will the offspring be type 0 . The Poisson structure allows us to view neutral and selective events as being driven by independent Poisson processes. This approach exactly parallels that usually adopted to incorporate genic selection into the classical Moran model of population genetics (see, e.g., Definition 5.6 in [16]). Of course there are many ways to modify the selection mechanism. For example, as in Definition 1.3 below, we can allow both the distribution of the size of the region affected and of the impact to differ between selective and neutral events, or we can consider
density dependent selection, in which the fitness of an individual depends on the local distribution of genetic types, e.g. [17].

Let us turn to a precise definition. All the random objects in this section are defined on some probability space $(\Omega, \mathcal{F}, \mathbb{P})$.

First we describe the state space of the process, borrowing some results from [49] in the special case in which the compact space of possible genetic types is $K=\{0,1\}$. We suppose that the population evolves in $\mathbb{R}^{d}$ (although the space of geographical locations could equally, for example, be taken to be some subset of $\mathbb{R}^{d}$, or a $d$-dimensional torus). At each time $t$, the population is represented by a measure $M_{t}$ on $\mathbb{R}^{d} \times K$ whose first marginal is Lebesgue measure on $\mathbb{R}^{d}$. As in the neutral setting, this corresponds to assuming that individuals are uniformly distributed over $\mathbb{R}^{d}$ and for any measurable subset $E$ of $\mathbb{R}^{d}$ and $\kappa \in\{0,1\}, \operatorname{Vol}(E)^{-1} M_{t}(E \times\{\kappa\})$ gives the proportion of individuals of type $\kappa$ in $E$. The space
$\mathcal{M}_{\lambda}:=\left\{M\right.$ measure on $\left.\mathbb{R}^{d} \times\{0,1\}: \forall f \in C_{c}\left(\mathbb{R}^{d}\right), \int_{\mathbb{R}^{d} \times\{0,1\}} f(x) M(\mathrm{~d} x, \mathrm{~d} \kappa)=\int_{\mathbb{R}^{d}} f(x) \mathrm{d} x\right\}$
of such measures is equipped with the topology of vague convergence, which makes it a compact set (cf. Lemma 1.1 in [49]). Here $C_{c}\left(\mathbb{R}^{d}\right)$ denotes the space of all compactly supported continuous functions on $\mathbb{R}^{d}$. A standard decomposition theorem (see e.g. [29], p. 561) gives us the existence of a measurable mapping $w_{t}: \mathbb{R}^{d} \rightarrow[0,1]$ such that

$$
\begin{equation*}
M_{t}(\mathrm{~d} x, \mathrm{~d} \kappa)=\left(w_{t}(x) \delta_{0}(\mathrm{~d} \kappa)+\left(1-w_{t}(x)\right) \delta_{1}(\mathrm{~d} \kappa)\right) \mathrm{d} x \tag{1.3}
\end{equation*}
$$

Morally, $w_{t}(x)$ represents the local fraction of individuals of type 0 at site $x \in \mathbb{R}^{d}$ at time $t$, and we abuse notation and call it the "density" of $M$. Note that $w_{t}$ is defined up to a Lebesgue null set, that is two mappings $w_{t}$ and $\tilde{w}_{t}$ will be equivalent if and only if

$$
\operatorname{Vol}\left(\left\{x \in \mathbb{R}^{d}: w_{t}(x) \neq \tilde{w}_{t}(x)\right\}\right)=0
$$

In what follows, $w_{t}$ will denote any representative of the equivalence class of densities for $M_{t}$. We shall thus equally speak of $M_{t}$ or $w_{t}$, depending on what makes the notation more fluid. However, it should be understood that the object of interest in all our results is the measure-valued evolution $\left(M_{t}\right)_{t \geq 0}$.

For every $f \in C_{c}\left(\mathbb{R}^{d}\right)$ and every $F \in C^{1}(\mathbb{R})$ (the space of all continuously differentiable functions on $\mathbb{R}$ ), let us set

$$
\begin{equation*}
\langle w, f\rangle:=\int_{\mathbb{R}^{d}} w(x) f(x) \mathrm{d} x \tag{1.4}
\end{equation*}
$$

and let us define the function $\Psi_{F, f}$ on $\mathcal{M}_{\lambda}$ by

$$
\begin{equation*}
\Psi_{F, f}(M):=F(\langle w, f\rangle)=F\left(\int_{\mathbb{R}^{d} \times\{0,1\}} f(x) \mathbb{1}_{\{0\}}(\kappa) M(\mathrm{~d} x, \mathrm{~d} \kappa)\right) \tag{1.5}
\end{equation*}
$$

where $w$ is any representative of the density of $M$. These functions will prove particularly useful for the following reason.
Lemma 1.1. The set of functions of the form $\Psi_{F, f}, F \in C^{1}(\mathbb{R})$ and $f \in C_{c}\left(\mathbb{R}^{d}\right)$, is dense in $C\left(\mathcal{M}_{\lambda}\right)$ for the supremum norm topology.

Proof of Lemma 1.1. Since we endow $\mathcal{M}_{\lambda}$ with the topology of vague convergence, the set of all functions of the form

$$
\begin{equation*}
M \mapsto G\left(\int_{\mathbb{R}^{d} \times\{0,1\}} \varphi(x, \kappa) M(\mathrm{~d} x, \mathrm{~d} \kappa)\right) \tag{1.6}
\end{equation*}
$$

with $G \in C^{1}(\mathbb{R})$ and $\varphi \in C_{c}\left(\mathbb{R}^{d} \times\{0,1\}\right)$ is dense in $C\left(\mathcal{M}_{\lambda}\right)$. But if $w$ is a representative of the density of $M$, we can write

$$
\begin{aligned}
\int_{\mathbb{R}^{d} \times\{0,1\}} \varphi(x, \kappa) M(\mathrm{~d} x, \mathrm{~d} \kappa) & =\int_{\mathbb{R}^{d}} \varphi(x, 0) w(x) \mathrm{d} x+\int_{\mathbb{R}^{d}} \varphi(x, 1)(1-w(x)) \mathrm{d} x \\
& =\int_{\mathbb{R}^{d}}(\varphi(x, 0)-\varphi(x, 1)) w(x) \mathrm{d} x+\int_{\mathbb{R}^{d}} \varphi(x, 1) \mathrm{d} x
\end{aligned}
$$

and so the mapping (1.6) can be rewritten in the form $F(\langle w, f\rangle)$, with

$$
F(y)=G\left(y+\int_{\mathbb{R}^{d}} \varphi(x, 1) \mathrm{d} x\right) \quad \text { and } \quad f(x)=\varphi(x, 0)-\varphi(x, 1)
$$

By construction, in the above we have $F \in C^{1}(\mathbb{R})$ and $f \in C_{c}\left(\mathbb{R}^{d}\right)$. The set of functions of the form (1.6) is thus included in the set of functions of the form (1.5) and the conclusion follows.

In order to gain a feeling for the process, let us first give a non-rigorous description based on the two independent Poisson point processes of "neutral" and "selective" events mentioned above. This intuitive idea of how the SLFV with fecundity selection should evolve suggests a natural choice of operator $\mathcal{L}$ on functions of the form (1.5), see (1.9), and we shall show in Theorem 1.2 that for any probability measure $P$ on $\mathcal{M}_{\lambda}$ describing the law of the initial condition, the martingale problem for $(\mathcal{L}, P)$ has a unique solution on the space of all measurable $\mathcal{M}_{\lambda}$-valued paths. Furthermore, this solution is a Markov process with a.s. càdlàg paths, and it has the Feller property. The SLFV with selection, with initial distribution $P$, can then be defined as the unique solution to this well-posed martingale problem (see Definition 1.3).

So first, the idea. Let $\mu, \mu^{\prime}$ be two $\sigma$-finite measures on $(0, \infty)$, and let $\nu=\left\{\nu_{r}, r>0\right\}$, $\nu^{\prime}=\left\{\nu_{r}^{\prime}, r>0\right\}$ be two collections of probability measures on $[0,1]$ such that

$$
\begin{equation*}
\int_{0}^{\infty} r^{d} \int_{0}^{1} u \nu_{r}(\mathrm{~d} u) \mu(\mathrm{d} r)<\infty, \quad \text { and } \quad \int_{0}^{\infty} r^{d} \int_{0}^{1} u \nu_{r}^{\prime}(\mathrm{d} u) \mu^{\prime}(\mathrm{d} r)<\infty \tag{1.7}
\end{equation*}
$$

Further, let $\Pi^{N}$ and $\Pi^{S}$ be two independent Poisson point processes on $\mathbb{R} \times \mathbb{R}^{d} \times(0, \infty) \times$ $[0,1]$ with respective intensity measures $\mathrm{d} t \otimes \mathrm{~d} x \otimes \mu(\mathrm{~d} r) \nu_{r}(\mathrm{~d} u)$ and $\mathrm{d} t \otimes \mathrm{~d} x \otimes \mu^{\prime}(\mathrm{d} r) \nu_{r}^{\prime}(\mathrm{d} u)$. Let $M_{0} \in \mathcal{M}_{\lambda}$ be the (for now, deterministic) initial value of the process. The dynamics of $\left(M_{t}\right)_{t \geq 0}$ are as follows. If $(t, x, r, u) \in \Pi^{N}$, a neutral event occurs at time $t$, within the closed ball $B(x, r)$ :

1. Sample a type $\kappa$ according to the type distribution within $B(x, r)$ just before the event. That is, $\kappa=0$ with probability $V_{r}^{-1} M_{t-}(B(x, r) \times\{0\})$, where $V_{r}$ is the volume of a $d$-dimensional ball of radius $r$; otherwise, $\kappa=1$.
2. Update the value of $M_{t}$ (only) within $B(x, r)$ by setting

$$
\left.M_{t}\right|_{B(x, r) \times\{0,1\}}:=\left.(1-u) M_{t-}\right|_{B(x, r) \times\{0,1\}}+\left.u \mathrm{~d} x\right|_{B(x, r)} \otimes \delta_{\kappa} .
$$

In words, at every site $y \in B(x, r)$ we keep a fraction $(1-u)$ of the population as it was just before the event, and we replace the remaining fraction $u$ by descendants of the individual with type $\kappa$ chosen during the first step. These offspring all inherit the type $\kappa$ of their parent. Thus, a representative of the density of $M_{t}$ can be taken to be $w_{t}(y)=w_{t-}(y)$ if $y \notin B(x, r)$, and

$$
w_{t}(y)=(1-u) w_{t-}(y)+u \mathbb{1}_{\{\kappa=0\}} \quad \text { if } y \in B(x, r)
$$

Similarly, if $(t, x, r, u) \in \Pi^{S}$, a selective event occurs at time $t$, within the closed ball $B(x, r)$ :

1. Sample two types $\kappa$ and $\kappa^{\prime}$ independently, according to the type distribution within $B(x, r)$ just before the event. We interpret them as the types of two "potential" parents.
2. Update the value of $M_{t}$ (only) within $B(x, r)$ by setting

$$
\left.M_{t}\right|_{B(x, r) \times\{0,1\}}:=\left.(1-u) M_{t-}\right|_{B(x, r) \times\{0,1\}}+\left.u \mathrm{~d} x\right|_{B(x, r)} \otimes \delta_{\max \left\{\kappa, \kappa^{\prime}\right\}}
$$

That is, the offspring are of type 0 if and only if both potential parents are of type 0. This time, a representative of the density of $M_{t}$ can be taken to be $w_{t}(y)=w_{t-}(y)$ if $y \notin B(x, r)$, and

$$
w_{t}(y)=(1-u) w_{t-}(y)+u \mathbb{1}_{\left\{\kappa=\kappa^{\prime}=0\right\}} \quad \text { if } y \in B(x, r)
$$

Let us now introduce the operator that will encode this dynamics. For every potential density $w: \mathbb{R}^{d} \rightarrow[0,1], x \in \mathbb{R}^{d}, r>0$ and $u \in[0,1]$, let us define

$$
\begin{align*}
& \Theta_{x, r, u}^{+}(w):=\mathbb{1}_{B(x, r)^{c}} w+\mathbb{1}_{B(x, r)}((1-u) w+u), \quad \text { and } \\
& \Theta_{x, r, u}^{-}(w):=\mathbb{1}_{B(x, r)^{c}} w+\mathbb{1}_{B(x, r)}(1-u) w . \tag{1.8}
\end{align*}
$$

These quantities will correspond to the value of the density immediately after an event $(t, x, r, u)$ if the offspring are of type 0 or type 1 respectively.

Assuming that the above description corresponds to a well-posed martingale problem, we would expect the corresponding operator $\mathcal{L}$ to act on functions of the form (1.5) as follows (recall that $V_{r}$ stands for the volume of a ball of radius $r$ ): for every $M \in \mathcal{M}_{\lambda}$,

$$
\begin{align*}
\mathcal{L} \Psi_{F, f}(M)= & \int_{\mathbb{R}^{d}} \int_{0}^{\infty} \int_{0}^{1} \int_{B(x, r)} \frac{1}{V_{r}}\left[w(y) F\left(\left\langle\Theta_{x, r, u}^{+}(w), f\right\rangle\right)\right.  \tag{1.9}\\
& \left.+(1-w(y)) F\left(\left\langle\Theta_{x, r, u}^{-}(w), f\right\rangle\right)-F(\langle w, f\rangle)\right] \mathrm{d} y \nu_{r}(\mathrm{~d} u) \mu(\mathrm{d} r) \mathrm{d} x \\
+ & \int_{\mathbb{R}^{d}} \int_{0}^{\infty} \int_{0}^{1} \int_{B(x, r)^{2}} \frac{1}{V_{r}^{2}}\left[w(y) w(z) F\left(\left\langle\Theta_{x, r, u}^{+}(w), f\right\rangle\right)\right. \\
& \left.\quad+(1-w(y) w(z)) F\left(\left\langle\Theta_{x, r, u}^{-}(w), f\right\rangle\right)-F(\langle w, f\rangle)\right] \mathrm{d} y \mathrm{~d} z \nu_{r}^{\prime}(\mathrm{d} u) \mu^{\prime}(\mathrm{d} r) \mathrm{d} x
\end{align*}
$$

Note that $\mathcal{L} \Psi_{F, f}(M)$ can also be expressed without referring to the density of $M$ :

$$
\begin{align*}
& \mathcal{L} \Psi_{F, f}(M)  \tag{1.10}\\
& =\int_{\mathbb{R}^{d}} \int_{0}^{\infty} \int_{0}^{1} \int_{B(x, r) \times\{0,1\}} \frac{1}{V_{r}}\left[\mathbb { 1 } _ { \{ 0 \} } ( \kappa ) F \left(\left\langle M, \mathbb{1}_{B(x, r)^{c} \times\{0\}} f\right\rangle+(1-u)\left\langle M, \mathbb{1}_{B(x, r) \times\{0\}} f\right\rangle\right.\right. \\
& \left.\quad+u \int_{B(x, r)} f\left(x^{\prime}\right) \mathrm{d} x^{\prime}\right)+\mathbb{1}_{\{1\}}(\kappa) F\left(\left\langle M, \mathbb{1}_{B(x, r)^{c} \times\{0\}} f\right\rangle+(1-u)\left\langle M, \mathbb{1}_{B(x, r) \times\{0\}} f\right\rangle\right) \\
& \left.\quad-F\left(\left\langle M, \mathbb{1}_{\mathbb{R}^{d} \times\{0\}} f\right\rangle\right)\right] M(\mathrm{~d} y, \mathrm{~d} \kappa) \nu_{r}(\mathrm{~d} u) \mu(\mathrm{d} r) \mathrm{d} x \\
& \quad+\int_{\mathbb{R}^{d}} \int_{0}^{\infty} \int_{0}^{1} \int_{(B(x, r) \times\{0,1\})^{2}} \frac{1}{V_{r}^{2}}\left[\mathbb { 1 } _ { \{ 0 \} } ( \kappa ) \mathbb { 1 } _ { \{ 0 \} } ( \kappa ^ { \prime } ) F \left(\left\langle M, \mathbb{1}_{B(x, r)^{c} \times\{0\}} f\right\rangle\right.\right. \\
& \left.\quad+(1-u)\left\langle M, \mathbb{1}_{B(x, r) \times\{0\}} f\right\rangle+u \int_{B(x, r)} f\left(x^{\prime}\right) \mathrm{d} x^{\prime}\right) \\
& \quad+\left(1-\mathbb{1}_{\{0\}}(\kappa) \mathbb{1}_{\{0\}}\left(\kappa^{\prime}\right)\right) F\left(\left\langle M, \mathbb{1}_{B(x, r)^{c} \times\{0\}} f\right\rangle+(1-u)\left\langle M, \mathbb{1}_{B(x, r) \times\{0\}} f\right\rangle\right) \\
& \left.\quad-F\left(\left\langle M, \mathbb{1}_{\mathbb{R}^{d} \times\{0\}} f\right\rangle\right)\right] M(\mathrm{~d} y, \mathrm{~d} \kappa) M\left(\mathrm{~d} y^{\prime}, \mathrm{d} \kappa^{\prime}\right) \nu_{r}^{\prime}(\mathrm{d} u) \mu^{\prime}(\mathrm{d} r) \mathrm{d} x,
\end{align*}
$$

where we have used the bracket notation for some of the integrals to ease the notation.

Let $B_{\mathcal{M}_{\lambda}}[0, \infty)$ (resp., $D_{\mathcal{M}_{\lambda}}[0, \infty)$ ) denote the space of all paths (resp., càdlàg paths) with values in $\mathcal{M}_{\lambda}$. When needed, $D_{\mathcal{M}_{\lambda}}[0, \infty)$ is endowed with the standard Skorokhod topology and the associated Borel $\sigma$-field. Our first main result is the following.
Theorem 1.2. Suppose that Condition (1.7) holds. Then, for every probability measure $P$ on $\mathcal{M}_{\lambda}$ we have:
(i) The $B_{\mathcal{M}_{\lambda}}[0, \infty)$-martingale problem for $(\mathcal{L}, P)$ is well-posed. That is, there exists a unique measurable process $\left(M_{t}\right)_{t \geq 0}$ with values in $\mathcal{M}_{\lambda}$ such that $M_{0}$ has law $P$ and for every function $\Psi_{F, f}$ of the form (1.5),

$$
\begin{equation*}
\left(\Psi_{F, f}\left(M_{t}\right)-\Psi_{F, f}\left(M_{0}\right)-\int_{0}^{t} \mathcal{L} \Psi_{F, f}\left(M_{s}\right) \mathrm{d} s\right)_{t \geq 0} \tag{1.11}
\end{equation*}
$$

is a martingale.
(ii) The process $\left(M_{t}\right)_{t \geq 0}$ in (i) is a Markov process and its semigroup is Feller. Moreover, it has càdlàg paths almost surely.

We can finally define the SLFV with fecundity selection in a rigourous way, assuming that Condition (1.7) is satisfied.
Definition 1.3 (SLFV with fecundity selection (SLFVS)). Let $P$ be a probability measure on $\mathcal{M}_{\lambda}$. We call spatial $\Lambda$-Fleming-Viot process with fecundity selection, with initial distribution $P$, the unique solution $\left(M_{t}\right)_{t \geq 0}$ to the martingale problem for $(\mathcal{L}, P)$ obtained in Theorem 1.2(i). In particular, by Theorem 1.2(ii), the SLFVS is a strong Markov process with càdlàg paths a.s.

The proof of Theorem 1.2, given in Section 2 to ease the exposition, proceeds as follows. First, the result would be an obvious consequence of the Poisson point process formulation if we had chosen a compact set $E$ in place of $\mathbb{R}^{d}$ for the geographical space in which the population evolves, and if the intensities of the Poisson point processes $\Pi^{N}$ and $\Pi^{S}$ were finite, as then the global rate at which events fall and $M_{t}$ is updated would be finite. We thus start from this simple case and take a sequence of Poisson point processes whose intensities converge to the (possibly infinite) intensities of $\Pi^{N}$ and $\Pi^{S}$ on $\mathbb{R} \times E \times(0, \infty) \times[0,1]$. We then take a sequence of hypercubes growing to $\mathbb{R}^{d}$, and construct the process $\left(M_{t}\right)_{t \geq 0}$ of Theorem 1.2 as a potential limit for the corresponding processes. Uniqueness of such a limit is proved via a duality relation between any solution to the martingale problem (1.11) and a given family of solutions to the martingale problem satisfied by the particle system $\left(\Xi_{t}\right)_{t \geq 0}$ introduced in Section 3. This duality argument is a natural analogue of the argument guaranteeing uniqueness of the neutral SLFV [7], for which the dual process is a system of coalescing random walks interpreted as tracing the locations of the ancestors of individuals in a sample from the population. In the case with selection, we shall see the dual process as a system of branching and coalescing random walks that describes the locations of all potential ancestors of individuals in a sample from the population modelled by $\left(M_{t}\right)_{t \geq 0}$. The technical Condition (1.7) corresponds to Assumption 2.4 in [7] and expresses the fact that each "ancestral lineage" is affected by an event at a finite rate.

Observe that the reproduction events encoded by the Poisson point process $\Pi^{S}$ favour the subpopulation of individuals of type 1 , since during an event determined by $\Pi^{S}$, offspring are of type 0 only if both the potential parents sampled are of type 0 . Since we only consider this particular form of selection in this paper, there should be no ambiguity in simply calling this process the SLFV with selection, but we emphasise that, although this is certainly one of the most natural, there are many alternative models. For example, one could modify the construction so that one first selects a parental type and then an impact depending on that type, or one could "kill" with differential weights (cf. [3, 26, 36] in the non-spatial setting).

We note that [20] describes two constructions of the SLFV. The first gives the building blocks for the existence of an SLFV with type-dependent killing, under somewhat weaker conditions than (1.7). The proof of existence is given (only) in the neutral case, but uniqueness remains open. The second construction, which requires Condition (1.7), allows for the sort of selection considered here, although, again, the actual proof of existence is only provided in the neutral case.

### 1.2 A measure-valued dual process of "potential ancestors"

In this section, we first introduce a process $\left(\Xi_{t}\right)_{t \geq 0}$ with values in the set of all finite point measures on $\mathbb{R}^{d}$, whose evolution is driven by an independent copy of the Poisson point processes $\Pi^{N}$ and $\Pi^{S}$. In Section 1.2.2, we state a duality relation between any solution to the martingale problem (1.11) and the process $\Xi$ starting from suitable initial distributions. This duality is the analogue of the relation between the neutral SLFV and its "genealogical process" (see Theorem 4.2 in [7] for a general version of this relation, and Equation (8) in [9] for the particular case of two types of individuals). This is the content of Proposition 1.7, whose proof is deferred to Section 3 to ease the exposition. Although the duality presented here is very reminiscent of the standard notion of duality between two martingale problems (see [21], pp. 188-189, with $\alpha=\beta=0$ for us), it differs in that the natural duality function

$$
f(M, \Xi)=\prod_{i=1}^{k} w\left(x_{i}\right)
$$

(for every $\Xi=\sum_{i=1}^{k} \delta_{x_{i}}$ and $M \in \mathcal{M}_{\lambda}$ with "density" $w$ ) suggested by classical population genetics is not well defined (see the discussion at the beginning of Section 1.2.2). Indeed, another representative $w^{\prime}$ of the density of $M$ may differ from $w$ at some of the $x_{i}$, yielding a different value for $f(M, \Xi)$. Consequently, we must modify the Ethier \& Kurtz approach to duality, but Relation (1.25) stated in Proposition 1.7 will still take the same form as Relation (4.35) in [21].

### 1.2.1 Definition of the dual process

In contrast with the strategy adopted in Section 1.1 to construct the SLFVS, here we do not base the definition of the dual process on a martingale problem but, instead, we provide an explicit construction of this finite rate jump process in Definition 1.4. In Proposition 1.5, we show that this definition gives rise to a well-defined Markov process which also solves a martingale problem. This will be sufficient to obtain the duality relation stated in Proposition 1.7 and which is required to prove uniqueness of the solution to the martingale problem for $(\mathcal{L}, P)$ stated in (1.11).

Let us start with some heuristics on the form and dynamics of the dual process before formulating Definition 1.4. Recall that during a neutral event $(t, x, r, u) \in \Pi^{N}$, a single parental type is chosen according to the type distribution

$$
\frac{1}{V_{r}} \int_{B(x, r)} M_{t-}(\mathrm{d} z, \mathrm{~d} \kappa)=\frac{1}{V_{r}} \int_{B(x, r)}\left(w_{t-}(z) \delta_{0}(\mathrm{~d} \kappa)+\left(1-w_{t-}(z)\right) \delta_{1}(\mathrm{~d} \kappa)\right) \mathrm{d} z
$$

in $B(x, r)$ at time $t-$. Although, strictly speaking, the density $w_{t-}$ is only defined up to a Lebesgue null set (and so for a given $z$ the value of $w_{t-}(z)$ may differ between two representatives of the density of $M_{t-}$ ), this sampling can informally be seen as picking a spatial location $z$ uniformly at random within $B(x, r)$, and then choosing a parent from
the population at $z$ immediately before the event. Thus the parent is of type 0 with probability $w_{t-}(z)$, or 1 with probability $1-w_{t-}(z)$. Similarly, the independent sampling of two types within $B(x, r)$ during a selective event can be interpreted as choosing two locations $z$ and $z^{\prime}$ independently and uniformly at random within $B(x, r)$, and then potential parental types according to the type distributions at $z$ and $z^{\prime}$ just before the event.

Suppose now that we sample $k \in \mathbb{N}$ individuals at some locations $x_{1}, \ldots, x_{k} \in \mathbb{R}^{d}$ at time 0, "the present", assuming that the population has been evolving for some very large time (that we do not specify). We want to trace back the locations of the "ancestors" of the individuals in the sample: that is, we want to go back into the past and describe at every earlier time $t$ the set of locations in $\mathbb{R}^{d}$ from which the collection of types seen in our sample may have originated. To motivate the introduction of the process $\left(\Xi_{t}\right)_{t \geq 0}$ below, let us first analyse from a genealogical perspective what happens during each reproduction event. If the event is neutral (i.e., belongs to $\Pi^{N}$ ), when an ancestor finds itself in the region affected by the event just after the latter has occurred, the probability that it belongs to the fraction $u$ of the local population replaced during the event is precisely $u$. In this case, the "parent" of this ancestor was the "individual" whose type was chosen to be the one reproduced during the event, and as expounded above, the location of this "parent" is uniformly distributed over the affected area. Consequently, precisely at the time of this event in the past, the ancestral lineage corresponding to the ancestor found in this area jumps onto the location of the "parent". On the other hand, if (with probability $1-u$ ) the ancestor does not belong to the fraction replaced, it is not an offspring of the "parent" and its ancestral lineage is not affected by the event (i.e., it remains at the same spatial location). Finally, if there is more than one ancestor in this area, each of them belongs to the fraction of the population just replaced with probability $u$ independently of each other, and the ancestral lineages of all those (and only those) who lie in this "offspring" population merge into a single ancestral lineage located at the position of the "parent". Note that this procedure is independent of the type of the "parent". During a selective event (i.e., belonging to $\Pi^{S}$ ), this can no longer be the case; since we only follow the spatial locations from which the sampled types originate, and not their types, we are unable to decide which of the two "potential" parents is the true parent of the event. Instead we follow the locations of all "potential" ancestors. More precisely, as in a neutral event, every ancestor present in the area of the event just after it occurred belongs to the fraction of the local population just replaced with probability $u$, independently of each other. At the time of the event in the past, the ancestral lineages corresponding to the ancestors who belong to the "offspring" population merge, since they all have the same "parent". However, we do not know a priori from which of the two potential "parents" they inherit their types and so the new ancestral lineage instantly splits into two potential lineages, starting from the positions of the two potential "parents", independently and uniformly distributed over the area covered by the event. This parallels the construction of the ancestral selection graph and its duality relation with the Wright-Fisher diffusion with selection in the case of a panmictic population [33, 40]. We shall sometimes use this informal description to see our dual process as a system of branching and coalescing jump processes, although this interpretation will appear much clearer when we describe the limiting "ancestral" processes that arise in the regimes of parameters on which we focus in Theorems 1.13 and 1.16.

We now give a formal definition of the process $\left(\Xi_{t}\right)_{t \geq 0}$ which will keep track of the locations of the potential ancestors of a sample taken from the current state of the population. To this end, observe that the time-reversed point processes

$$
\begin{equation*}
\overleftarrow{\Pi}^{i}:=\left\{(-t, x, r, u):(t, x, r, u) \in \Pi^{i}\right\}, \quad i \in\{N, S\} \tag{1.12}
\end{equation*}
$$

also form two independent Poisson point processes on $\mathbb{R} \times \mathbb{R}^{d} \times(0, \infty) \times[0,1]$ with the same intensity measures as the corresponding forwards in time processes. The way in which events happen in both directions of time is thus the same in distribution. Hence, let $\widetilde{\Pi}^{N}$ and $\widetilde{\Pi}^{S}$ be independent copies of $\Pi^{N}$ and $\Pi^{S}$ respectively, defined on another probability space $\left(\boldsymbol{\Omega}, \mathcal{F}^{\prime}, \mathbf{P}\right)$ (and so is the process $\Xi$ introduced below).

Let $\mathcal{M}_{p}\left(\mathbb{R}^{d}\right)$ denote the set of all finite point measures on $\mathbb{R}^{d}$, which we endow with the topology of weak convergence. The process $\left(\Xi_{t}\right)_{t \geq 0}$ will take its values in $\mathcal{M}_{p}\left(\mathbb{R}^{d}\right)$ : each atom of $\Xi_{t}$ will represent the location of a potential ancestor $t$ units of time in the past.
Definition 1.4. Let $\Xi^{0}$ be an $\mathcal{M}_{p}\left(\mathbb{R}^{d}\right)$-valued random variable, and let us define the process $\left(\Xi_{t}\right)_{t \geq 0}$ with initial value $\Xi^{0}$ as follows. We set $\Xi_{0}=\Xi^{0}$ and, for convenience, at every time $t \geq 0$ we write

$$
\Xi_{t}=\sum_{i=1}^{N_{t}} \delta_{\xi_{t}^{i}}
$$

where $N_{t}=\Xi_{t}\left(\mathbb{R}^{d}\right)$ and some of the $\xi_{t}^{i}$ may be identical (by Lemma 2.3 in [28], the elements of this decomposition are measurable functions of $\Xi_{t}$ ). Note that the ordering by $1, \ldots, N_{t}$ of the atoms is arbitrary and will play no role in the updating of $\Xi_{t}$.

Then:
For every $(t, x, r, u) \in \widetilde{\Pi}^{N}$ :

1. To each $\xi_{t-}^{i} \in B(x, r)$, we independently give a mark with probability $u$, or not with probability $1-u$;
2. If at least one atom $\xi_{t-}^{i}$ is marked, to form $\Xi_{t}$ we remove all the marked atoms from $\Xi_{t-}$ and we add a Dirac mass at a location which is drawn uniformly at random from within $B(x, r)$.

For every $(t, x, r, u) \in \widetilde{\Pi}^{S}$ :

1. To each $\xi_{t-}^{i} \in B(x, r)$, we independently give a mark with probability $u$, or not with probability $1-u$;
2. If at least one atom $\xi_{t-}^{i}$ is marked, to form $\Xi_{t}$ we remove all the marked atoms from $\Xi_{t-}$ and we add two Dirac masses at locations which are drawn independently and uniformly from within $B(x, r)$.

In both cases, if no particles in $\Xi_{t-}$ are marked, then nothing happens.
Note that the point measure $\Xi_{t}$ always has at least one atom (unless $\Xi_{0}=0$ ), since any removal is accompanied by the insertion of at least one new atom.

Before stating the result showing that this definition gives rise to a well-defined Markov process, let us introduce the operator $\mathcal{G}$ which will turn out to be the extended generator of $\left(\Xi_{t}\right)_{t \geq 0}$ (i.e., the operator on which the martingale problem satisfied by $\Xi$ is based). Let $C_{b}^{1}(\mathbb{R})$ denote the set of all functions on $\mathbb{R}$ which are bounded, of class $C^{1}$ and whose first derivatives are bounded. Let also $\mathcal{B}_{b}\left(\mathbb{R}^{d}\right)$ denote the set of all bounded measurable functions on $\mathbb{R}^{d}$. For every $F \in C_{b}^{1}(\mathbb{R})$ and $f \in \mathcal{B}_{b}\left(\mathbb{R}^{d}\right)$, we define the function $\Phi_{F, f}$ by

$$
\begin{equation*}
\Phi_{F, f}(\Xi):=F(\langle\Xi, f\rangle), \quad \forall \Xi \in \mathcal{M}_{p}\left(\mathbb{R}^{d}\right) \tag{1.13}
\end{equation*}
$$

where $\langle\Xi, f\rangle=\int f(x) \Xi(\mathrm{d} x)$. Finally, we define the function $\mathcal{G} \Phi_{F, f}$ as follows. For every $\Xi=\sum_{i=1}^{l} \delta_{x_{i}} \in \mathcal{M}_{p}\left(\mathbb{R}^{d}\right)$,

$$
\begin{align*}
\mathcal{G} \Phi_{F, f}(\Xi):= & \int_{\mathbb{R}^{d}} \int_{0}^{\infty} \int_{0}^{1} \int_{B(x, r)} \frac{1}{V_{r}}\left[\sum_{\substack{\mid I_{x, r}(\Xi)}} u^{|D|}(1-u)^{\left|I_{x, r}(\Xi) \backslash D\right|}\right.  \tag{1.14}\\
& \left.\times\left(F\left(\langle\Xi, f\rangle-\sum_{i \in D} f\left(x_{i}\right)+f(z)\right)-F(\langle\Xi, f\rangle)\right)\right] \mathrm{d} z \nu_{r}(\mathrm{~d} u) \mu(\mathrm{d} r) \mathrm{d} x \\
& +\int_{\mathbb{R}^{d}} \int_{0}^{\infty} \int_{0}^{1} \int_{B(x, r)^{2}} \frac{1}{V_{r}^{2}}\left[\sum_{D \subseteq I_{x, r}(\Xi)} u^{|D|}(1-u)^{\left|I_{x, r}(\Xi) \backslash D\right|}\right. \\
& \left.\times\left(F\left(\langle\Xi, f\rangle-\sum_{i \in D} f\left(x_{i}\right)+f(z)+f\left(z^{\prime}\right)\right)-F(\langle\Xi, f\rangle)\right)\right] \mathrm{d} z \mathrm{~d} z^{\prime} \nu_{r}^{\prime}(\mathrm{d} u) \mu^{\prime}(\mathrm{d} r) \mathrm{d} x
\end{align*}
$$

where

$$
\begin{equation*}
I_{x, r}(\Xi)=\left\{i \in\{1, \ldots, l\}: x_{i} \in B(x, r)\right\} \tag{1.15}
\end{equation*}
$$

is the set of atoms of $\Xi$ sitting in the closed ball $B(x, r)$ and by convention, the sum over $D \subset I_{x, r}(\Xi),|D| \geq 1$ is set to 0 if $I_{x, r}(\Xi)$ is empty. Note again that by Lemma 2.3 in [28], the elements $l, x_{1}, \ldots, x_{l}$ of the decomposition of $\Xi$ are measurable functions of $\Xi$, and so the mapping $\mathcal{G} \Phi_{F, f}$ is a well-defined measurable function on $\mathcal{M}_{p}\left(\mathbb{R}^{d}\right)$.
Proposition 1.5. The process $\left(\Xi_{t}\right)_{t \geq 0}$ of Definition 1.4 is a well-defined Markov jump process with values in $\mathcal{M}_{p}\left(\mathbb{R}^{d}\right)$. In addition, if there exists $K>0$ such that $\mathbf{P}\left[\Xi^{0}\left(\mathbb{R}^{d}\right) \leq\right.$ $K]=1$, then for every $F \in C_{b}^{1}(\mathbb{R})$ and $f \in \mathcal{B}_{b}\left(\mathbb{R}^{d}\right)$, the process

$$
\begin{equation*}
\left(\Phi_{F, f}\left(\Xi_{t}\right)-\Phi_{F, f}\left(\Xi_{0}\right)-\int_{0}^{t} \mathcal{G} \Phi_{F, f}\left(\Xi_{s}\right) \mathrm{d} s\right)_{t \geq 0} \tag{1.16}
\end{equation*}
$$

is a martingale.
Proof of Proposition 1.5. Let us first argue that the process $\left(\Xi_{t}\right)_{t \geq 0}$ of Definition 1.4 is well defined for all time $t \geq 0$. Let us focus on a given atom in $\Xi_{t}$ (for some $t \geq 0$ ), say at $z \in \mathbb{R}^{d}$. Since it is affected by a reproduction event only if it lies in the area of the event and if it is marked (which happens with a prescribed probability $u$ ), by construction the rate at which this atom is impacted by an event is given by

$$
\begin{align*}
& \int_{\mathbb{R}^{d}} \int_{0}^{\infty} \int_{0}^{1} \mathbb{1}_{\{|z-x| \leq r\}} u \nu_{r}(\mathrm{~d} u) \mu(\mathrm{d} r) \mathrm{d} x+\int_{\mathbb{R}^{d}} \int_{0}^{\infty} \int_{0}^{1} \mathbb{1}_{\{|z-x| \leq r\}} u \nu_{r}^{\prime}(\mathrm{d} u) \mu^{\prime}(\mathrm{d} r) \mathrm{d} x \\
& =\int_{0}^{\infty} \int_{0}^{1} V_{r} u \nu_{r}(\mathrm{~d} u) \mu(\mathrm{d} r)+\int_{0}^{\infty} \int_{0}^{1} V_{r} u \nu_{r}^{\prime}(\mathrm{d} u) \mu^{\prime}(\mathrm{d} r):=C_{0}<\infty \tag{1.17}
\end{align*}
$$

(where the finiteness of $C_{0}$ comes from Condition (1.7)), and so the total rate at which any of the atoms of $\Xi_{t}$ is affected, and hence $\Xi$ jumps, is bounded from above by $C_{0} \Xi_{t}\left(\mathbb{R}^{d}\right)$. Furthermore, the number of atoms in $\Xi_{t}$ can increase only during an event of $\widetilde{\Pi}^{S}$, and by at most one (if only one atom is erased and two atoms are created during a selective event). Consequently, the total number of atoms in $\Xi_{t}$ is stochastically bounded by the number of particles in a Yule process starting with $\Xi_{0}\left(\mathbb{R}^{d}\right)$ particles, each of which splits into two at constant rate

$$
\begin{equation*}
\int_{0}^{\infty} \int_{0}^{1} V_{r} u \nu_{r}^{\prime}(\mathrm{d} u) \mu^{\prime}(\mathrm{d} r) \tag{1.18}
\end{equation*}
$$

independently of each other. Combining the above with the fact that $\Xi_{0}\left(\mathbb{R}^{d}\right)$ is finite a.s., we obtain that with probability one the total mass of $\Xi_{t}$ is finite for every $t \geq 0$ and there is no accumulation of jumps in finite time. That is, $\left(\Xi_{t}\right)_{t \geq 0}$ is a finite rate jump process defined for all time $t \geq 0$. The fact that $\Xi$ is Markovian then comes from the Poisson point process structure of its evolution.

Let us now give a bound on $\mathcal{G} \Phi_{F, f}(\Xi)$, defined in (1.14), to prove first that the operator $\mathcal{G}$ is well-defined on the set of test functions considered, and second that $\left(\Xi_{t}\right)_{t \geq 0}$ is indeed solution to the martingale problem (1.16). To this end, let $F \in C_{b}^{1}(\mathbb{R}), f \in \mathcal{B}_{b}\left(\mathbb{R}^{d}\right)$ and $\Xi \in \mathcal{M}_{p}\left(\mathbb{R}^{d}\right)$. Denoting the sup norm by $\|\cdot\|$ and applying Taylor's theorem to the function $F$, we can write

$$
\begin{align*}
& \left|\mathcal{G} \Phi_{F, f}(\Xi)\right|  \tag{1.19}\\
& \leq\left\|F^{\prime}\right\| \Xi\left(\mathbb{R}^{d}\right)\|f\| \int_{\mathbb{R}^{d}} \int_{0}^{\infty} \int_{0}^{1}\left[\sum_{\substack{\mid I_{x, r}(\Xi)}} u^{|D|}(1-u)^{\left|I_{x, r}(\Xi) \backslash D\right|}\right] \nu_{r}(\mathrm{~d} u) \mu(\mathrm{d} r) \mathrm{d} x \\
& \quad+\left\|F^{\prime}\right\|\left(\Xi\left(\mathbb{R}^{d}\right)+1\right)\|f\| \int_{\mathbb{R}^{d}} \int_{0}^{\infty} \int_{0}^{1}\left[\sum_{\substack{\left|\subseteq I_{x, r}(\Xi)\\
\right| D \mid \geq 1}} u^{|D|}(1-u)^{\left|I_{x, r}(\Xi) \backslash D\right|}\right] \nu_{r}^{\prime}(\mathrm{d} u) \mu^{\prime}(\mathrm{d} r) \mathrm{d} x
\end{align*}
$$

Next, using the bounds $\left|I_{x, r}(\Xi)\right|=\Xi(B(x, r)) \leq \Xi\left(\mathbb{R}^{d}\right)$,

$$
\sum_{\substack{D \subseteq I_{x, r}(\Xi) \\|D| \geq 1}} u^{|D|}(1-u)^{\left|I_{x, r}(\Xi) \backslash D\right|}=1-(1-u)^{\left|I_{x, r}(\Xi)\right|} \leq u\left|I_{x, r}(\Xi)\right| \leq u \Xi\left(\mathbb{R}^{d}\right) \mathbb{1}_{\{\Xi(B(x, r))>0\}}
$$

and

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} \int_{0}^{\infty} \int_{0}^{1} u & \Xi\left(\mathbb{R}^{d}\right) \mathbb{1}_{\{\Xi(B(x, r))>0\}} \nu_{r}(\mathrm{~d} u) \mu(\mathrm{d} r) \mathrm{d} x \\
& \leq \Xi\left(\mathbb{R}^{d}\right) \int_{0}^{\infty} \int_{0}^{1} u \operatorname{Vol}(\operatorname{Supp}(\Xi)+B(0, r)) \nu_{r}(\mathrm{~d} u) \mu(\mathrm{d} r) \\
& \leq C_{d} \Xi\left(\mathbb{R}^{d}\right)^{2} \int_{0}^{\infty} \int_{0}^{1} u r^{d} \nu_{r}(\mathrm{~d} u) \mu(\mathrm{d} r)
\end{aligned}
$$

where $\operatorname{Supp}(\Xi)$ denotes the (discrete) support of $\Xi$ and $C_{d}$ is the volume of a $d$-dimensional ball of radius 1 , we obtain that

$$
\begin{align*}
&\left|\mathcal{G} \Phi_{F, f}(\Xi)\right| \leq C_{d}\left\|F^{\prime}\right\|\|f\| \Xi\left(\mathbb{R}^{d}\right)^{2}\left(\Xi\left(\mathbb{R}^{d}\right)+1\right) \\
& \times\left(\int_{0}^{\infty} \int_{0}^{1} u r^{d} \nu_{r}(\mathrm{~d} u) \mu(\mathrm{d} r)+\int_{0}^{\infty} \int_{0}^{1} u r^{d} \nu_{r}^{\prime}(\mathrm{d} u) \mu^{\prime}(\mathrm{d} r)\right) \tag{1.20}
\end{align*}
$$

From this we can first conclude that the operator $\mathcal{G}$ is indeed well-defined on the set of functions of the form $\Phi_{F, f}$, with $F \in C_{b}^{1}(\mathbb{R})$ and $f \in \mathcal{B}_{b}\left(\mathbb{R}^{d}\right)$. It is then straightforward to see that for every such test function and every $\Xi \in \mathcal{M}_{p}\left(\mathbb{R}^{d}\right)$,

$$
\begin{equation*}
\left.\frac{\mathrm{d}}{\mathrm{~d} t} \mathbf{E}_{\Xi}\left[\Phi_{F, f}\left(\Xi_{t}\right)\right]\right|_{t=0}=\mathcal{G} \Phi_{F, f}(\Xi) \tag{1.21}
\end{equation*}
$$

Since $\Xi^{0}\left(\mathbb{R}^{d}\right) \leq K$ a.s., the Yule process with branching rate given in (1.18) that dominates the number of particles in $\Xi$ has finite moments at any time $t \geq 0$ (see Equation (5) in [50] for the original derivation of the distribution of the number of individuals at any time $t$ in a Yule process, which is negative binomial for any initial number of individuals),
and so the expression on the r.h.s. of (1.20) applied to $\Xi_{t}$ is integrable for any $t \geq 0$. Combined with the boundedness of $F$ and Fubini's theorem, this yields that

$$
\Phi_{F, f}\left(\Xi_{t}\right)-\Phi_{F, f}\left(\Xi_{0}\right)-\int_{0}^{t} \mathcal{G} \Phi_{F, f}\left(\Xi_{s}\right) \mathrm{d} s
$$

is integrable for every $t \geq 0$. Together with (1.21), this allows us to conclude that $\Xi$ is indeed a solution to the martingale problem (1.16) with initial distribution the law of $\Xi^{0}$ 。

### 1.2.2 Duality relation between $\left(M_{t}\right)_{t \geq 0}$ and $\left(\Xi_{t}\right)_{t \geq 0}$

A key feature of our model, that we shall use repeatedly, is the fact that the processes $\left(M_{t}\right)_{t \geq 0}$ and $\left(\Xi_{t}\right)_{t \geq 0}$ are dual to each other if we restrict our attention to initial distributions on $\mathcal{M}_{p}\left(\mathbb{R}^{\bar{d}}\right)$ of a particular form (in essence, the atoms of $\Xi_{0}$ should be random and have a distribution absolutely continuous with respect to Lebesgue measure - see below). As in the neutral case [7, 9], this will allow us to transfer the information we obtain on $\left(M_{t}\right)_{t \geq 0}$ onto $\left(\Xi_{t}\right)_{t \geq 0}$, and vice versa. Because we want to use this property in the proof of existence of $\left(M_{t}\right)_{t \geq 0}$ in Section 2 (more precisely, to show that there is at most one solution to the martingale problem for $\left(\mathcal{L}, \delta_{M^{0}}\right)$ ), Proposition 1.7 is phrased in a more general way and relates $\left(\Xi_{t}\right)_{t \geq 0}$ to any solution to the martingale problem for $\mathcal{L}$.

The difficulty that we face is that the density of any element of $\mathcal{M}_{\lambda}$ is only defined Lebesgue a.e. and so the usual test functions used to establish such dualities in population genetics when the underlying geographical space is discrete, which take the form

$$
\begin{equation*}
D(M, \Xi):=\exp \left(\int_{\mathbb{R}^{d}} \ln w(x) \Xi(\mathrm{d} x)\right)=\prod_{i=1}^{k} w\left(x_{i}\right) \tag{1.22}
\end{equation*}
$$

for $M \in \mathcal{M}_{\lambda}$ with density $w$ and $\Xi=\sum_{i=1}^{k} \delta_{x_{i}}$, will not make sense. However, if, instead of taking deterministic points $x_{1}, \ldots, x_{k}$, we take random points, with a distribution which has a density $\psi$ with respect to Lebesgue measure on $\left(\mathbb{R}^{d}\right)^{k}$, then writing $\mu_{\psi}$ for the law of the random measure constructed in this way, we have for any $M \in \mathcal{M}_{\lambda}$

$$
\begin{align*}
\int_{\mathcal{M}_{p}\left(\mathbb{R}^{d}\right)} & D(M, X) \mu_{\psi}(d X)=\int_{\left(\mathbb{R}^{d}\right)^{k}} \psi\left(x_{1}, \ldots, x_{k}\right)\left\{\prod_{j=1}^{k} w\left(x_{j}\right)\right\} \mathrm{d} x_{1} \cdots \mathrm{~d} x_{k}  \tag{1.23}\\
= & \int_{\left(\mathbb{R}^{d} \times\{0,1\}\right)^{k}} \psi\left(x_{1}, \ldots, x_{k}\right)\left\{\prod_{j=1}^{k} \mathbb{1}_{\{0\}}\left(\kappa_{j}\right)\right\} M\left(\mathrm{~d} x_{1}, \mathrm{~d} \kappa_{1}\right) \cdots M\left(\mathrm{~d} x_{k}, \mathrm{~d} \kappa_{k}\right)
\end{align*}
$$

which is well-defined (and independent of the representative $w$ of the density of $M$ ). The following property will therefore be very useful for the main result of this section, Proposition 1.7.
Lemma 1.6. Suppose that the distribution of $\Xi_{0}$ has the form $\mu_{\psi}$, for some $k \geq 1$ and some density function $\psi$ on $\left(\mathbb{R}^{d}\right)^{k}$. Then for every $t \geq 0$ and every $j \in\{1,2, \ldots\}$, conditionally on $N_{t}=j$, the law of $\left(\xi_{t}^{1}, \ldots, \xi_{t}^{j}\right)$ is absolutely continuous with respect to Lebesgue measure on $\left(\mathbb{R}^{d}\right)^{j}$.

Proof of Lemma 1.6. The desired property follows from the fact that during every event of $\widetilde{\Pi}^{N}$ or $\widetilde{\Pi}^{S}$, the distribution of each "potential parent" is uniformly distributed over the area of the event, independently of the current locations of the atoms of $\Xi_{s}$. Hence, each time a point from $\Xi_{s}$ is removed, the one or two atoms that are added have a location whose law is absolutely continuous with respect to Lebesgue measure on $\mathbb{R}^{d}$, while the
thinning procedure used to remove the points already in $\Xi_{s}$ preserves the property that the distribution of the locations of the remaining atoms has a density with respect to Lebesgue measure.

Setting for every vector of $k$ locations $\left(x_{1}, \ldots, x_{k}\right) \in\left(\mathbb{R}^{d}\right)^{k}$

$$
\begin{equation*}
\Xi\left[x_{1}, \ldots, x_{k}\right]:=\sum_{i=1}^{k} \delta_{x_{i}} \in \mathcal{M}_{p}\left(\mathbb{R}^{d}\right) \tag{1.24}
\end{equation*}
$$

writing $\Xi_{0} \sim \mu_{\psi}$ to denote the fact that the random variable $\Xi_{0}$ has law $\mu_{\psi}$, and recalling that $\mathbb{P}$ (resp., $\mathbf{P}$ ) is the probability measure on the space on which $\left(M_{t}\right)_{t \geq 0}\left(r e s p .,\left(\Xi_{t}\right)_{t \geq 0}\right)$ is defined, we can now state the following result, whose proof is given in Section 3.
Proposition 1.7. Let $M^{0} \in \mathcal{M}_{\lambda}, k \in\{1,2, \ldots\}$ and let $\psi$ be a density function on $\left(\mathbb{R}^{d}\right)^{k}$. Then any solution $\left(M_{t}\right)_{t \geq 0}$ to the $B_{\mathcal{M}_{\lambda}}[0, \infty)$-martingale problem for $\left(\mathcal{L}, \delta_{M^{0}}\right)$ satisfies: for every $t \geq 0$

$$
\begin{equation*}
\int_{\mathcal{M}_{p}\left(\mathbb{R}^{d}\right)} \mathbb{E}\left[D\left(M_{t}, X\right) \mid M_{0}=M^{0}\right] \mu_{\psi}(d X)=\mathbf{E}\left[D\left(M^{0}, \Xi_{t}\right) \mid \Xi_{0} \sim \mu_{\psi}\right] \tag{1.25}
\end{equation*}
$$

Equivalently, by Fubini's theorem and (1.23),

$$
\begin{align*}
\mathbb{E}_{M^{0}}\left[\int_{\left(\mathbb{R}^{d}\right)^{k}}\right. & \left.\psi\left(x_{1}, \ldots, x_{k}\right)\left\{\prod_{j=1}^{k} w_{t}\left(x_{j}\right)\right\} \mathrm{d} x_{1} \cdots \mathrm{~d} x_{k}\right] \\
& =\int_{\left(\mathbb{R}^{d}\right)^{k}} \psi\left(x_{1}, \ldots, x_{k}\right) \mathbf{E}_{\Xi\left[x_{1}, \ldots, x_{k}\right]}\left[\prod_{j=1}^{N_{t}} w^{0}\left(\xi_{t}^{j}\right)\right] \mathrm{d} x_{1} \cdots \mathrm{~d} x_{k} \tag{1.26}
\end{align*}
$$

Remark 1.8. By linearity, (1.26) also holds for every $\psi \in \mathbb{L}^{1}\left(\left(\mathbb{R}^{d}\right)^{k}\right)$. In addition, to keep the notation simple we have restricted our attention to deterministic initial values $M^{0}$, but the proof of Proposition 1.7 shows that a similar duality formula holds when $M^{0}$ is any $\mathcal{M}_{\lambda}$-valued random variable. See in particular (3.12), which only needs to be integrated with respect to the law of $M^{0}$ to yield the result.
Remark 1.9. One may try to use Proposition 1.7 to prove uniqueness of the solution to the martingale problem for $\left(\mathcal{G}, \mu_{\psi}\right)$, which is satisfied by $\left(\Xi_{t}\right)_{t \geq 0}$. To this end, in the statement of Proposition 1.7, we would like to replace the process $\left(\Xi_{t}\right)_{t \geq 0}$ of Definition 1.4 by any process $\left(\widetilde{\Xi}_{t}\right)_{t \geq 0}$ solving the same martingale problem (1.16). However, in contrast with the explicit construction of $\Xi$ which immediately yields Lemma 1.6, one cannot see from the martingale problem formulation that at any time $t \geq 0$, conditionally on $\widetilde{\Xi}_{t}\left(\mathbb{R}^{d}\right)$, the law of the locations in $\mathbb{R}^{d}$ of the atoms of $\widetilde{\Xi}_{t}$ is absolutely continuous with respect to Lebesgue measure on $\left(\mathbb{R}^{d}\right)^{\widetilde{\Xi}_{t}\left(\mathbb{R}^{d}\right)}$. But this property is crucial to the proof of Proposition 1.7, and therefore we cannot prove that (1.26) holds more generally than for the process $\Xi$ of Definition 1.4.

### 1.3 Convergence of the rescaled SLFVS to Fisher-KPP processes

Now that we have introduced the spatial $\Lambda$-Fleming-Viot process with selection and its dual process of "potential ancestors", we turn to the main questions of this work: can we recover the solution to the deterministic or the stochastic Fisher-KPP equation as a scaling limit of the SLFVS, and how does the introduction of (a particular form of) rare but geographically extended extinction-recolonisation events impact the law of the limiting process under analogous scaling assumptions? Recall that the Fisher-KPP equation is a classical model for the wave of advance of a slightly favourable allele in a very dense population, in which individuals reproduce locally, so that changes in local
allele frequencies are continuous in time and space. In our framework, this corresponds to focusing on a regime of parameters in which selective events are rare compared to neutral events, the impact of every event (i.e., the fraction of the local population actually affected by the event) is very small, and the event radii have a bounded variance. Therefore, writing $n$ for a parameter that we shall let tend to infinity, in what follows we shall assume that there exist $\delta, \gamma>0$ such that the relative frequency of selective events to neutral events scales like $n^{-\delta}$, and the impact of every event scales like $n^{-\gamma}$. Furthermore, in the first case that we consider below, all events will have the same radius (but the assumption of bounded radii would lead to the same type of results), and this assumption will be relaxed in the second case we consider. Since we are interested in the patterns of variation that we see under this model if we look over large spatial and temporal scales, we shall need a third parameter $\beta \geq 0$ to describe the relevant spatial scale to be considered: time will be scaled by a factor $n$ when space will be scaled by a factor $n^{\beta}$.

Let us be more precise about our assumptions. First, we concentrate on the particular case in which the intensity measures of the Poisson point processes of reproduction events (see Definition 1.3) satisfy

$$
\begin{equation*}
\mu^{\prime}(\mathrm{d} r) \nu_{r}^{\prime}(\mathrm{d} u)=s_{n} \mu(\mathrm{~d} r) \nu_{r}(\mathrm{~d} u) \tag{1.27}
\end{equation*}
$$

for a parameter $s_{n}$ of the form $\sigma n^{-\delta}$, with $\sigma>0$ independent of $n$. That is, the distribution of radii and impacts are the same for neutral and selective events, but neutral events happen $n^{\delta} / \sigma$ times faster than events during which type 1 individuals are favoured. We also choose very special forms for the measures $\mu(\mathrm{d} r)$ and $\nu_{r}(\mathrm{~d} u)$. Our results will certainly hold under much more general conditions, but the proofs become obscured by notation. More precisely, we assume that all events (neutral and selective) have impact $u_{n}=u n^{-\gamma}$, where $u>0$ is independent of $n$. In formulae:

$$
\begin{equation*}
\nu_{r}(\mathrm{~d} u)=\nu_{r}^{\prime}(\mathrm{d} u)=\delta_{u_{n}}(\mathrm{~d} u) \quad \text { for every } r>0 \tag{1.28}
\end{equation*}
$$

implying in particular that $\mu^{\prime}=s_{n} \mu$ by (1.27). The assumptions that

$$
\begin{equation*}
u_{n}=\frac{u}{n^{\gamma}}, \quad \text { and } \quad s_{n}=\frac{\sigma}{n^{\delta}} \tag{1.29}
\end{equation*}
$$

mirror the usual assumptions in the classical Moran and Wright-Fisher models, in the absence of spatial structure, in which one is interested in the scaling limits that are obtained as population size $N$ tends to infinity while $N s_{N}$ remains $\mathcal{O}(1)$ (see, e.g., Chapter 5 in [16]).

We shall consider the following two cases:

- Fixed radius: $\mu(\mathrm{d} r)=\delta_{R}(\mathrm{~d} r)$, for some fixed $R>0$. In this case, we choose $\gamma=1 / 3, \delta=2 / 3, \beta=1 / 3$ and set (in any dimension)

$$
\begin{equation*}
\bar{w}_{t}^{n}(x):=\frac{1}{V_{R}} M_{n t}\left(B\left(n^{\beta} x, R\right) \times\{0\}\right)=\frac{1}{V_{R}} \int_{B\left(n^{1 / 3} x, R\right)} w_{n t}(y) \mathrm{d} y \tag{1.30}
\end{equation*}
$$

where we recall that $V_{R}$ stands for the volume of a $d$-dimensional ball of radius $R$. Writing $w_{t}^{n}(\cdot)=w_{n t}\left(n^{1 / 3} \cdot\right)$ and $B_{n}(x)=B\left(x, n^{-1 / 3} R\right)$, we see that

$$
\bar{w}_{t}^{n}(x)=\frac{n^{d / 3}}{V_{R}} \int_{B_{n}(x)} w_{t}^{n}(x),
$$

and so this scaling corresponds to scaling down the spatial coordinate by $n^{\beta}=$ $n^{1 / 3}$ (so that distance one in the new units corresponds to distance $n^{1 / 3}$ in the original units), and to considering the timescale ( $n t, t \geq 0$ ). The random variable $\bar{w}_{t}^{n}(x)$ gives the local proportion of individuals of the unfavoured type 0 in a small neighbourhood (of radius $n^{-1 / 3} R$ ) of the point $x$ and at time $t$ in these new units.

- Stable radii: For some $\alpha \in(1,2)$, we set

$$
\begin{equation*}
\mu(\mathrm{d} r)=\frac{\mathbb{1}_{\{r \geq 1\}}}{r^{d+\alpha+1}} \mathrm{~d} r \tag{1.31}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{w}_{t}^{n}(x):=\frac{1}{V_{1}} M_{n t}\left(B\left(n^{\beta} x, 1\right) \times\{0\}\right)=\frac{1}{V_{1}} \int_{B\left(n^{\beta} x, 1\right)} w_{n t}(y) \mathrm{d} y \tag{1.32}
\end{equation*}
$$

with

$$
\begin{equation*}
\beta=\frac{1}{2 \alpha-1}, \quad \gamma=\frac{\alpha-1}{2 \alpha-1} \quad \text { and } \quad \delta=\frac{\alpha}{2 \alpha-1} \tag{1.33}
\end{equation*}
$$

In both cases, we write $\bar{M}_{t}^{n}$ for the random measure (taking its values in $\mathcal{M}_{\lambda}$ ) with density $\bar{w}_{t}^{n}$. It is straightforward to check that the integrability conditions (1.7) are satisfied; in particular, the indicator function $\mathbb{1}_{\{r \geq 1\}}$ in the definition of $\mu$ in the stable case prevents microscopic events from accumulating at a rate which would violate these conditions. Consequently, the unscaled $\mathcal{M}_{\lambda}$-valued process corresponding to each $n$ is well-defined, and so is its scaled and locally averaged version $\left(\bar{M}_{t}^{n}\right)_{t \geq 0}$. Note however that the process $\bar{M}^{n}=\left(\bar{M}_{t}^{n}\right)_{t \geq 0}$ is not Markovian. Indeed, it is not simply obtained by a change in space and time coordinates of the measures $\left(M_{t}\right)_{t \geq 0}$ (with parameters $s_{n}, u_{n}$, ...) but its density $\bar{w}_{t}^{n}$ at any time is defined as an average over a ball of fixed radius $R$ (or 1 in the stable case) of the density of $M_{n t}$. Therefore, the law of the "parental" type(s) picked during an event cannot be expressed in terms of a sampling from the current value of $\bar{M}^{n}$ and, additionally, the change in the value of each $\bar{w}_{t}^{n}(y)$ due to an event centered in $B(x, r)$ will depend on the geometry of the intersection $B\left(n^{\beta} y, R\right) \cap B(x, r)$. Hence, the evolution of quantities of the form $\left\langle\bar{w}_{t}^{n}, f\right\rangle$, with $f \in C_{c}\left(\mathbb{R}^{d}\right)$, cannot be fully described in terms of $\bar{M}_{t}^{n}$.
Remark 1.10. We recover the parameters for the fixed radius case from those for stable radii on setting $\alpha=2$, and so there is some sort of continuity between the two regimes. In the fixed radius case, we are able to provide an informal argument which explains why our choice for the parameters $\beta, \gamma, \delta$ is appropriate (cf. Section 4). These heuristics also partly explain the choice of the parameter values in the stable case. The missing condition on $\beta, \gamma, \delta$ in this case is less intuitive and arises from a generator calculation, see also Section 4.

Recall that the space $\mathcal{M}_{\lambda}$ is equipped with the topology of vague convergence. Let $C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ denote the set of all smooth compactly supported functions on $\mathbb{R}^{d}$ and recall the notation $\langle w, f\rangle$ from (1.4). Our main results are as follows, starting with the case of "local" reproduction.
Theorem 1.11 (Fixed radius). Suppose that $\left(\bar{M}_{0}^{n}\right)_{n \geq 1}$ converges in distribution to some $M_{0} \in \mathcal{M}_{\lambda}$. Then, as $n \rightarrow \infty$, the process $\left(\bar{M}_{t}^{n}\right)_{t \geq 0}$ converges weakly in $D_{\mathcal{M}_{\lambda}}[0, \infty)$ towards a Markov process $\left(M_{t}^{\infty}\right)_{t \geq 0}$ with continuous sample paths, starting at $M_{0}^{\infty}=M_{0}$. The limiting process is characterised as follows. Let

$$
\begin{equation*}
\Gamma_{R}=\frac{1}{V_{R}} \int_{B(0, R)} \int_{B(x, R)}\left(z_{1}\right)^{2} \mathrm{~d} z \mathrm{~d} x \tag{1.34}
\end{equation*}
$$

(where $z_{1}$ denotes the first coordinate of $z$ ).
(i) When $d=1,\left(M_{t}^{\infty}\right)_{t \geq 0}$ is the unique process for which, for every choice of the representative $w_{s}^{\infty}$ of the density of $M_{s}^{\infty}$ at every time $s$, and for every $f, g \in C_{c}^{\infty}(\mathbb{R})$,

$$
\mathcal{Z}^{f}:=\left(\left\langle w_{t}^{\infty}, f\right\rangle-\left\langle w_{0}^{\infty}, f\right\rangle-\int_{0}^{t}\left\{\frac{u \Gamma_{R}}{2}\left\langle w_{s}^{\infty}, \Delta f\right\rangle-2 R u \sigma\left\langle w_{s}^{\infty}\left(1-w_{s}^{\infty}\right), f\right\rangle\right\} \mathrm{d} s\right)_{t \geq 0}
$$

is a continuous zero-mean martingale with quadratic variation at time $t$ equal to

$$
4 R^{2} u^{2} \int_{0}^{t}\left\langle w_{s}^{\infty}\left(1-w_{s}^{\infty}\right), f^{2}\right\rangle \mathrm{d} s
$$

Furthermore, the bracket process between $\mathcal{Z}^{f}$ and $\mathcal{Z}^{g}$ is given by

$$
\left[\mathcal{Z}^{f}, \mathcal{Z}^{g}\right]_{t}=4 R^{2} u^{2} \int_{0}^{t}\left\langle w_{s}^{\infty}\left(1-w_{s}^{\infty}\right), f g\right\rangle \mathrm{d} s
$$

(ii) When $d \geq 2,\left(M_{t}^{\infty}\right)_{t \geq 0}$ is the unique (deterministic) process for which, for every choice of the representative $w_{s}^{\infty}$ of the density of $M_{s}^{\infty}$ at every time $s$, and for every $f \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ and $t \geq 0$,

$$
\left\langle w_{t}^{\infty}, f\right\rangle=\left\langle w_{0}^{\infty}, f\right\rangle+\int_{0}^{t}\left\{\frac{u \Gamma_{R}}{2}\left\langle w_{s}^{\infty}, \Delta f\right\rangle-u \sigma V_{R}\left\langle w_{s}^{\infty}\left(1-w_{s}^{\infty}\right), f\right\rangle\right\} \mathrm{d} s
$$

Informally, in one space dimension, one can see the time-indexed family of densities of the limiting process $\left(M_{t}^{\infty}\right)_{t \geq 0}$ as a weak solution to the stochastic partial differential equation

$$
\frac{\partial w}{\partial t}=\frac{u \Gamma_{R}}{2} \Delta w-2 R u \sigma w(1-w)+2 R u \sqrt{w(1-w)} \dot{\mathcal{W}}
$$

(independently of the representative chosen at every time $t$ ), where $\dot{\mathcal{W}}$ a space-time white noise. In dimension $d \geq 2$, on the other hand, the noise term disappears in the limit and the time-indexed family of densities of $\left(M_{t}^{\infty}\right)_{t \geq 0}$ can be seen as a weak solution to the deterministic Fisher-KPP equation

$$
\frac{\partial w}{\partial t}=\frac{u \Gamma_{R}}{2} \Delta w-u \sigma V_{R} w(1-w)
$$

Remark 1.12. As we shall explain in Section 4, our choice of $\beta=1 / 3=\gamma$ and $\delta=2 / 3$ is obtained by solving

$$
1-\gamma=2 \beta, \quad 1-\delta-\gamma=0, \quad \text { and } \beta=\gamma
$$

This set of three equations guarantees that in one dimension, the limiting process $M^{\infty}$ is solution to the stochastic Fisher-KPP equation. If we replace the last condition by the inequality $0<\beta<\gamma$, then the sequence of processes $\left(\bar{M}^{n}\right)_{n \geq 1}$ still converges, to a limit which is solution to the deterministic Fisher-KPP equation in any dimension (including $d=1$ ).

Theorem 1.11 has a counterpart for the correspondingly rescaled dual process. For every $n \in \mathbb{N}$, let $\left(\Xi_{t}\right)_{t \geq 0}$ be the process of Definition 1.4 with parameters $\mu=\delta_{R}$, $\mu^{\prime}=s_{n} \delta_{R}, \nu_{R}=\nu_{R}^{\prime}=\delta_{u_{n}}$, where $s_{n}=\sigma n^{-2 / 3}$ and $u_{n}=u n^{-1 / 3}$. $\left(\Xi_{t}\right)_{t \geq 0}$ is thus dual to the unscaled process $\left(M_{t}\right)_{t \geq 0}$ with the same parameters, in the sense of Proposition 1.7 (to ease the notation, the dependence on $n$ of these processes is not reported). Now, define the rescaled process $\left(\Xi_{t}^{n}\right)_{t \geq 0}$ so that for every $t \geq 0$,

$$
\begin{equation*}
\Xi_{t}^{n}=\sum_{i=1}^{N_{t}^{n}} \delta_{\xi_{t}^{n, i}}:=\sum_{i=1}^{N_{n t}} \delta_{n^{-1 / 3}} \xi_{n t}^{i} \tag{1.35}
\end{equation*}
$$

Recall that the space $\mathcal{M}_{p}\left(\mathbb{R}^{d}\right)$ of finite point measures on $\mathbb{R}^{d}$ is endowed with the topology of weak convergence, and recall also the definition of the law $\mu_{\psi}$ on $\mathcal{M}_{p}\left(\mathbb{R}^{d}\right)$ given in the paragraph below (1.22).

Theorem 1.13 (Fixed radius - dual). Let $k \in\{1,2, \ldots\}, \psi$ be a probability density on $\left(\mathbb{R}^{d}\right)^{k}$ and suppose that for any $n \geq 1, \Xi_{0}^{n}$ has law $\mu_{\psi}$. Then, as $n \rightarrow \infty,\left(\Xi_{t}^{n}\right)_{t \geq 0}$ converges in distribution in $D_{\mathcal{M}_{p}\left(\mathbb{R}^{d}\right)}[0, \infty)$ to a limiting Markov process $\left(\Xi_{t}^{\infty}\right)_{t \geq 0}$ characterised as follows: $\Xi_{0}^{\infty}$ has law $\mu_{\psi}$ and
(i) When $d=1,\left(\Xi_{t}^{\infty}\right)_{t \geq 0}$ is a system of branching and coalescing Brownian motions, in which particles follow independent Brownian motions with variance parameter $u \Gamma_{R}$, and branch at rate $u \sigma V_{R}$ into two new particles, started at the location of the parent. In addition to branching and diffusing, each pair of particles, independently, also coalesces at rate $4 R^{2} u^{2}$ times their collision local time.
(ii) When $d \geq 2,\left(\Xi_{t}^{\infty}\right)_{t \geq 0}$ is a branching Brownian motion (with no coalescence), in which particles follow independent Brownian motions with variance parameter $u \Gamma_{R}$, and branch at rate $u \sigma V_{R}$ into two new particles, started at the location of the parent.

To state the corresponding results for stable radii, we need some more notation. We write $V_{r}(x, y)$ for the volume of $B(x, r) \cap B(y, r)$ and define

$$
\Phi(|z-y|):=\int_{\frac{|z-y|}{2}}^{\infty} \frac{1}{r^{d+1+\alpha}} \frac{V_{r}(y, z)}{V_{r}} \mathrm{~d} r
$$

Now, for every $f \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ we set

$$
\begin{equation*}
\mathcal{D}^{\alpha} f(y)=u \int_{\mathbb{R}^{d}} \Phi(|z-y|)(f(z)-f(y)) \mathrm{d} z \tag{1.36}
\end{equation*}
$$

We shall check in Lemma 6.1 that this defines the infinitesimal generator of a symmetric stable process (that is, it is a constant multiple of the fractional Laplacian). Our results for stable radii are then as follows.
Theorem 1.14 (Stable radii). Suppose that $\bar{M}_{0}^{n}$ converges in distribution to some $M_{0} \in$ $\mathcal{M}_{\lambda}$. Then, as $n \rightarrow \infty$, the process $\left(\bar{M}_{t}^{n}\right)_{t \geq 0}$ converges weakly in $D_{\mathcal{M}_{\lambda}}[0, \infty)$ towards a Markov process $\left(M_{t}^{\infty}\right)_{t \geq 0}$ starting at $M_{0}$. Furthermore, if $\mathcal{D}^{\alpha}$ denotes the generator of the symmetric $\alpha$-stable process defined in (1.36), then
(i) When $d=1,\left(M_{t}^{\infty}\right)_{t \geq 0}$ is the unique process for which, for every choice of the representative $w_{s}^{\infty}$ of the density of $M_{s}^{\infty}$ at every time $s$, and for every $f, g \in C_{c}^{\infty}(\mathbb{R})$,

$$
\mathcal{Z}^{f}:=\left(\left\langle w_{t}^{\infty}, f\right\rangle-\left\langle w_{0}^{\infty}, f\right\rangle-\int_{0}^{t}\left\{\left\langle w_{s}^{\infty}, \mathcal{D}^{\alpha} f\right\rangle-\frac{2 u \sigma}{\alpha}\left\langle w_{s}^{\infty}\left(1-w_{s}^{\infty}\right), f\right\rangle\right\} \mathrm{d} s\right)_{t \geq 0}
$$

is a continuous zero-mean martingale with quadratic variation at time $t$ equal to

$$
\frac{4 u^{2}}{\alpha-1} \int_{0}^{t}\left\langle w_{s}^{\infty}\left(1-w_{s}^{\infty}\right), f^{2}\right\rangle \mathrm{d} s
$$

Furthermore, the bracket process between $\mathcal{Z}^{f}$ and $\mathcal{Z}^{g}$ is given by

$$
\left[\mathcal{Z}^{f}, \mathcal{Z}^{g}\right]_{t}=\frac{4 u^{2}}{\alpha-1} \int_{0}^{t}\left\langle w_{s}^{\infty}\left(1-w_{s}^{\infty}\right), f g\right\rangle \mathrm{d} s
$$

(ii) When $d \geq 2,\left(M_{t}^{\infty}\right)_{t \geq 0}$ is the unique (deterministic) process for which, for every choice of the representative $w_{s}^{\infty}$ of the density of $M_{s}^{\infty}$ at every time $s$, and for every $f \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ and $t \geq 0$,

$$
\left\langle w_{t}^{\infty}, f\right\rangle=\left\langle w_{0}^{\infty}, f\right\rangle+\int_{0}^{t}\left\{\left\langle w_{s}^{\infty}, \mathcal{D}^{\alpha} f\right\rangle-\frac{u \sigma V_{1}}{\alpha}\left\langle w_{s}^{\infty}\left(1-w_{s}^{\infty}\right), f\right\rangle\right\} \mathrm{d} s
$$

Remark 1.15. Again, our choice of values for $\beta, \gamma$ and $\delta$ is obtained by solving

$$
1-\gamma=\alpha \beta, \quad 1-\delta-\gamma=0, \quad \text { and }(\alpha-1) \beta=\gamma
$$

(see Section 4) in order to obtain a limiting process $M^{\infty}$ which is stochastic in one dimension. If we replace the last condition by the inequality $0<(\alpha-1) \beta<\gamma$, then (in any dimension) $\left(\bar{M}^{n}\right)_{n \geq 0}$ converges to a deterministic limit which is characterised as in the statement of Theorem 1.14(ii).

Likewise, letting $\left(\Xi_{t}\right)_{t \geq 0}$ be the $\mathcal{M}_{p}\left(\mathbb{R}^{d}\right)$-valued process which is dual to the unscaled process $\left(M_{t}\right)_{t \geq 0}$ corresponding to the case of stable radii with parameters $u_{n}=u / n^{\gamma}$ and $s_{n}=\sigma / n^{\delta}$, and defining the rescaled process $\left(\Xi_{t}^{n}\right)_{t \geq 0}$ in such a way that for every $t \geq 0$,

$$
\begin{equation*}
\Xi_{t}^{n}=\sum_{i=1}^{N_{t}^{n}} \delta_{\xi_{t}^{n, i}}:=\sum_{i=1}^{N_{n t}} \delta_{n^{-\beta} \xi_{n t}^{i}} \tag{1.37}
\end{equation*}
$$

(with the values of $\beta, \gamma, \delta$ given in (1.33)), we have the following convergence result.
Theorem 1.16 (Stable radii - dual). Let $k \in\{1,2, \ldots\}, \psi$ be a probability density on $\left(\mathbb{R}^{d}\right)^{k}$ and suppose that for any $n \geq 1, \Xi_{0}^{n}$ has law $\mu_{\psi}$. Then, as $n \rightarrow \infty,\left(\Xi_{t}^{n}\right)_{t \geq 0}$ converges in distribution in $D_{\mathcal{M}_{p}\left(\mathbb{R}^{d}\right)}[0, \infty)$ to a limiting Markov process $\left(\Xi_{t}^{\infty}\right)_{t \geq 0}$ characterised as follows: $\Xi_{0}^{\infty}$ has law $\mu_{\psi}$ and
(i) When $d=1$, $\left(\Xi_{t}^{\infty}\right)_{t \geq 0}$ is a branching and coalescing stable process, in which particles follow independent symmetric $\alpha$-stable processes which branch at rate $u \sigma V_{1} / \alpha$ into two particles starting at the location of their parent. The motion of a single particle is fully described by the generator $\mathcal{D}^{\alpha}$ defined in (1.36). In addition, each pair of particles, independently, coalesces at rate $4 u^{2} /(\alpha-1)$ times their collision local time.
(ii) When $d \geq 2,\left(\Xi_{t}^{\infty}\right)_{t \geq 0}$ is a branching stable process (with no coalescence), in which particles follow independent symmetric $\alpha$-stable processes with generator $\mathcal{D}^{\alpha}$, and branch at rate $u \sigma V_{1} / \alpha$ into two new particles, started at the location of the parent.

In fact, we shall use knowledge of the limiting "population model" $\left(M_{t}^{\infty}\right)_{t \geq 0}$ to recover the corresponding limiting results for our rescaled duals. The difficulty with proving Theorems 1.13 and 1.16 directly stems from problems with identifying the limiting coalescence mechanism in one dimension. This contrasts with the situation of uniformly bounded local population densities (i.e., the impact $u$ not tending to zero) considered in [9] in the neutral case and in [18, 19] in the selective case, where it is the ability to identify the limiting behaviour of the (analytically tractable) coalescent dual that allows us to prove results about the large scale evolution of the spatial pattern of allele frequencies.

We close this section with a few remarks. First, one may observe from the expression of $\mathcal{D}^{\alpha}$ given in (1.36) that, as in the fixed radius case, the drift component of the limiting process is proportional to $u$ and the quadratic variation is proportional to $u^{2}$, so that $u$ can be thought of as scaling time. Moreover, the limiting process that we obtain in the stable radius case can be seen as a weak solution to a (stochastic) PDE which only differs from that obtained in the fixed radius case in that the Laplacian has been replaced by the generator of a symmetric stable process. This is, perhaps, at first sight rather surprising. The only effect of the large scale events is on the spatial motion of individuals in the population, and we see no trace of the correlations in their movement, or of the selection or genetic drift acting over large scales, that we have in the prelimiting model. Notice also that the scaling of $s_{n}$ (relative to $u_{n}$ ) that leads to a nontrivial limit is independent of spatial dimension. In contrast, in [25], the authors consider a different scaling for the parameters and prove a similar convergence result and a central limit theorem, in which the order of magnitude and the limit of the fluctuations around the deterministic
limiting process are dimension-dependent (despite the fact that the impact $u_{n}$ tends to zero, while the dependence on dimension mostly occurs when the impact remains fixed).

As remarked above, we would obtain the same results under much more general conditions. For example, in selecting the regions to be affected by events, not only could one take more general measures $\mu$ (it is the tail behaviour of $\mu(\mathrm{d} r)$ that we see in our limits), but also reproduction events do not need to be based on balls. We anticipate that this robustness will also be maintained if one considers more general selection mechanisms, in which the strength and direction of selection depends on the local frequencies of different types in the population, and it should be clear how to modify our proofs in such cases.

### 1.4 Structure of the paper

The rest of the paper is laid out as follows. In Section 2, we prove Theorem 1.2. In Section 3, we prove the duality relation stated in Proposition 1.7. In Section 4, we provide heuristic arguments to explain our rescalings. In Section 5, we turn to proving Theorem 1.11, the scaling limit in the case of fixed radii, and Theorem 1.13 which provides the corresponding result for the rescaled duals. In Section 6, we prove Theorems 1.14 and 1.16, the analogous results for stable radii. In Appendices A and B, we obtain continuity estimates for the rescaled SLFVS of Sections 5 and 6. In particular, these rather technical estimates are key ingredients in (and nice complements to) the proofs of Theorems 1.11 and 1.14.

## 2 Proof of Theorem 1.2 (existence of the SLFVS)

The strategy of the proof is the following. We start with a version of the process in which $\mathbb{R}^{d}$ is replaced by a hypercube $E$ of finite sidelength and the measures $\mu$ and $\mu^{\prime}$ are assumed to be finite. In this case, the total rate at which events happen is finite and the corresponding process is a well-defined measure-valued Markov jump process with a.s. càdlàg trajectories. We then proceed in two steps:
(i) We show existence when $E$ has finite sidelength but $\mu$ and $\mu^{\prime}$ are only $\sigma$-finite, by taking sequences of finite measures $\left(\mu^{n}\right)_{n \geq 1}$ and $\left(\mu^{\prime n}\right)_{n \geq 1}$ such that $\mu^{n}(\mathrm{~d} r)$ converges to $\mu(\mathrm{d} r)$ (and the same with primes), and proving that the corresponding sequence of processes converges to a well-defined limit.
(ii) Given (i), we extend to $\mathbb{R}^{d}$ by considering a sequence of processes obtained by restricting to an increasing family of hypercubes $\left(E_{n}\right)_{n \geq 1}$ which exhaust the space, and proving that this sequence converges to the process $\left(M_{t}\right)_{t \geq 0}$ that we are seeking.

Both steps rely on Theorem 4.8.10 in [21], which states that provided we can show that
(a) The operator $\mathbf{L}$ on which the limiting martingale problem is based is included in the set $C_{b}\left(\mathcal{M}_{\lambda}\right) \times C_{b}\left(\mathcal{M}_{\lambda}\right)$, where $C_{b}\left(\mathcal{M}_{\lambda}\right)$ is the set of all bounded continuous functions on $\mathcal{M}_{\lambda}$;
(b) The limiting $D_{\mathcal{M}_{\lambda}}[0, \infty)$-martingale problem for $\left(\mathbf{L}, P^{E}\right)$ (where $P^{E}$ is the distribution of the limit of $\left(M_{0}^{(n)}\right)_{n \geq 1}$, in particular $P^{\mathbb{R}^{d}}=P$ ) has at most one solution;
(c) For every $n, M^{(n)}$ is a process with sample paths in $D_{\mathcal{M}_{\lambda}}[0, \infty)$ (here we follow Ethier and Kurtz in taking $\left(\mathcal{G}_{t}^{n}\right)_{t \geq 0}$ to be the natural filtration associated to $M^{(n)}$ ) and the sequence $\left(M^{(n)}\right)_{n \geq 1}$ is relatively compact;
(d) There exists a countable set $\Gamma \subset[0, \infty)$ such that for every $(F, G) \in \mathbf{L}$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{E}\left[\left(F\left(M_{t+s}^{(n)}\right)-F\left(M_{t}^{(n)}\right)-\int_{t}^{t+s} G\left(M_{u}^{(n)}\right) \mathrm{d} u\right)\left(\prod_{i=1}^{k} h_{i}\left(M_{t_{i}}^{(n)}\right)\right)\right]=0 \tag{2.1}
\end{equation*}
$$

for all $k \geq 0,0 \leq t_{1}<t_{2}<\cdots<t_{k} \leq t<t+s$ with $t_{i}, t, t+s \notin \Gamma$, and $h_{i} \in C_{b}\left(\mathcal{M}_{\lambda}\right)$;
then there exists a solution $\left(M_{t}\right)_{t \geq 0}$ to the $D_{\mathcal{M}_{\lambda}}[0, \infty)$-martingale problem for $\left(\mathbf{L}, P^{E}\right)$ and $\left(M^{(n)}\right)_{t \geq 0} \Rightarrow\left(M_{t}\right)_{t \geq 0}$ as $n \rightarrow \infty$. Item (b) will be a consequence of Proposition 1.7 and Remark 1.8, whose proofs are postponed until Section 3 for the sake of clarity. The other items will be checked one by one below. Once this is done, existence of a solution to the martingale problem in $D_{\mathcal{M}_{\lambda}}[0, \infty)$ will imply the existence of a solution in the larger space $B_{\mathcal{M}_{\lambda}}[0, \infty)$, and since uniqueness holds in $B_{\mathcal{M}_{\lambda}}[0, \infty)$ too (see the proof of item (b) below), this will show that the $B_{\mathcal{M}_{\lambda}}[0, \infty)$-martingale problem for $\left(\mathbf{L}, P^{E}\right)$ is well-posed. That is, Theorem $1.2(i)$ and the property that the trajectories of $\left(M_{t}\right)_{t \geq 0}$ are càdlàg a.s. will be proved. Furthermore, since (b) is satisfied for any distribution $P^{E}$ on $\mathcal{M}_{\lambda}$, we shall be able to deduce from $(a),(b)$ and Theorem 4.4.2(a) in [21] that the limiting process $M$ is a Markov process with respect to its natural filtration. The last step will consist in showing that its semigroup is Feller.

Recall the definitions of $\Theta_{x, r, u}^{+}(w)$ and $\Theta_{x, r, u}^{-}(w)$ given in (1.8), and the notation $\|f\|$ (resp., $\|f\|_{1}$ ) for the supremum (resp., $\mathbb{L}^{1}$ ) norm of the function $f$. To simplify notation, we shall restrict our attention to initial distributions $P$ of the form $\delta_{M^{0}}$ for some $M^{0} \in \mathcal{M}_{\lambda}$. Indeed, the extension of $(b)$ to a general $P$ is covered by Remark 1.8, the bounds on the elements of the semi-martingale decomposition on which the proof of (c) rely are independent of the choice of the initial values for the processes of interest, and the proof of ( $d$ ) can easily be generalised by using the linearity of the expectation and integrating all key equations with respect to $P\left(d M^{0}\right)$. From now on, we thus fix $M^{0} \in \mathcal{M}_{\lambda}$.

## Proof of $(i)$

Let $E$ be some hypercube with sidelength $\ell$, and let $\mu, \mu^{\prime}$ be the $\sigma$-finite measures on $(0, \infty)$ of Theorem 1.2. Let $\left(\mu^{n}\right)_{n \geq 1}$ and $\left(\mu^{\prime n}\right)_{n \geq 1}$ be two sequences of finite measures on $(0, \infty)$ such that, as $n \rightarrow \infty$,

$$
\begin{equation*}
\int_{0}^{\infty} \varphi(r) \mu^{n}(\mathrm{~d} r) \nearrow \int_{0}^{\infty} \varphi(r) \mu(\mathrm{d} r) \quad \text { and } \quad \int_{0}^{\infty} \varphi(r) \mu^{\prime n}(\mathrm{~d} r) \nearrow \int_{0}^{\infty} \varphi(r) \mu^{\prime}(\mathrm{d} r) \tag{2.2}
\end{equation*}
$$

for all measurable $\varphi \geq 0$. Let $\mathcal{M}_{\lambda}(E)$ be the analogue of $\mathcal{M}_{\lambda}$ (see (1.2)) when the "geographical" space $\mathbb{R}^{d}$ is replaced by $E$. That is, $\mathcal{M}_{\lambda}(E)$ is the set of all measures on $E \times\{0,1\}$ whose first marginal distribution is Lebesgue measure on $E$. It is also a compact space when endowed with the topology of vague convergence (note that since $E \times\{0,1\}$ is compact, the topology of vague convergence is the same as the topology of weak convergence). Let

$$
M_{E}^{0}:=\left.M^{0}\right|_{E \times\{0,1\}} \in \mathcal{M}_{\lambda}(E)
$$

be the measure induced by $M^{0}$ (the initial value fixed above) on $E \times\{0,1\}$, and for every $n \geq 1$, let $\Pi_{E}^{N, n}$ and $\Pi_{E}^{S, n}$ be independent Poisson point processes on $\mathbb{R} \times E \times(0, \infty) \times[0,1]$ with respective intensity measures $\mathrm{d} t \otimes \mathrm{~d} x \otimes \mu^{n}(\mathrm{~d} r) \nu_{r}(\mathrm{~d} u)$ and $\mathrm{d} t \otimes \mathrm{~d} x \otimes \mu^{\prime n}(\mathrm{~d} r) \nu_{r}^{\prime}(\mathrm{d} u)$. Finally, let $\left(M_{t}^{(n)}\right)_{t \geq 0}$ be defined as in Definition 1.3, with $\Pi^{N}$ replaced by $\Pi_{E}^{N, n}, \Pi^{S}$ replaced by $\Pi_{E}^{S, n}$, and with $M_{0}^{(n)}=M_{E}^{0}$ (what we call the ball $B(x, r)$ in this case is $\left.B_{E}(x, r):=B(x, r) \cap E\right)$. For a given $n \geq 1$, the total rate at which an event of $\Pi_{E}^{N, n}$ or
$\Pi_{E}^{S, n}$ happens is

$$
\begin{align*}
\int_{E} \int_{0}^{\infty} \int_{0}^{1} \nu_{r}(\mathrm{~d} u) \mu^{n}(\mathrm{~d} r) \mathrm{d} x+\int_{E} & \int_{0}^{\infty} \int_{0}^{1} \nu_{r}^{\prime}(\mathrm{d} u) \mu^{\prime n}(\mathrm{~d} r) \mathrm{d} x \\
& =\operatorname{Vol}(E)\left[\mu^{n}((0, \infty))+\mu^{\prime n}((0, \infty))\right]<\infty \tag{2.3}
\end{align*}
$$

and so $M^{(n)}$ is a Markov jump process with jump rates uniformly bounded by the quantity in (2.3) and with càdlàg paths, solution to the martingale problem: $M_{0}^{(n)}=M_{E}^{0}$ and for every $F \in C^{1}(\mathbb{R})$ and $f \in C(E)$,

$$
\left(\Psi_{F, f}\left(M_{t}^{(n)}\right)-\Psi_{F, f}\left(M_{0}^{(n)}\right)-\int_{0}^{t} \mathcal{L}^{(n)} \Psi_{F, f}\left(M_{s}^{(n)}\right) \mathrm{d} s\right)_{t \geq 0}
$$

is a martingale (for the natural filtration associated to $M^{(n)}$ ), where $\Psi_{F, f}$ is defined as in (1.5) and the bounded continuous function $\mathcal{L}^{(n)} \Psi_{F, f}$ is defined by

$$
\begin{align*}
& \mathcal{L}^{(n)} \Psi_{F, f}(M)= \int_{E}  \tag{2.4}\\
& \int_{0}^{\infty} \int_{0}^{1} \int_{B_{E}(x, r)} \frac{1}{\operatorname{Vol}\left(B_{E}(x, r)\right)}\left[w(y) F\left(\left\langle\Theta_{x, r, u}^{+}(w), f\right\rangle\right)\right. \\
&\left.+(1-w(y)) F\left(\left\langle\Theta_{x, r, u}^{-}(w), f\right\rangle\right)-F(\langle w, f\rangle)\right] \mathrm{d} y \nu_{r}(\mathrm{~d} u) \mu^{n}(\mathrm{~d} r) \mathrm{d} x \\
&+\int_{E} \int_{0}^{\infty} \int_{0}^{1} \int_{B_{E}(x, r)^{2}} \frac{1}{\operatorname{Vol}\left(B_{E}(x, r)\right)^{2}}\left[w(y) w(z) F\left(\left\langle\Theta_{x, r, u}^{+}(w), f\right\rangle\right)\right. \\
&\left.+(1-w(y) w(z)) F\left(\left\langle\Theta_{x, r, u}^{-}(w), f\right\rangle\right)-F(\langle w, f\rangle)\right] \mathrm{d} y \mathrm{~d} z \nu_{r}^{\prime}(\mathrm{d} u) \mu^{\prime n}(\mathrm{~d} r) \mathrm{d} x
\end{align*}
$$

for every $M \in \mathcal{M}_{\lambda}(E)$. (As earlier, here $w$ is any representative of the density of $M$ and we have kept the notation $\Theta_{x, r, u}^{ \pm}$for the change in $w$ during an event even though $w$ is now defined on $E$ only.)

Let us show that as $n \rightarrow \infty, M^{(n)}$ converges in distribution in $D_{\mathcal{M}_{\lambda}(E)}[0, \infty)$ to the unique solution $M^{(\infty)}$ to the $D_{\mathcal{M}_{\lambda}(E)}[0, \infty)$-martingale problem for $\left(\mathcal{L}^{(\infty)}, \delta_{M_{E}^{0}}\right)$, where $\mathcal{L}^{(\infty)}$ is defined as in (2.4) with $\mu^{n}$ and $\mu^{\prime n}$ respectively replaced by $\mu$ and $\mu^{\prime}$. We check items $(a)-(d)$ one by one, with $\mathbf{L}=\mathcal{L}^{(\infty)}$ whose domain $\mathcal{D}\left(\mathcal{L}^{(\infty)}\right)$ is taken to be the set of all functions of the form $\Psi_{F, f}$ with $f \in C(E)$ and $F \in C^{1}(\mathbb{R})$.

For item (a), observe that since every mapping $w$ that we consider takes its values in $[0,1]$ (and so does its image by any $\Theta_{x, r, u}^{ \pm}$) and $E$ is compact, for every $f \in C(E)$ and every $x \in E, r>0$ and $u \in[0,1]$, we have

$$
\begin{equation*}
\left|\left\langle\Theta_{x, r, u}^{ \pm}(w), f\right\rangle-\langle w, f\rangle\right| \leq u\|f\| \operatorname{Vol}\left(B_{E}(x, r)\right) \tag{2.5}
\end{equation*}
$$

Consequently, for any $F \in C^{1}(\mathbb{R})$, by Taylor's theorem we have

$$
\begin{equation*}
\left|F\left(\left\langle\Theta_{x, r, u}^{ \pm}(w), f\right\rangle\right)-F(\langle w, f\rangle)\right| \leq\left(\sup _{|z| \leq\|f\| \operatorname{Vol}(E)}\left|F^{\prime}(z)\right|\right) u\|f\| C_{d} r^{d} \tag{2.6}
\end{equation*}
$$

where $C_{d}$ is a constant that depends only on the dimension $d$. Writing

$$
\begin{aligned}
& \left|w(y) F\left(\left\langle\Theta_{x, r, u}^{+}(w), f\right\rangle\right)+(1-w(y)) F\left(\left\langle\Theta_{x, r, u}^{-}(w), f\right\rangle\right)-F(\langle w, f\rangle)\right| \\
& \leq w(y)\left|F\left(\left\langle\Theta_{x, r, u}^{+}(w), f\right\rangle\right)-F(\langle w, f\rangle)\right|+(1-w(y))\left|F\left(\left\langle\Theta_{x, r, u}^{-}(w), f\right\rangle\right)-F(\langle w, f\rangle)\right| \\
& \leq\left(\sup _{|z| \leq\|f\| \operatorname{Vol}(E)}\left|F^{\prime}(z)\right|\right) u\|f\| C_{d} r^{d}
\end{aligned}
$$

we obtain that

$$
\begin{gather*}
\left|\mathcal{L}^{(\infty)} \Psi_{F, f}(M)\right| \leq\left(\sup _{|z| \leq\|f\| \operatorname{Vol}(E)}\left|F^{\prime}(z)\right|\right)\|f\| C_{d} \operatorname{Vol}(E)\left(\int_{0}^{\infty} \int_{0}^{1} u r^{d} \nu_{r}(\mathrm{~d} u) \mu(\mathrm{d} r)\right. \\
\left.+\int_{0}^{\infty} \int_{0}^{1} u r^{d} \nu_{r}^{\prime}(\mathrm{d} u) \mu^{\prime}(\mathrm{d} r)\right) \tag{2.7}
\end{gather*}
$$

and the quantity on the r.h.s. is a finite constant independent of $M$ by Condition (1.7). This result proves that the operator $\mathcal{L}^{(\infty)}$ is indeed well defined on $\mathcal{D}\left(\mathcal{L}^{(\infty)}\right)$. Since $\mathcal{M}_{\lambda}(E)$ is a compact subset of the set of all measures on $E \times\{0,1\}$ and since functions of the form $\Psi_{F, f}$ are continuous on the latter, each $\Psi_{F, f}$ belongs to $C_{b}\left(\mathcal{M}_{\lambda}(E)\right)$. Recalling (1.5), we can rewrite $\mathcal{L}^{(\infty)} \Psi_{F, f}(M)$ in terms of the measure $M$ as follows:

$$
\begin{align*}
& \mathcal{L}^{(\infty)} \Psi_{F, f}(M)  \tag{2.8}\\
&=\int_{E} \int_{0}^{\infty} \int_{0}^{1} \int_{B_{E}(x, r) \times\{0,1\}}\left\{F \left(\int_{E \times\{0,1\}} f(z) \mathbb{1}_{\{0\}}(k) M(\mathrm{~d} z, \mathrm{~d} k)\right.\right. \\
&\left.-u \int_{B_{E}(x, r) \times\{0,1\}} f(z) \mathbb{1}_{\{0\}}(k) M(\mathrm{~d} z, \mathrm{~d} k)+u \mathbb{1}_{\{0\}}(\kappa) \int_{B_{E}(x, r)} f(z) \mathrm{d} z\right) \\
&\left.-F\left(\int_{E \times\{0,1\}} f(z) \mathbb{1}_{\{0\}}(k) M(\mathrm{~d} z, \mathrm{~d} k)\right)\right\} \frac{M(\mathrm{~d} y, \mathrm{~d} \kappa)}{\operatorname{Vol}\left(B_{E}(x, r)\right)} \nu_{r}(\mathrm{~d} u) \mu(\mathrm{d} r) \mathrm{d} x \\
&+ \int_{E} \int_{0}^{\infty} \int_{0}^{1} \int_{\left(B_{E}(x, r) \times\{0,1\}\right)^{2}}\left\{F \left(\int_{E \times\{0,1\}} f(z) \mathbb{1}_{\{0\}}(k) M(\mathrm{~d} z, \mathrm{~d} k)\right.\right. \\
&\left.-u \int_{B_{E}(x, r) \times\{0,1\}} f(z) \mathbb{1}_{\{0\}}(k) M(\mathrm{~d} z, \mathrm{~d} k)+u \mathbb{1}_{\{0\}}\left(\kappa \vee \kappa^{\prime}\right) \int_{B_{E}(x, r)} f(z) \mathrm{d} z\right) \\
&\left.-F\left(\int_{E \times\{0,1\}} f(z) \mathbb{1}_{\{0\}}(k) M(\mathrm{~d} z, \mathrm{~d} k)\right)\right\} \frac{M^{\otimes 2}\left(\mathrm{~d} y, \mathrm{~d} \kappa, \mathrm{~d} y^{\prime}, \mathrm{d} \kappa^{\prime}\right)}{\operatorname{Vol}\left(B_{E}(x, r)\right)^{2}} \nu_{r}^{\prime}(\mathrm{d} u) \mu^{\prime}(\mathrm{d} r) \mathrm{d} x .
\end{align*}
$$

Using the Dominated Convergence Theorem and (2.7), it is then straightforward to check that if $\left(M_{l}\right)_{l \geq 0}$ is a sequence in $\mathcal{M}_{\lambda}(E)$ converging to $M$, then $\mathcal{L}^{(\infty)} \Psi_{F, f}\left(M_{l}\right)$ converges to $\mathcal{L}^{(\infty)} \Psi_{F, f}(M)$ as $l \rightarrow \infty$ and the function $\mathcal{L}^{(\infty)} \Psi_{F, f}$ is (sequentially) continuous on $\mathcal{M}_{\lambda}(E)$. Together with (2.7), this implies that $\mathcal{L}^{(\infty)} \Psi_{F, f} \in C_{b}\left(\mathcal{M}_{\lambda}(E)\right)$ and item (a) is proved.

Item (b) is a consequence of the exact analogue of Proposition 1.7 in which the "geographical" space $\mathbb{R}^{d}$ is replaced by $E$ (and $\mathcal{M}_{\lambda}$ by $\mathcal{M}_{\lambda}(E)$ ). Indeed, by Lemma 2.1(c) in [49], the linear span of the set of constant functions and of functions of the form

$$
\begin{equation*}
M \mapsto \int_{\left(\mathbb{R}^{d}\right)^{k}} \psi\left(x_{1}, \ldots, x_{k}\right)\left\{\prod_{j=1}^{k} w\left(x_{j}\right)\right\} \mathrm{d} x_{1} \cdots \mathrm{~d} x_{k} \tag{2.9}
\end{equation*}
$$

(where $M$ has density $w$ ) for $k \geq 1$ and $\psi \in \mathbb{L}^{1}\left(\left(\mathbb{R}^{d}\right)^{k}\right) \cap C\left(\left(\mathbb{R}^{d}\right)^{k}\right)$, is dense in the set of all continuous functions on the compact space $\mathcal{M}_{\lambda}(E)$ (and the same holds with $E=\mathbb{R}^{d}$ ). This set of functions is therefore separating on the space of all probability distributions on $\mathcal{M}_{\lambda}(E)$. We can then proceed exactly as in the proof of Proposition 4.4.7 in [21] to conclude that for every $M^{0} \in \mathcal{M}_{\lambda}(E)$, uniqueness holds for the $B_{\mathcal{M}_{\lambda}}[0, \infty)$-martingale problem for $\left(\mathcal{L}^{(\infty)}, \delta_{M^{0}}\right)$ (or more generally for any distribution for the initial value $M_{0}$ ). Indeed, in short (1.26) allows us to conclude that any two solutions to the martingale problem have the same one-dimensional distributions, and then Theorem 4.4.2 in [21] gives us that these two solutions necessarily have the same finite dimensional distributions and thus uniqueness in $B_{\mathcal{M}_{\lambda}}[0, \infty)$ holds. Item ( $b$ ) is proved.

We now turn to item $(c)$, the relative compactness of $\left(M^{(n)}\right)_{n \geq 1}$. Since $\mathcal{M}_{\lambda}(E)$ (equipped with the topology of vague convergence) is a compact space and since by

Lemma 1.1 the set $\mathcal{D}\left(\mathcal{L}^{(\infty)}\right)$ is dense in $C\left(\mathcal{M}_{\lambda}(E)\right)$, by Theorem 3.9.1 in [21] the relative compactness of $\left(M^{(n)}\right)_{n \geq 1}$ is equivalent to the relative compactness of the sequence of real-valued processes $\left(\Psi_{F, f}\left(M^{(n)}\right)\right)_{n \geq 1}$ for all $\Psi_{F, f} \in \mathcal{D}\left(\mathcal{L}^{(\infty)}\right)$. Thus let $F \in C^{1}(\mathbb{R})$ and $f \in C(E)$. Using the standard Aldous-Rebolledo criterion [2, 43] and writing $\left(\Phi_{t}^{n}\right)_{t \geq 0}$ for the predictable finite variation part of $\Psi_{F, f}\left(M^{(n)}\right)$ and $\left(Q_{t}^{n}\right)_{t \geq 0}$ for the predictable quadratic variation of its martingale part, we only have to show that
(1) For every $t \geq 0$, the sequence $\left(\Psi_{F, f}\left(M_{t}^{(n)}\right)\right)_{n \geq 1}$ is tight.
(2) For every $T>0$, given a sequence of stopping times $\left(\tau_{n}\right)_{n \geq 1}$ bounded by $T$, for every $\varepsilon>0$ there exists $\delta>0$ such that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \sup _{\theta \in[0, \delta]} \mathbb{P}\left[\left|\Phi_{\tau_{n}+\theta}^{n}-\Phi_{\tau_{n}}^{n}\right|>\varepsilon\right] \leq \varepsilon \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \sup _{\theta \in[0, \delta]} \mathbb{P}\left[\left|Q_{\tau_{n}+\theta}^{n}-Q_{\tau_{n}}^{n}\right|>\varepsilon\right] \leq \varepsilon \tag{2.11}
\end{equation*}
$$

(1) is straightforward, since for any potential density $w$ we have $|\langle w, f\rangle| \leq\|f\| \operatorname{Vol}(E)$ and $F$ is continuous, which implies that $\Psi_{F, f}\left(M_{t}^{(n)}\right)$ is bounded uniformly in $n$ and $t$. To deal with (2), for every time $t$ we fix a representative $w_{t}^{(n)}$ of the density of $M_{t}^{(n)}$. Since each $\left(M_{t}^{(n)}\right)_{t \geq 0}$ is a Markov jump process with bounded jump rates, we have

$$
\Phi_{t}^{n}=\int_{0}^{t} \mathcal{L}^{(n)} \Psi_{F, f}\left(M_{s}^{(n)}\right) \mathrm{d} s
$$

and

$$
\begin{aligned}
& Q_{t}^{n}= \int_{0}^{t} \int_{E} \int_{0}^{\infty} \int_{0}^{1} \int_{B_{E}(x, r)} \frac{1}{V\left(B_{E}(x, r)\right)}\left\{w_{s}^{(n)}(y)\left[F\left(\left\langle\Theta_{x, r, u}^{+}\left(w_{s}^{(n)}\right), f\right\rangle\right)-F\left(\left\langle w_{s}^{(n)}, f\right\rangle\right)\right]^{2}\right. \\
&\left.+\left(1-w_{s}^{(n)}(y)\right)\left[F\left(\left\langle\Theta_{x, r, u}^{-}\left(w_{s}^{(n)}\right), f\right\rangle\right)-F\left(\left\langle w_{s}^{(n)}, f\right\rangle\right)\right]^{2}\right\} \mathrm{d} y \nu_{r}(\mathrm{~d} u) \mu^{n}(\mathrm{~d} r) \mathrm{d} x \mathrm{~d} s \\
&+ \int_{0}^{t} \int_{E} \int_{0}^{\infty} \int_{0}^{1} \int_{B_{E}(x, r)^{2}} \frac{1}{V\left(B_{E}(x, r)\right)^{2}}\left\{w _ { s } ^ { ( n ) } ( y ) w _ { s } ^ { ( n ) } ( z ) \left[F\left(\left\langle\Theta_{x, r, u}^{+}\left(w_{s}^{(n)}\right), f\right\rangle\right)\right.\right. \\
&\left.+\left(1-w_{s}^{(n)}(y) w_{s}^{(n)}(z)\right)\left[F\left(\left\langle\Theta_{x, r, u}^{-}\left(w_{s}^{(n)}\right), f\right\rangle\right)-F\left(\left\langle w_{s}^{(n)}, f\right\rangle\right)\right]^{2}\right\} \mathrm{d} y \mathrm{~d} z \nu_{r}^{\prime}(\mathrm{d} u) \mu^{\prime n}(\mathrm{~d} r) \mathrm{d} x \mathrm{~d} s
\end{aligned}
$$

Using the expression for $\mathcal{L}^{(n)}$ given in (2.4) and the bound (2.6), as in (2.7) we obtain that for every $M \in \mathcal{M}_{\lambda}(E)$,

$$
\begin{align*}
&\left|\mathcal{L}^{(n)} \Psi_{F, f}(M)\right| \leq C\left(\sup _{|z| \leq\|f\| \operatorname{Vol}(E)}\left|F^{\prime}(z)\right|\right)\|f\|\left(\int_{E} \int_{0}^{\infty} \int_{0}^{1} u r^{d} \nu_{r}(\mathrm{~d} u) \mu^{n}(\mathrm{~d} r) \mathrm{d} x\right. \\
&\left.+\int_{E} \int_{0}^{\infty} \int_{0}^{1} u r^{d} \nu_{r}^{\prime}(\mathrm{d} u) \mu^{\prime n}(\mathrm{~d} r) \mathrm{d} x\right) \\
& \leq C^{\prime}\left(\int_{0}^{\infty} \int_{0}^{1} u r^{d} \nu_{r}(\mathrm{~d} u) \mu(\mathrm{d} r)+\int_{0}^{\infty} \int_{0}^{1} u r^{d} \nu_{r}^{\prime}(\mathrm{d} u) \mu^{\prime}(\mathrm{d} r)\right) \tag{2.12}
\end{align*}
$$

where we have used that $E$ has finite volume and, by assumption, $\mu^{n}(\mathrm{~d} r) \nearrow \mu(\mathrm{d} r)$ (and the corresponding statement with primes). By Condition (1.7), the expression on the r.h.s. is finite (and independent of $M$ ), and so with probability 1 we have for every $\theta>0$

$$
\left|\Phi_{\tau_{n}+\theta}^{n}-\Phi_{\tau_{n}}^{n}\right| \leq C^{\prime \prime} \theta
$$

where $C^{\prime \prime}$ is independent of $n$ (and even of $T$ ). Hence, it suffices to choose $\delta>0$ small enough for (2.10) to hold.

Similarly, the integrands in the expression of $Q_{t}^{n}$ are bounded by

$$
\begin{equation*}
C^{\prime \prime}\left(\sup _{|z| \leq\|f\| \operatorname{Vol}(E)}\left|F^{\prime}(z)\right|\right)^{2}\|f\|^{2} u^{2} \min \left(r^{2 d}, \ell^{2 d}\right) \tag{2.13}
\end{equation*}
$$

where $\ell$ is the sidelength of $E$. But $u^{2} \leq u$ and there exists a constant $\mathcal{C}_{E}<\infty$ such that $\min \left(r^{2 d}, \ell^{2 d}\right) \leq \mathcal{C}_{E} r^{d}$, and so the same reasoning shows that (2.11) holds too for $\delta>0$ small enough. The relative compactness of every sequence $\left(\Psi_{F, f}\left(M^{(n)}\right)\right)$ is proved, and the relative compactness of $\left(M^{(n)}\right)_{n \geq 1}$ in $D_{\mathcal{M}_{\lambda}(E)}[0, \infty)$ thus follows.

Finally, we prove item $(d)$. Let $F \in C^{1}(\mathbb{R})$ and $f \in C(E)$. Let also $k \geq 0,0 \leq t_{1}<t_{2}<$ $\cdots<t_{k} \leq t<t+s$ and $h_{i} \in C_{b}\left(\mathcal{M}_{\lambda}(E)\right)$ for all $i \in\{1, \ldots, k\}$. Since $M^{(n)}$ satisfies the martingale problem for $\left(\mathcal{L}^{(n)}, \delta_{M_{E}^{0}}\right)$, we have

$$
\begin{equation*}
\mathbb{E}\left[\left(\Psi_{F, f}\left(M_{t+s}^{(n)}\right)-\Psi_{F, f}\left(M_{t}^{(n)}\right)-\int_{t}^{t+s} \mathcal{L}^{(n)} \Psi_{F, f}\left(M_{u}^{(n)}\right) \mathrm{d} u\right)\left(\prod_{i=1}^{k} h_{i}\left(M_{t_{i}}^{(n)}\right)\right)\right]=0 \tag{2.14}
\end{equation*}
$$

We can thus write

$$
\begin{align*}
\mathbb{E} & {\left[\left(\Psi_{F, f}\left(M_{t+s}^{(n)}\right)-\Psi_{F, f}\left(M_{t}^{(n)}\right)-\int_{t}^{t+s} \mathcal{L}^{(\infty)} \Psi_{F, f}\left(M_{u}^{(n)}\right) \mathrm{d} u\right)\left(\prod_{i=1}^{k} h_{i}\left(M_{t_{i}}^{(n)}\right)\right)\right] } \\
& =0+\mathbb{E}\left[\left(\int_{t}^{t+s}\left(\mathcal{L}^{(n)} \Psi_{F, f}\left(M_{u}^{(n)}\right)-\mathcal{L}^{(\infty)} \Psi_{F, f}\left(M_{u}^{(n)}\right)\right) \mathrm{d} u\right)\left(\prod_{i=1}^{k} h_{i}\left(M_{t_{i}}^{(n)}\right)\right)\right] . \tag{2.15}
\end{align*}
$$

Using (2.2) and applying the estimate (2.12) with the positive measures $\mu(\mathrm{d} r) \nu_{r}(\mathrm{~d} u)-$ $\mu^{n}(\mathrm{~d} r) \nu_{r}(\mathrm{~d} u)$ and $\mu^{\prime}(\mathrm{d} r) \nu_{r}^{\prime}(\mathrm{d} u)-\mu^{\prime n}(\mathrm{~d} r) \nu_{r}^{\prime}(\mathrm{d} u)$, we see that we can use the Dominated Convergence Theorem to argue that the second term on the r.h.s. of (2.15) converges to 0 as $n \rightarrow \infty$. Hence, (2.1) holds true with $\Gamma=\emptyset$ and item $(d)$ is proved.

As detailed at the beginning of this section, we can therefore conclude that there exists a unique solution $M^{(\infty)}$ to the $B_{\mathcal{M}_{\lambda}(E)}[0, \infty)$-martingale problem for $\left(\mathcal{L}^{(\infty)}, \delta_{M_{E}^{0}}\right)$ and this process is Markov with respect to its natural filtration and has càdlàg paths a.s.

Concerning the Feller property of the semigroup of $M^{(\infty)}$, the fact that for every $t \geq 0$ and every $\varphi \in C\left(\mathcal{M}_{\lambda}(E)\right), M \mapsto \mathbb{E}_{M}\left[\varphi\left(M_{t}^{(\infty)}\right)\right]$ is a continuous function is a consequence of the continuity in $M^{0}$ of the quantity on the r.h.s. of (1.26) (which is more easily seen in (1.23) when we replace $\psi$ by the density at time $t$ - conditional on $N_{t}$ - of the locations of the atoms $\xi_{t}^{1}, \ldots, \xi_{t}^{N_{t}}$ ordered in some arbitrary way) and the property already mentioned in item $(b)$ that the linear span of the set of constant functions and of functions of the form (2.9) is dense in $C\left(\mathcal{M}_{\lambda}(E)\right)$. The strong continuity of the semigroup is a consequence of the fact, proved in item $(d)$, that for every $\Psi_{F, f} \in \mathcal{D}\left(\mathcal{L}^{(\infty)}\right)$, we have for every $t \geq 0$ and every $M \in \mathcal{M}_{\lambda}(E)$

$$
\mathbb{E}_{M}\left[\Psi_{F, f}\left(M_{t}^{(\infty)}\right)\right]-\Psi_{F, f}(M)=\mathbb{E}_{M}\left[\int_{0}^{t} \mathcal{L}^{(\infty)} \Psi_{F, f}\left(M_{s}^{(\infty)}\right) \mathrm{d} s\right]
$$

Together with the uniform bound (2.7), it shows that there exists $C_{F, f}>0$ such that for every $t \geq 0$

$$
\sup _{M \in \mathcal{M}_{\lambda}(E)}\left|\mathbb{E}_{M}\left[\Psi_{F, f}\left(M_{t}^{(\infty)}\right)\right]-\Psi_{F, f}(M)\right| \leq C_{F, f} t,
$$

and the quantity on the l.h.s. indeed converges to 0 as $t \rightarrow 0$. This property can then be extended to any $\varphi \in C\left(\mathcal{M}_{\lambda}(E)\right)$ by Lemma 1.1.

The proof of $(i)$ is thus complete.

## Proof of (ii)

The proof of (ii) follows exactly the same pattern, but now the task of bounding the integrals defining $\Phi^{n}$ and $Q^{n}$ becomes more delicate. The resolution is to exploit the fact that $f$ has compact support $S_{f}$.

Let $\mu, \mu^{\prime}, \nu$ and $\nu^{\prime}$ satisfy (1.7) and let $\left\{E_{n}\right\}_{n \geq 1}$ be a sequence of hypercubes increasing to $\mathbb{R}^{d}$. We embed each $\mathcal{M}_{\lambda}\left(E_{n}\right)$ into $\mathcal{M}_{\lambda}=\mathcal{M}_{\lambda}\left(\mathbb{R}^{d}\right)$ by setting $w(x) \equiv 0$ outside $E_{n}$. For every $n \geq 1$, let $M^{[n]}$ denote the $\mathcal{M}_{\lambda}$-valued Markov process obtained by imposing that $\left.M^{[n]}\right|_{E_{n} \times\{0,1\}}$ should evolve like the SLFVS on $E_{n} \times\{0,1\}$ obtained in (i), and $\left.M^{[n]}\right|_{E_{n}^{c} \times\{0,1\}}=\left.\mathrm{d} x\right|_{E_{n}^{c}} \otimes \delta_{1}(d \kappa)$ (i.e., $w^{[n]} \equiv 0$ on $\left.E_{n}^{c}\right)$. For each $n \in \mathbb{N}, M^{[n]}$ is an a.s. càdlàg process and we assume that it starts from the measure $M_{E_{n}}^{0}$ obtained by restricting $M^{0}$ to $E_{n}$ (as in (i)) and by assuming that its "density" $w_{E_{n}}^{0}$ is 0 outside $E_{n}$ (obviously, $M_{E_{n}}^{0}$ converges vaguely to $M^{0}$ as $n \rightarrow \infty$ ). According to the previous paragraph, it satisfies the property that for every $F \in C^{1}(\mathbb{R})$ and every $f \in C_{c}\left(\mathbb{R}^{d}\right)$,

$$
\begin{equation*}
\left(\Psi_{F, f}\left(M_{t}^{[n]}\right)-\Psi_{F, f}\left(M_{0}^{[n]}\right)-\int_{0}^{t} \mathcal{L}^{[n]} \Psi_{F, f}\left(M_{s}^{[n]}\right) \mathrm{d} s\right)_{t \geq 0} \tag{2.16}
\end{equation*}
$$

is a martingale, where

$$
\begin{align*}
& \mathcal{L}^{[n]} \Psi_{F, f}(M) \\
& =\int_{0}^{\infty} \int_{\left(S_{f}+B(0, r)\right) \cap E_{n}} \int_{0}^{1} \int_{B_{E_{n}}(x, r)} \frac{1}{\operatorname{Vol}\left(B_{E_{n}}(x, r)\right)}\left[w(y) F\left(\left\langle\Theta_{n, x, r, u}^{+}(w), f\right\rangle\right)\right. \\
& \left.\quad+(1-w(y)) F\left(\left\langle\Theta_{n, x, r, u}^{-}(w), f\right\rangle\right)-F(\langle w, f\rangle)\right] \mathrm{d} y \nu_{r}(\mathrm{~d} u) \mathrm{d} x \mu(\mathrm{~d} r) \\
& \quad+\int_{0}^{\infty} \int_{\left(S_{f}+B(0, r)\right) \cap E_{n}} \int_{0}^{1} \int_{B_{E_{n}}(x, r)^{2}} \frac{1}{\operatorname{Vol}\left(B_{E_{n}}(x, r)\right)^{2}}\left[w(y) w(z) F\left(\left\langle\Theta_{n, x, r, u}^{+}(w), f\right\rangle\right)\right. \\
& \left.\quad+(1-w(y) w(z)) F\left(\left\langle\Theta_{n, x, r, u}^{-}(w), f\right\rangle\right)-F(\langle w, f\rangle)\right] \mathrm{d} y \mathrm{~d} z \nu_{r}^{\prime}(\mathrm{d} u) \mathrm{d} x \mu^{\prime}(\mathrm{d} r) \tag{2.17}
\end{align*}
$$

Here we have written $S_{f}+B(0, r):=\left\{x+y: x \in S_{f}, y \in B(0, r)\right\}$ (motivated by the fact that if the centre of an event of radius $r$ does not belong to this set, then the event does not intersect the support of $f$ and therefore it does not affect the value of $\Psi_{F, f}(M)$ ) and we have chosen to report the dependence of the operations $\Theta_{n, x, r, u}^{ \pm}$on $n$ since they modify the value of $w$ only within $E_{n}$. The key observation is that

$$
\begin{equation*}
\left|\left\langle\mathbb{1}_{B(x, r)} w, f\right\rangle\right| \leq\|f\| \operatorname{Vol}\left(S_{f} \cap B(x, r)\right) \leq C_{1}\|f\|\left(r^{d} \wedge 1\right) \tag{2.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Vol}\left(S_{f}+B(0, r)\right) \leq C_{2}\left(r^{d} \vee 1\right) \tag{2.19}
\end{equation*}
$$

where $C_{1}$ and $C_{2}$ are independent of $r$ and depend only on the support of $f$. Moreover, the estimate (2.18) is uniform in $w$ and, in particular, the same bound holds if we replace $w$ by $1-w$.

To see how to apply this, consider the part of (2.17) corresponding to neutral events. We split the integral over $(0, \infty)$ at some radius $R_{0}>1$. We have that

$$
\begin{align*}
& \left\lvert\, \int_{R_{0}}^{\infty} \int_{\left(S_{f}+B(0, r)\right) \cap E_{n}} \int_{0}^{1} \int_{B_{E_{n}}(x, r)} \frac{1}{\operatorname{Vol}\left(B_{E_{n}}(x, r)\right)}\left[w(y) F\left(\left\langle\Theta_{n, x, r, u}^{+}(w), f\right\rangle\right)\right.\right. \\
& \left.\quad+(1-w(y)) F\left(\left\langle\Theta_{n, x, r, u}^{-}(w), f\right\rangle\right)-F(\langle w, f\rangle)\right] \mathrm{d} y \nu_{r}(\mathrm{~d} u) \mathrm{d} x \mu(\mathrm{~d} r) \mid
\end{aligned} \quad \begin{aligned}
& \leq C_{3}\left(F^{\prime}, f\right) \int_{R_{0}}^{\infty} \int_{\left(S_{f}+B(0, r)\right) \cap E_{n}} \int_{0}^{1} u \operatorname{Vol}\left(B(x, r) \cap S_{f}\right) \nu_{r}(\mathrm{~d} u) \mathrm{d} x \mu(\mathrm{~d} r) \\
& \leq C_{4}\left(F^{\prime}, f\right) \operatorname{Vol}\left(S_{f}\right) \int_{R_{0}}^{\infty} \int_{0}^{1} u r^{d} \nu_{r}(\mathrm{~d} u) \mu(\mathrm{d} r)
\end{align*}
$$

where $C_{3}\left(F^{\prime}, f\right)$ and $C_{4}\left(F^{\prime}, f\right)$ depend only on $F^{\prime}$ and $f$ and the last line uses (2.19) and the fact that $\operatorname{Vol}\left(B(x, r) \cap S_{f}\right) \leq \operatorname{Vol}\left(S_{f}\right)$. To control the second part of the integral corresponding to the neutral part, notice that a simple estimate using the fact that the corresponding events have radius bounded above by $R_{0}$, yields

$$
\begin{align*}
& \begin{array}{l}
\left\lvert\, \int_{0}^{R_{0}} \int_{\left(S_{f}+B(0, r)\right) \cap E_{n}} \int_{0}^{1} \int_{B_{E_{n}}(x, r)} \frac{1}{\operatorname{Vol}\left(B_{E_{n}}(x, r)\right)}\left[w(y) F\left(\left\langle\Theta_{n, x, r, u}^{+}(w), f\right\rangle\right)\right.\right. \\
\left.\quad+(1-w(y)) F\left(\left\langle\Theta_{n, x, r, u}^{-}(w), f\right\rangle\right)-F(\langle w, f\rangle)\right] \mathrm{d} y \nu_{r}(\mathrm{~d} u) \mathrm{d} x \mu(\mathrm{~d} r) \mid
\end{array} \\
& \leq C_{3}\left(F^{\prime}, f\right) \int_{0}^{R_{0}} \int_{\left(S_{f}+B(0, r)\right) \cap E_{n}} \int_{0}^{1} u \operatorname{Vol}\left(B(x, r) \cap S_{f}\right) \nu_{r}(\mathrm{~d} u) \mathrm{d} x \mu(\mathrm{~d} r)
\end{align*}
$$

where we have used (2.18) to bound $\operatorname{Vol}\left(B(x, r) \cap S_{f}\right)$ by $C r^{d}$ (independently of $x$ ), and then we have bounded the remaining integral of $\mathrm{d} x$ over $\left(S_{f}+B(0, r)\right) \cap E_{n}$ by $\operatorname{Vol}\left(S_{f}+\right.$ $B\left(0, R_{0}\right)$ ). Observe that both bounds (2.20) and (2.21) are finite by Condition (1.7), and they are independent of $M$ (or $w$ ). Exactly the same arguments control the selection part of the generator $\mathcal{L}^{[n]}$. Furthermore, the same bounds apply if we replace the operator $\mathcal{L}^{[n]}$ by $\mathcal{L}$ defined in (1.9). Consequently, we can proceed as in $(i)$ to prove that $\mathcal{L}$ is included in $C_{b}\left(\mathcal{M}_{\lambda}\right) \times C_{b}\left(\mathcal{M}_{\lambda}\right)$, which was item $(a)$ to check. Item $(b)$ is a direct consequence of Proposition 1.7 and of the same arguments as in the analogous part of the proof of (i). The fact that each $M^{[n]}$ is a process with sample paths in $D_{\mathcal{M}_{\lambda}}[0, \infty)$ is part of the conclusion of $(i)$. Next, the estimates (2.20) and (2.21) enable us to proceed as in the proof of item $(c)$ for $(i)$ to show that the sequence $\left(M^{[n]}\right)_{n \geq 1}$ is relatively compact, which proves item (c) for (ii).

To check item (d), notice that by Condition (1.7), by taking $R_{0}$ sufficiently large, the right hand side of (2.20) can be made arbitrarily small, uniformly in $M$. This is enough to ensure that the missing contribution of the events centered outside $E_{n}$ is negligible, that is that

$$
\begin{align*}
& \left\lvert\, \int_{0}^{\infty} \int_{\left(S_{f}+B(0, r)\right) \cap E_{n}^{c}} \int_{0}^{1} \int_{B(x, r)} \frac{1}{\operatorname{Vol}(B(x, r))}\left[w(y) F\left(\left\langle\Theta_{x, r, u}^{+}(w), f\right\rangle\right)\right.\right. \\
& \left.\quad+(1-w(y)) F\left(\left\langle\Theta_{x, r, u}^{-}(w), f\right\rangle\right)-F(\langle w, f\rangle)\right] \mathrm{d} y \nu_{r}(\mathrm{~d} u) \mathrm{d} x \mu(\mathrm{~d} r) \mid
\end{align*}
$$

uniformly in $M$ (or $w$ ) as $n \rightarrow \infty$, where $d\left(S_{f}, E_{n}^{c}\right.$ ) is the minimal distance between a point of $S_{f}$ and a point of $E_{n}^{c}$ (which tends to infinity as $n$ tends to infinity). The same estimates hold for the selection term, and can also be used to control the error due to the vanishing difference between $\left\langle\Theta_{x, r, u}^{ \pm}(w), f\right\rangle$ and $\left\langle\Theta_{n, x, r, u}^{ \pm}(w), f\right\rangle$ (the latter modifying $w$ on $B(x, r) \cap E_{n}$ only). We can then argue as in (2.15) to conclude.

Since items $(a)-(d)$ are now checked, we can conclude that there exists a unique measurable process $\left(M_{t}\right)_{t \geq 0}$ such that $M_{0}=M^{0}$ and satisfying the martingale problem (1.11), and this process is Markov and has càdlàg paths a.s. The Feller property of its semigroup can then be derived using the same arguments as in the proof of (i), recalling the uniform bound on $\mathcal{L}$ obtained in (2.20) and (2.21) (see the paragraph following (2.21)).

## 3 Proof of Proposition 1.7 (duality)

To prove Proposition 1.7, we first show that we can extend the operator $\mathcal{L}$ to a larger class of functions on $\mathcal{M}_{\lambda}$ and that any solution to the $B_{\mathcal{M}_{\lambda}}[0, \infty)$-martingale problem for $\left(\mathcal{L}, \delta_{M^{0}}\right)$ stated in (1.11) satisfies the corresponding extended martingale problem. We then use this new set of test functions to complete the proof of Proposition 1.7.

For every $k \in\{1,2, \ldots\}$ and $\psi \in \mathbb{L}^{1}\left(\left(\mathbb{R}^{d}\right)^{k}\right)$, let us define the function $D_{\psi}$ by: for every $M \in \mathcal{M}_{\lambda}$ with density $w$,

$$
\begin{align*}
D_{\psi}(M) & :=\int_{\left(\mathbb{R}^{d} \times\{0,1\}\right)^{k}} \psi\left(x_{1}, \ldots, x_{k}\right)\left\{\prod_{j=1}^{k} \mathbb{1}_{\{0\}}\left(\kappa_{j}\right)\right\} M\left(\mathrm{~d} x_{1}, \mathrm{~d} \kappa_{1}\right) \cdots M\left(\mathrm{~d} x_{k}, \mathrm{~d} \kappa_{k}\right) \\
& =\int_{\left(\mathbb{R}^{d}\right)^{k}} \psi\left(x_{1}, \ldots, x_{k}\right)\left\{\prod_{j=1}^{k} w\left(x_{j}\right)\right\} \mathrm{d} x_{1} \cdots \mathrm{~d} x_{k} \tag{3.1}
\end{align*}
$$

Let us also set

$$
\begin{align*}
& \mathcal{L} D_{\psi}(M) \\
& :=\int_{\mathbb{R}^{d}} \int_{0}^{\infty} \int_{0}^{1} \int_{B(x, r)} \frac{1}{V_{r}} \int_{\left(\mathbb{R}^{d}\right)^{k}} \psi\left(x_{1}, \ldots, x_{k}\right)\left\{\prod_{j \in I^{c}} w\left(x_{j}\right)\right\}\left[w(y) \prod_{j \in I}\left((1-u) w\left(x_{j}\right)+u\right)\right. \\
& \left.\quad+(1-w(y)) \prod_{j \in I}\left((1-u) w\left(x_{j}\right)\right)-\prod_{j \in I} w\left(x_{j}\right)\right] \mathrm{d} x_{1} \ldots \mathrm{~d} x_{k} \mathrm{~d} y \nu_{r}(\mathrm{~d} u) \mu(\mathrm{d} r) \mathrm{d} x \\
& +\int_{\mathbb{R}^{d}} \int_{0}^{\infty} \int_{0}^{1} \int_{B(x, r)^{2}} \frac{1}{V_{r}^{2}} \int_{\left(\mathbb{R}^{d}\right)^{k}} \psi\left(x_{1}, \ldots, x_{k}\right)\left\{\prod_{j \in I^{c}} w\left(x_{j}\right)\right\} \\
& \quad \times\left[w(y) w(z) \prod_{j \in I}\left((1-u) w\left(x_{j}\right)+u\right)+(1-w(y) w(z)) \prod_{j \in I}\left((1-u) w\left(x_{j}\right)\right)-\prod_{j \in I} w\left(x_{j}\right)\right] \\
& \mathrm{d} x_{1} \ldots \mathrm{~d} x_{k} \mathrm{~d} y \mathrm{~d} z \nu_{r}^{\prime}(\mathrm{d} u) \mu^{\prime}(\mathrm{d} r) \mathrm{d} x \tag{3.2}
\end{align*}
$$

where we use the notation $I:=\left\{i: x_{i} \in B(x, r)\right\}$ and the convention that a product over the empty set is equal to 1 . Note that for every $\psi \in C_{c}\left(\mathbb{R}^{d}\right)$, the function $D_{\psi}$ coincides with the function $\Psi_{I d, \psi}$ defined in (1.5) and, likewise, the function $\mathcal{L} D_{\psi}$ defined in (3.2) coincides with the function $\mathcal{L} \Psi_{I d, \psi}$ defined in (1.9). To see this, let us observe that the first part of (3.2) can be rewritten (using the convention that the product over an empty
set is equal to 1 , and then Fubini's theorem to pass from the first line to the next)

$$
\begin{array}{r}
\int_{\mathbb{R}^{d}} \int_{0}^{\infty} \int_{0}^{1} \int_{B(x, r)} \frac{1}{V_{r}} \int_{\mathbb{R}^{d}} \psi\left(x_{1}\right) \mathbb{1}_{\left\{x_{1} \in B(x, r)\right\}}\left[w(y)\left((1-u) w\left(x_{1}\right)+u\right)\right. \\
\left.\quad+(1-w(y))(1-u) w\left(x_{1}\right)-w\left(x_{1}\right)\right] \mathrm{d} x_{1} \mathrm{~d} y \nu_{r}(\mathrm{~d} u) \mu(\mathrm{d} r) \mathrm{d} x \\
=\int_{\mathbb{R}^{d}} \int_{0}^{\infty} \int_{0}^{1} \int_{B(x, r)} \frac{1}{V_{r}}\left\{w(y)\left\langle\mathbb{1}_{B(x, r)}((1-u) w+u), \psi\right\rangle+(1-w(y))\left\langle\mathbb{1}_{B(x, r)}(1-u) w, \psi\right\rangle\right. \\
\left.\quad-\left\langle\mathbb{1}_{B(x, r)} w, \psi\right\rangle\right\} \mathrm{d} y \nu_{r}(\mathrm{~d} u) \mu(\mathrm{d} r) \mathrm{d} x
\end{array}
$$

which is equal to the first integral on the r.h.s. of (1.9) when $F=I d$ and $f=\psi$. The same reasoning can be made on the second part of (3.2).

The following result shows that the expression in (3.2) in fact extends the operator $\mathcal{L}$ defined in (1.9) to all functions of the form $D_{\psi}$.
Lemma 3.1. Let $\left(M_{t}\right)_{t \geq 0}$ be a solution to the martingale problem (1.11). Then for every $k \geq 1$ and $\psi \in \mathbb{L}^{1}\left(\left(\mathbb{R}^{d}\right)^{k}\right)$,

$$
\begin{equation*}
\left(D_{\psi}\left(M_{t}\right)-D_{\psi}\left(M_{0}\right)-\int_{0}^{t} \mathcal{L} D_{\psi}\left(M_{s}\right) \mathrm{d} s\right)_{t \geq 0} \tag{3.3}
\end{equation*}
$$

is a martingale.

Proof of Lemma 3.1. We have already checked that the desired property held true for $k=1$ and $\psi \in C_{c}\left(\mathbb{R}^{d}\right)$, since then $D_{\psi}=\Psi_{I d, \psi}$ and $\mathcal{L} D_{\psi}=\mathcal{L} \Psi_{I d, \psi}$. We first extend the result to $\psi \in \mathbb{L}^{1}\left(\mathbb{R}^{d}\right)$ by a density argument, and then consider the case $k \geq 2$.

To complete both parts of the programme, we need a general bound on functions of the form $\mathcal{L} D_{\psi}$ that we derive now. Let $m \geq 1$ and $\widetilde{\psi} \in \mathbb{L}^{1}\left(\left(\mathbb{R}^{d}\right)^{m}\right)$. For every $M \in \mathcal{M}_{\lambda}$ (with density $w$ ), the expression for $\mathcal{L} D_{\widetilde{\psi}}(M)$ given in (3.2) can be rewritten as

$$
\begin{aligned}
& \int_{\mathbb{R}^{d}} \int_{0}^{\infty} \int_{0}^{1} \int_{B(x, r)} \frac{1}{V_{r}} \int_{\left(\mathbb{R}^{d}\right)^{m}} \widetilde{\psi}\left(x_{1}, \ldots, x_{m}\right)\left\{\prod_{j \in I^{c}} w\left(x_{j}\right)\right\} \\
& \quad \times\left[\left(\sum_{J \subset I, J \neq I}(1-u)^{|J|} u^{|I \backslash J|} \prod_{j \in J} w\left(x_{j}\right)\right) w(y)+\left((1-u)^{|I|}-1\right) \prod_{j \in I} w\left(x_{j}\right)\right] \\
& +\int_{\mathbb{R}^{d}} \int_{0}^{\infty} \int_{0}^{1} \int_{B(x, r)^{2}} \frac{1}{V_{r}^{2}} \int_{\left(\mathbb{R}^{d}\right)^{m}} \widetilde{\psi}\left(x_{1} \ldots \mathrm{~d} x_{m} \mathrm{~d} y \nu_{r}(\mathrm{~d} u) \mu(\mathrm{d} r) \mathrm{d} x\right. \\
& \quad \times\left[w(y) w(z)\left(\sum_{J \subset I, J \neq I}(1-u)^{|J|} u^{|I \backslash J|} \prod_{j \in J} w\left(x_{j}\right)\right)+\left((1-u)^{|I|}-1\right) \prod_{j \in I^{c}} w\left(x_{j}\right)\right\} \\
& \left.\quad w\left(x_{j}\right)\right] \\
& \mathrm{d} x_{1} \ldots \mathrm{~d} x_{k} \mathrm{~d} y \mathrm{~d} z \nu_{r}^{\prime}(\mathrm{d} u) \mu^{\prime}(\mathrm{d} r) \mathrm{d} x
\end{aligned}
$$

Bounding $w$ by 1 and using the facts that

$$
\sum_{J \subsetneq I}(1-u)^{|J|} u^{|I \backslash J|}=1-(1-u)^{|I|} \leq u|I| \mathbb{1}_{\{|I| \geq 1\}} \leq m u \mathbb{1}_{\left\{B(x, r) \cap\left\{x_{1}, \ldots, x_{m}\right\} \neq \emptyset\right\}}
$$

and

$$
\operatorname{Vol}\left(\left\{x \in \mathbb{R}^{d}: B(x, r) \cap\left\{x_{1}, \ldots, x_{m}\right\} \neq \emptyset\right\}\right) \leq m C_{d} r^{d}
$$

for a constant $C_{d}$ depending only on $d$, we obtain that the first term in $\left|\mathcal{L} D_{\tilde{\psi}}(M)\right|$ is bounded by

$$
\begin{align*}
& \int_{\mathbb{R}^{d}} \int_{0}^{\infty} \int_{0}^{1} \int_{B(x, r)} \frac{1}{V_{r}} \int_{\left(\mathbb{R}^{d}\right)^{m}}|\widetilde{\psi}|\left(x_{1}, \ldots, x_{m}\right) \mathbb{1}_{\left\{B(x, r) \cap\left\{x_{1}, \ldots, x_{m}\right\} \neq \neq \emptyset\right\}} 2 m u \\
& \quad \mathrm{~d} x_{1} \cdots \mathrm{~d} x_{m} \mathrm{~d} y \nu_{r}(\mathrm{~d} u) \mu(\mathrm{d} r) \mathrm{d} x \\
& \leq \int_{0}^{\infty} \int_{0}^{1} \int_{\left(\mathbb{R}^{d}\right)^{m}}|\widetilde{\psi}|\left(x_{1}, \ldots, x_{m}\right) 2 m^{2} C_{d} r^{d} u \mathrm{~d} x_{1} \cdots \mathrm{~d} x_{m} \nu_{r}(\mathrm{~d} u) \mu(\mathrm{d} r) \\
& =2 m^{2} C_{d}\|\widetilde{\psi}\|_{1} \int_{0}^{\infty} \int_{0}^{1} r^{d} u \nu_{r}(\mathrm{~d} u) \mu(\mathrm{d} r) . \tag{3.4}
\end{align*}
$$

We can then bound the second part of $\left|\mathcal{L} D_{\widetilde{\psi}}(M)\right|$ in a similar way and obtain that

$$
\begin{equation*}
\left|\mathcal{L} D_{\widetilde{\psi}}(M)\right| \leq 2 m^{2} C_{d}\|\widetilde{\psi}\|_{1}\left(\int_{0}^{\infty} \int_{0}^{1} r^{d} u \nu_{r}(\mathrm{~d} u) \mu(\mathrm{d} r)+\int_{0}^{\infty} \int_{0}^{1} r^{d} u \nu_{r}^{\prime}(\mathrm{d} u) \mu^{\prime}(\mathrm{d} r)\right) \tag{3.5}
\end{equation*}
$$

and the expression on the r.h.s. is finite by Condition (1.7).
Using the fact that $C_{c}\left(\mathbb{R}^{d}\right)$ is dense in $\mathbb{L}^{1}\left(\mathbb{R}^{d}\right)$ (for the $\mathbb{L}^{1}$ norm), the bound (3.5) and dominated convergence, we can then use the same approach as in the proof of items (d) in Section 2 (see Equations (2.14) and (2.15)) to conclude that the process in (3.3) is indeed a martingale when $\psi \in \mathbb{L}^{1}\left(\mathbb{R}^{d}\right)$.

Let us now consider $k \geq 2$. Any integrable function $\psi$ on $\left(\mathbb{R}^{d}\right)^{k}$ can be approximated (in $\mathbb{L}^{1}$ norm) by linear combinations of functions of the product form $\psi_{1}\left(x_{1}\right) \cdots \psi_{k}\left(x_{k}\right)$ with $\psi_{i} \in C_{c}\left(\mathbb{R}^{d}\right)$ for every $i$. Furthermore, by polarisation, the test function

$$
\begin{equation*}
D_{\otimes \psi_{i}}(M)=\prod_{i=1}^{k}\left(\int_{\mathbb{R}^{d} \times\{0,1\}} \psi_{i}\left(x_{i}\right) \mathbb{1}_{\{0\}}\left(\kappa_{i}\right) M\left(\mathrm{~d} x_{i}, \mathrm{~d} \kappa_{i}\right)\right)=\prod_{i=1}^{k}\left\langle w, \psi_{i}\right\rangle \tag{3.6}
\end{equation*}
$$

can in turn be written as a linear combination of functions of the form $\langle w, f\rangle^{m}$, with $m \in \mathbb{N}$ and $f \in C_{c}\left(\mathbb{R}^{d}\right)$, for which we can use (1.9) to obtain

$$
\begin{align*}
& \mathcal{L} \Psi_{(\cdot)^{m}, f}(M)= \int_{\mathbb{R}^{d}} \int_{0}^{\infty} \int_{0}^{1} \int_{B(x, r)} \frac{1}{V_{r}}\left[w(y)\left\langle\mathbb{1}_{B(x, r)^{c}} w+\mathbb{1}_{B(x, r)}((1-u) w+u), f\right\rangle^{m}\right. \\
&\left.+(1-w(y))\left\langle\mathbb{1}_{B(x, r)^{c}} w+\mathbb{1}_{B(x, r)}(1-u) w, f\right\rangle^{m}-\langle w, f\rangle^{m}\right] \mathrm{d} y \nu_{r}(\mathrm{~d} u) \mu(\mathrm{d} r) \mathrm{d} x \\
&+\int_{\mathbb{R}^{d}} \int_{0}^{\infty} \int_{0}^{1} \int_{B(x, r)^{2}} \frac{1}{V_{r}^{2}}\left[w(y) w(z)\left\langle\mathbb{1}_{B(x, r)^{c}} w+\mathbb{1}_{B(x, r)}((1-u) w+u), f\right\rangle^{m}\right. \\
&\left.+(1-w(y) w(z))\left\langle\mathbb{1}_{B(x, r)^{c}} w+\mathbb{1}_{B(x, r)}(1-u) w, f\right\rangle^{m}-\langle w, f\rangle^{m}\right] \\
& \mathrm{d} y \mathrm{~d} z \nu_{r}^{\prime}(\mathrm{d} u) \mu^{\prime}(\mathrm{d} r) \mathrm{d} x \tag{3.7}
\end{align*}
$$

On the other hand, taking $\psi\left(x_{1}, \ldots, x_{m}\right)=\prod_{i=1}^{m} f\left(x_{i}\right)$ in (3.1), we obtain that

$$
D_{\psi}(M)=\langle w, f\rangle^{m}
$$

Let us thus show that, in this case, the expression on the r.h.s. of (3.2) coincides with (3.7). We focus on the first term on the r.h.s. of (3.2), since the computations are the same for the other terms. For fixed $x, r, u, y$, and writing $B$ for $B(x, r)$ to simplify the
notation, we have

$$
\begin{aligned}
& \int_{\left(\mathbb{R}^{d}\right)^{m}} f\left(x_{1}\right) \cdots f\left(x_{m}\right)\left[\prod_{j: x_{j} \notin B} w\left(x_{i}\right)\right]\left[\prod_{j: x_{j} \in B}\left((1-u) w\left(x_{j}\right)+u\right)\right] \mathrm{d} x_{1} \ldots \mathrm{~d} x_{m} \\
& =\sum_{J \subseteq\{1, \ldots, m\}} \int_{\left(\mathbb{R}^{d}\right)^{m}} f\left(x_{1}\right) \cdots f\left(x_{m}\right)\left[\prod_{j \in J^{c}} \mathbb{1}_{\left\{x_{j} \notin B\right\}} w\left(x_{j}\right)\right]\left[\prod_{j \in J} \mathbb{1}_{\left\{x_{j} \in B\right\}}\left((1-u) w\left(x_{j}\right)+u\right)\right] \\
& =\sum_{J \subseteq\{1, \ldots, m\}}\left\langle\mathbb{1}_{B^{c}} w, f\right\rangle^{m-|J|}\left\langle\mathbb{1}_{B}((1-u) w+u), f\right\rangle^{|J|} \mathrm{d} x_{1} \ldots \mathrm{~d} x_{m} \\
& =\sum_{j=0}^{m}\binom{m}{j}\left\langle\mathbb{1}_{B^{c}} w, f\right\rangle^{m-j}\left\langle\mathbb{1}_{B}((1-u) w+u), f\right\rangle^{j}=\left\langle\mathbb{1}_{B^{c}} w+\mathbb{1}_{B}((1-u) w+u), f\right\rangle^{m}
\end{aligned}
$$

which coincides with the integrand in the first part of (3.7). Checking that the same holds for the three other parts of (3.7), we can conclude that the two expressions for the action of $\mathcal{L}$ on functions of the form $\langle w, f\rangle^{m}$ coincide. Consequently, the process in (3.3) is a martingale for $\psi$ form $f \otimes \cdots \otimes f$ with $f \in C_{c}\left(\mathbb{R}^{d}\right)$, and by linearity for $\psi$ of the form $\psi_{1} \otimes \cdots \otimes \psi_{k}$ with $\psi_{i} \in C_{c}\left(\mathbb{R}^{d}\right)$ for every $i$. Using the same density argument as in the case $k=1$, together with the bound (3.5), we can finally conclude that the process in (3.3) is a martingale for every $k \geq 1$ and every $\psi \in \mathbb{L}^{1}\left(\left(\mathbb{R}^{d}\right)^{k}\right)$, and Lemma 3.1 is proved.

Remark 3.2. Note that either of these two sets of test functions, (1.5) or (3.1), is sufficient to characterise the law of the SLFVS (see Lemma 1.1 for the first set, and Lemma 2.1(c) in [49] for the second), and so we can use them interchangeably. In particular, the family (1.5) will be more convenient in proving the convergence of our rescaled $\mathcal{M}_{\lambda}$-valued processes, whereas the duality relation that will give us the uniqueness of the limit is based on the family (3.1).

Armed with Lemma 3.1, we can now prove Proposition 1.7.
Proof of Proposition 1.7. Despite the fact that Theorem 4.4.11 in [21] does not directly apply, we follow its proof closely (with $\alpha \equiv 0 \equiv \beta$ ). Let $\left(M_{t}\right)_{t \geq 0}$ be solution to the martingale problem (1.11). For every $s, t \geq 0$, let

$$
F(s, t):=\mathbb{E}_{M^{0}}\left[\mathbf{E}\left[D\left(M_{s}, \Xi_{t}\right) \mid \Xi_{0} \sim \mu_{\psi}\right]\right] .
$$

By Lemma 1.6, since $\Xi_{0}$ has law $\mu_{\psi}$, at every time $t \geq 0$ the locations of the atoms of $\Xi_{t}$ have a joint distribution which is absolutely continuous with respect to Lebesgue measure. Let us write $\psi_{t}^{(n)}$ for the density of these points conditionally on the event $\left\{N_{t}=n\right\}$. We thus have, by (1.23),

$$
\begin{align*}
F(s, t) & =\mathbb{E}_{M^{0}}\left[\mathbf{E}\left[\int_{\left(\mathbb{R}^{d}\right)^{N_{t}}} \psi_{t}^{\left(N_{t}\right)}\left(x_{1}, \ldots, x_{N_{t}}\right)\left(\prod_{j=1}^{N_{t}} w_{s}\left(x_{j}\right)\right) \mathrm{d} x_{1} \cdots \mathrm{~d} x_{N_{t}} \mid \Xi_{0} \sim \mu_{\psi}\right]\right]  \tag{3.8}\\
& =\mathbf{E}\left[\mathbb{E}_{M^{0}}\left[D_{\psi_{t}^{\left(N_{t}\right)}}\left(M_{s}\right)\right] \mid \Xi_{0} \sim \mu_{\psi}\right]
\end{align*}
$$

where the last line uses Fubini's theorem. Since for every $n \in\{1,2, \ldots\}$ we have $\psi_{t}^{(n)} \in \mathbb{L}^{1}\left(\left(\mathbb{R}^{d}\right)^{n}\right)$, we can use Lemma 3.1 and write that

$$
\begin{equation*}
F(s, t)-F(0, t)=\mathbf{E}\left[\mathbb{E}_{M^{0}}\left[\int_{0}^{s} \mathcal{L} D_{\psi_{t}^{\left(N_{t}\right)}}\left(M_{\tau}\right) \mathrm{d} \tau\right] \mid \Xi_{0} \sim \mu_{\psi}\right] \tag{3.9}
\end{equation*}
$$

On the other hand, for any fixed $s \geq 0$ and any $t \geq 0$, we can rewrite the expression on the r.h.s. of (3.8) as

$$
\begin{align*}
\mathbb{E}_{M^{0}}\left[\mathbf{E}\left[\prod_{j=1}^{N_{t}} w_{s}\left(\xi_{t}^{j}\right) \mid \Xi_{0} \sim \mu_{\psi}\right]\right] & =\mathbb{E}_{M^{0}}\left[\mathbf{E}\left[\exp \left(\left\langle\Xi_{t}, \ln w_{s}\right\rangle\right) \mid \Xi_{0} \sim \mu_{\psi}\right]\right] \\
& =\mathbb{E}_{M^{0}}\left[\mathbf{E}\left[\Phi_{\exp , \ln w_{s}}\left(\Xi_{t}\right) \mid \Xi_{0} \sim \mu_{\psi}\right]\right] \tag{3.10}
\end{align*}
$$

where we have fixed a representative $w_{s}$ of the density of $M_{s}$ (since by (1.23), the r.h.s. of (3.10) is independent of the choice of this representative) and $\Phi_{\exp , \ln w_{s}}$ is defined as in (1.13) with $F=\exp$ and $f=\ln w_{s}$. Here we use the convention that $\Phi_{\exp , \ln w_{s}}(\Xi)=0$ whenever at least one of the atoms $x$ of $\Xi$ is such that $w_{s}(x)=0$. With this convention, the definition of $\mathcal{G} \Phi_{\exp , \ln w_{s}}(\Xi)$ given in (1.14) still makes sense, the function $\Phi_{\exp , \ln w_{s}}$ takes its values in $[0,1]$ and the same bound as in (1.19) controls the expectation of $\mathcal{G} \Phi_{\text {exp, } \ln w_{s}}\left(\Xi_{\tau}\right)$ for every $\tau \in[0, t]$ (since in this case $F^{\prime}\left(\left\langle\Xi_{\tau}, f\right\rangle\right)=\prod_{i} w_{s}\left(\xi_{\tau}^{i}\right) \in[0,1]$ ). We may therefore use Proposition 1.5 to write that

$$
\begin{equation*}
F(s, t)-F(s, 0)=\mathbb{E}_{M^{0}}\left[\mathbf{E}\left[\int_{0}^{t} \mathcal{G} \Phi_{\exp , \ln w_{s}}\left(\Xi_{\tau}\right) \mathrm{d} \tau \mid \Xi_{0} \sim \mu_{\psi}\right]\right] \tag{3.11}
\end{equation*}
$$

It remains to show that for every $s, t \geq 0$,

$$
\begin{equation*}
\mathbf{E}\left[\mathbb{E}_{M^{0}}\left[\mathcal{L} D_{\psi_{t-s}^{\left(N_{t-s}\right)}}\left(M_{s}\right)\right] \mid \Xi_{0} \sim \mu_{\psi}\right]=\mathbb{E}_{M^{0}}\left[\mathbf{E}\left[\mathcal{G} \Phi_{\exp , \ln w_{s}}\left(\Xi_{t-s}\right) \mid \Xi_{0} \sim \mu_{\psi}\right]\right] \tag{3.12}
\end{equation*}
$$

so that we may use Lemma 4.4.10 in [21] to conclude that

$$
F(t, 0)=F(0, t)
$$

which is equivalent to (1.25).
Using (1.14) and shortening the notation $I_{x, r}\left(\Xi_{t-s}\right)$ into $I$, we have,

$$
\begin{align*}
& \mathcal{G} \Phi_{\exp , \ln w_{s}}\left(\Xi_{t-s}\right) \\
&= \int_{\mathbb{R}^{d}} \int_{0}^{\infty} \int_{0}^{1} \int_{B(x, r)} \frac{1}{V_{r}}\left(\prod_{j \in I^{c}} w_{s}\left(\xi_{t-s}^{j}\right)\right) \\
&\left.\quad \times \sum_{D \subseteq I ;|D| \geq 1} u^{|D|}(1-u)^{|I \backslash D|}\left(w_{s}(y) \prod_{i \in D^{c}} w_{s}\left(\xi_{t-s}^{i}\right)-\prod_{i \in I} w_{s}\left(\xi_{t-s}^{i}\right)\right)\right] \mathrm{d} y \nu_{r}(\mathrm{~d} u) \mu(\mathrm{d} r) \mathrm{d} x \\
& \quad+\int_{\mathbb{R}^{d}} \int_{0}^{\infty} \int_{0}^{1} \int_{B(x, r)^{2}} \frac{1}{V_{r}^{2}}\left(\prod_{j \in I^{c}} w_{s}\left(\xi_{t-s}^{j}\right)\right)\left[\sum_{D \subseteq I ;|D| \geq 1} u^{|D|}(1-u)^{|I \backslash D|}\right. \\
&\left.\quad \times\left(w_{s}(y) w_{s}(z) \prod_{i \in D^{c}} w_{s}\left(\xi_{t-s}^{i}\right)-\prod_{i \in I} w_{s}\left(\xi_{t-s}^{i}\right)\right)\right] \mathrm{d} y \mathrm{~d} z \nu_{r}^{\prime}(\mathrm{d} u) \mu^{\prime}(\mathrm{d} r) \mathrm{d} x \\
&=\int_{\mathbb{R}^{d}} \int_{0}^{\infty} \int_{0}^{1} \int_{B(x, r)} \frac{1}{V_{r}}\left(\prod_{j \in I^{c}} w_{s}\left(\xi_{t-s}^{j}\right)\right)\left[w_{s}(y)\left(\sum_{D \subseteq I ;|D| \geq 1} u^{|D|}(1-u)^{|I \backslash D|} \prod_{i \in D^{c}} w_{s}\left(\xi_{t-s}^{i}\right)\right)\right. \\
&\left.\quad-\left(1-(1-u)^{|I|}\right) \prod_{i \in I} w_{s}\left(\xi_{t-s}^{i}\right)\right] \mathrm{d} y \nu_{r}(\mathrm{~d} u) \mu(\mathrm{d} r) \mathrm{d} x \\
& \quad+\int_{\mathbb{R}^{d}} \int_{0}^{\infty} \int_{0}^{1} \int_{B(x, r)^{2}}^{1} \frac{1}{V_{r}^{2}}\left(\prod_{j \in I^{c}} w_{s}\left(\xi_{t-s}^{j}\right)\right)\left[w_{s}(y) w_{s}(z)\right. \\
&\left.\quad \times\left(\sum_{D \subseteq I ;|D| \geq 1} u^{|D|}(1-u)^{|I \backslash D|} \prod_{i \in D^{c}} w_{s}\left(\xi_{t-s}^{i}\right)\right)-\left(1-(1-u)^{|I|}\right) \prod_{i \in I} w_{s}\left(\xi_{t-s}^{i}\right)\right]
\end{align*}
$$

On the other hand, using (3.2) and writing $\psi_{t-s}$ for $\psi_{t-s}^{\left(N_{t-s}\right)}$ to ease the notation, we obtain

$$
\begin{align*}
& \mathcal{L} D_{\psi_{t-s}}\left(M_{s}\right) \\
& =\int_{\mathbb{R}^{d}} \int_{0}^{\infty} \int_{0}^{1} \int_{B(x, r)} \frac{1}{V_{r}} \int_{\left(\mathbb{R}^{d}\right)^{N_{t-s}}} \psi_{t-s}\left(x_{1}, \ldots, x_{N_{t-s}}\right)\left(\prod_{j \in I^{c}} w_{s}\left(x_{j}\right)\right) \\
& \quad \times\left[w_{s}(y) \prod_{j \in I}\left((1-u) w_{s}\left(x_{j}\right)+u\right)+\left(1-w_{s}(y)\right) \prod_{j \in I}\left((1-u) w_{s}\left(x_{j}\right)\right)-\prod_{j \in I} w_{s}\left(x_{j}\right)\right] \\
& \quad+\int_{\mathbb{R}^{d}} \int_{0}^{\infty} \int_{0}^{1} \int_{B(x, r)^{2}} \frac{1}{V_{r}^{2}} \int_{\left(\mathbb{R}^{d}\right)^{N_{t-s}}} \psi_{t-s}\left(x_{1}, \ldots, x_{N_{t-s}}\right)\left(\prod_{j \in I^{c}} w_{s}\left(x_{j}\right)\right) \\
& \quad \times\left[w_{s}(y) w_{s}(z) \prod_{j \in I}\left((1-u) w_{s}\left(x_{j}\right)+u\right)+\left(1-w_{s}(y) w_{s}(z)\right) \prod_{j \in I}\left((1-u) w_{s}\left(x_{j}\right)\right)\right. \\
& \left.\quad-\prod_{j \in I} w_{s}\left(x_{j}\right)\right] \mathrm{d} x_{1} \ldots \nu_{r}(\mathrm{~d} u) \mu(\mathrm{d} r) \mathrm{d} x
\end{align*}
$$

Now, the first integral in the above is equal to

$$
\begin{align*}
& \int_{\mathbb{R}^{d}} \int_{0}^{\infty} \int_{0}^{1} \int_{B(x, r)} \frac{1}{V_{r}} \int_{\left(\mathbb{R}^{d}\right)^{N_{t-s}}} \psi_{t-s}\left(x_{1}, \ldots, x_{N_{t-s}}\right) \prod_{j \in I^{c}} w_{s}\left(x_{j}\right) \\
& \quad \times\left[w_{s}(y) \sum_{D \subseteq I ;|D| \geq 1} u^{|D|}(1-u)^{|I \backslash D|} \prod_{j \in D^{c}} w_{s}\left(x_{j}\right)-\left(1-(1-u)^{|I|}\right) \prod_{j \in I} w_{s}\left(x_{j}\right)\right] \\
& \mathrm{d} x_{1} \ldots \mathrm{~d} x_{N_{t-s}} \mathrm{~d} y \nu_{r}(\mathrm{~d} u) \mu(\mathrm{d} r) \mathrm{d} x \tag{3.15}
\end{align*}
$$

Taking the expectation of (3.15) with respect to $\mathbf{E}\left[\cdot \mid \Xi_{0} \sim \mu_{\psi}\right]$, we obtain that it is equal to the expectation of the first term on the r.h.s. of (3.13). The same holds for the expectation of the second part of (3.14) and that of the second part of (3.13). Taking then the expectation with respect to $\mathbb{E}_{M_{0}}$ (and using Fubini's theorem), we arrive at the desired equality (3.12). Hence, we can use Lemma 4.4.10 in [21] to conclude that

$$
F(t, 0)=F(0, t),
$$

and (1.25) is proved.

## 4 Heuristics for the large-scale behaviour of the SLFVS and its dual process

In this section, we provide an informal justification of our choices for the parameters $\beta, \gamma$ and $\delta$ in our scalings. Recall from the introduction that we should like to establish scalings of the selection and impact parameters, $s_{n}$ and $u_{n}$, for which selection will leave a trace in the long-term evolution of the population, without leading to an instantaneous invasion by the favoured allele. In particular, we wish to complement the work of [18, 19], in which the impact (or fraction of the local population replaced during an event) is kept of order $\mathcal{O}(1)$ while the selection coefficient goes to 0 as the scaling parameter $n$ tends to infinity, modelling a population in which the local densities of individuals are low and therefore any event leads to the replacement of a macroscopic fraction of the local population. In our work, we always assume that local population densities are very high and reproduction impacts only a very small fraction of the individuals present in
the affected area (i.e., we assume that $u \ll 1$ ). We consider long timescales ( $n t, t \geq 0$ ) and identify the orders of magnitude of $u_{n}$ and $s_{n}$, and the corresponding spatial scale $\left(n^{\beta} x, x \in \mathbb{R}^{d}\right)$ over which the dynamics of the population will converge as $n \rightarrow \infty$ to a Fisher-KPP type evolution. In passing, we shall also see why there is no way to obtain a stochastic limit in more than one dimension when we assume that both the impact $u_{n}$ of each event and the relative frequency $s_{n}$ of selective to neutral events tend to 0 , and we shall justify the claims made in Remarks 1.12 and 1.15 about the range of parameters leading to a deterministic Fisher-KPP process in one dimension.

Let us start with the case of local reproduction. As usual in the spatial Lambda-Fleming-Viot framework, it is easier to first think about the corresponding scaled dual processes. Chapter 7 in [35] suggests that if there is a regime of parameters in which the SLFVS converges to the solution to the Fisher-KPP equation, and in one dimension to its stochastic counterpart, then the sequence of corresponding dual processes should converge to a branching Brownian motion in which, in dimension 1, pairs of particles coalesce at a rate proportional to their collision local time (we explain the correspondence between our frameworks in the paragraph on uniqueness of the limit in the proof of Theorem 1.11, see Section 5.1). Let us thus analyse the different types of event which can affect the dual process when time is sped up by $n$ and space is scaled down by $n^{\beta}$, focusing first on what happens to a single particle. During a neutral event, if this particle is marked (with probability $u_{n}=\mathcal{O}\left(n^{-\gamma}\right)$ ), then it is removed and replaced by another particle whose distribution is uniformly distributed in the region of the event (of radius $R n^{-\beta}$ in our new units). We see this as a jump of the particle. Because the component of the intensity of $\Pi^{N}$ corresponding to the centres of events is Lebesgue measure on $\mathbb{R}^{d}$, when the particle jumps, the location of the centre of the corresponding event is uniformly distributed in the ball of radius $R n^{-\beta}$ around the current location $x$ of the particle. Consequently, the position of the particle "after the jump" belongs to $B\left(x, 2 R n^{-\beta}\right)$ a.s. and has a radially symmetric distribution around $x$. Summing up the above, in our new units a single particle jumps at rate $\mathcal{O}\left(n^{1-\gamma}\right)$ and makes mean zero, finite variance, jumps of size bounded by a constant times $1 / n^{\beta}$. For this jump process to converge to some non-trivial process (Brownian motion, in fact) as $n \rightarrow \infty$, we thus have to assume that

$$
\begin{equation*}
1-\gamma=2 \beta \tag{4.1}
\end{equation*}
$$

Now consider what happens at a selective event. Again our particle is marked with probability $\mathcal{O}\left(n^{-\gamma}\right)$, and in this case, the two particles which replace it are created at a separation of order $\mathcal{O}\left(n^{-\beta}\right)$. Consequently, they may be overlapped by a new event very quickly (after a time of order $\mathcal{O}\left(n^{-1}\right)$ ), and then with probability $u_{n}^{2}=\mathcal{O}\left(n^{-2 \gamma}\right)$ they are both erased and replaced by a single "parental" particle (we see this type of event as a "coalescence"). In the limit as $n \rightarrow \infty$, we will only "see" the branching event before it is erased by such a coalescence if the two particles have positive probability of moving apart to a distance of order one before (perhaps) coalescing. Let us find conditions under which we can expect this to hold.

In our new timescale, each particle is overlapped by an event at rate $\mathcal{O}(n)$. The probability that only one of the two particles is marked during such an event, and therefore "jumps" to a location at distance $\mathcal{O}\left(n^{-\beta}\right)$ while the other stands still, is $u n^{-\gamma}(1-$ $\left.\mathcal{O}\left(n^{-\gamma}\right)\right)$. Furthermore, as soon as the two particles are at distance larger than $2 R n^{-\beta}$, they cannot be overlapped by the same event and so they jump independently of each other according to a continuous time random walk. Hence, what we actually have to understand is how many times the two particles come back to a separation less than $2 R n^{-\beta}$ before they manage to move apart to a separation of $\mathcal{O}(1)$. Indeed, the same type of analysis as the one carried out in the proof of Lemma 6.6 in [7] (see Lemma 5.6 and below in Section 5 of the present work) shows that when they come together, the
two particles remain at distance less than $2 R n^{-\beta}$ during a number of events affecting them of order $\mathcal{O}(1)$ (which translates into a number of events simply overlapping them of order $\mathcal{O}\left(n^{\gamma}\right)$ ). Hence, the probability that they are both affected by an event and coalesce before separating again to a distance more than $2 R n^{-\beta}$ is of the same order as the probability of coalescence during a single event conditionally on at least one of the particles being marked, which is $\mathcal{O}\left(n^{-2 \gamma} / n^{-\gamma}\right)=\mathcal{O}\left(n^{-\gamma}\right)$. From this, we can conclude in particular that the two particles will need to come back "together" $\mathcal{O}\left(n^{\gamma}\right)$ times before they have a positive probability of both being affected by the same event and therefore coalescing into common ancestral particle(s).

When they are more than $2 R n^{-\beta}$ apart, the two particles jump independently according to a continuous time symmetric random walk with step sizes of order $\mathcal{O}\left(n^{-\beta}\right)$, and so the separation between them is also a symmetric random walk with step size of this order. We are interested in the probability that during an excursion away from $B\left(0,2 R n^{-\beta}\right)$, the difference walk reaches a distance of order 1, i.e. $n^{\beta}$ times larger than its initial value. It is convenient to work in our original space units. For a symmetric continuous-time random walk with step size of order $\mathcal{O}(1)$, starting at distance slightly larger than $2 R$ from 0 , the probability of reaching distance $n^{\beta}$ from 0 before reentering $B(0,2 R)$ has the same order as the probability that the number of steps to come back within $B(0,2 R)$ is larger than $n^{2 \beta}$. This in turn will have the same order as the corresponding quantity for simple symmetric random walk. Using Proposition 5.1.1 in [34] when $d=1$, Theorem 1 in [45] when $d=2$ and the transience of simple symmetric random walk when $d \geq 3$, we obtain that in one dimension, this probability is of order $\mathcal{O}\left(n^{-\beta}\right)$; in two dimensions, this probability is of order $\mathcal{O}(1 / \ln n)$; in dimension $d \geq 3$, this probability tends to $p \in(0,1)$ as $n \rightarrow \infty$. Consequently, when $d \geq 2$ the probability that the two particles come back together $\mathcal{O}\left(n^{\gamma}\right)$ times before they separate to a distance of $\mathcal{O}(1)$ tends to 0 and, in the limit, a given branching event is never followed by instantaneous coalescence. Since branching events happen at a rate $\mathcal{O}\left(n s_{n} u_{n}\right)=\mathcal{O}\left(n^{1-\delta-\gamma}\right)$, we need to impose that

$$
\begin{equation*}
1-\delta-\gamma=0 \tag{4.2}
\end{equation*}
$$

if they are to occur at rate $\mathcal{O}(1)$ in the limit. On the other hand, in one dimension, we see that if $\beta>\gamma$, with probability tending to one, the two particles will coalesce back together before they can separate to a distance of $\mathcal{O}(1)$ and in the limit, all branching events are cancelled (i.e., there is no branching in the limiting dual). If $\beta<\gamma$, the two particles become separated at distance $\mathcal{O}(1)$ before they have any chance to coalesce, and all branching events are conserved in the limit; in contrast coalescence will never be seen in the limit for particles starting at any separation. Finally, when

$$
\begin{equation*}
\beta=\gamma \tag{4.3}
\end{equation*}
$$

the particles have positive probability of separating to a distance of $\mathcal{O}(1)$ before coalescing, but coalescence of particles happens in finite time a.s. in the limit. In the last two cases, we also need to impose Condition (4.2) for branching events to occur at rate $\mathcal{O}(1)$ in the limit.

Solving the system given by Conditions (4.1), (4.2) and (4.3), we obtain $\beta=1 / 3=\gamma$ and $\delta=2 / 3$ as specified in Section 1.3. Observe that if we keep Conditions (4.1) and (4.2) and replace Condition (4.3) by

$$
\begin{equation*}
\beta<\gamma \tag{4.4}
\end{equation*}
$$

even in one dimension two particles can branch but not coalesce in the limit and, as explained in the paragraph on uniqueness of the limit in the proof of Theorem 1.11 (see Section 5.1), the limit of the SLFVS is the (measure-valued) solution to the deterministic Fisher-KPP equation.

Remark 4.1. In two dimensions, our heuristics suggest that if instead of scaling space by $n^{\beta}$, we were to scale it by a more general factor $k_{n}$, then the relation between the parameters allowing the number of excursions necessary for the particles to separate to distance $\mathcal{O}\left(k_{n}\right)$ to be of the same order as the number of times the particles need to come "together" before they coalesce is

$$
\begin{equation*}
\ln k_{n} \approx 1 / u_{n} \tag{4.5}
\end{equation*}
$$

(Here we use $\approx$ to mean that the two quantities are of the same order of magnitude.) Together with the relations $n u_{n} \approx k_{n}^{2}$ ensuring that the limiting motion is Brownian motion, and $n u_{n} s_{n} \approx 1$ guaranteeing that branching occurs at rate $\mathcal{O}(1)$ in the limit, this gives us that

$$
\begin{equation*}
\ln k_{n} \approx \frac{n}{k_{n}^{2}}, \quad \text { and so } k_{n} \approx \sqrt{\frac{n}{\ln n}} \tag{4.6}
\end{equation*}
$$

But with this choice of parameters, the bound (5.24) we shall establish for the predictable quadratic variation of $F\left(\left\langle\bar{w}^{n}, f\right\rangle\right)$ reads

$$
\begin{equation*}
u_{n}^{2} n k_{n}^{d} \times k_{n}^{-2 d} \approx \frac{k_{n}^{2}}{n} \approx \frac{1}{\ln k_{n}} \rightarrow 0 \quad \text { as } n \rightarrow \infty \tag{4.7}
\end{equation*}
$$

Therefore, something more subtle happens here and even with a more general form of scaling of space, the limiting process of allele frequencies is still deterministic.

We now turn to the stable case. As before, we first consider the "jumps" of a single particle. Again, such a jump occurs at rate $\mathcal{O}\left(n^{1-\gamma}\right)$, and its new position is chosen uniformly over a ball whose radius is given by the intensity measure $\mu$ with polynomial decay described in (1.33). Consequently, if we choose $n u_{n} \propto n^{\alpha \beta}$, i.e.

$$
\begin{equation*}
1-\gamma=\alpha \beta \tag{4.8}
\end{equation*}
$$

then in the limit as $n \rightarrow \infty$ the jump process will converge to a symmetric $\alpha$-stable process with index $\alpha$. Second, in order to see any branching of particles due to selective events at all, as before we need $n s_{n} u_{n}$ to be order one, that is Condition (4.2) to be fulfilled. Finally, let us consider the simultaneous removal of two particles, to be replaced by "parental particle(s)" (what we called a coalescence earlier). Since $u_{n} \rightarrow 0$ as $n \rightarrow \infty$, although it is now the case that two particles can always be affected by the same event (the radii of the events are not bounded), "most of the time" they will not and their jumps are almost independent. Consequently, the difference of their positions is also approximately described by an $\alpha$-stable process. Now, because events of radius $\mathcal{O}(1)$ (in our original units) are much more frequent than events of large radii $\mathcal{O}\left(n^{a}\right)$ for any $a>0$, and the probability that both particles belong to the fraction of the local population replaced during an event is tiny ( $u_{n}^{2}=u^{2} n^{-2 \gamma}$ ), if coalescence is to happen in the limit, then we expect it to be driven by the smaller events. Note that because there is no bound on the event radii, we can no longer perform the same decomposition into excursions away from some ball as in the fixed radius case. The following argument only gives the intuition behind Lemma 6.4 in Section 6, which allows us to control the coalescence rate of the two particles.

In more than one dimension, the rotation-invariant $\alpha$-stable processes with $\alpha \in(1,2)$ are transient (see Example 37.19(ii) in [46]), and so as in the fixed radius case, this tells us that the two particles do not spend enough time close together for coalescence to occur, whatever our choice of $\beta, \gamma, \alpha$ consistent with the previous conditions. In one dimension, we have not found a simple heuristic explanation for the last condition on the parameters (which one would expect to be analogous to the comparison between the number and lengths of visits in a neighbourhood of zero for the difference process, and
the coalescence rate of the two particles, carried out in the fixed radius case). Instead, the condition

$$
\begin{equation*}
\gamma=(\alpha-1) \beta \tag{4.9}
\end{equation*}
$$

will emerge when we control the second term on the r.h.s. of (6.9), which corresponds to the variance term in the limiting process (and thus to the coalescence term in the dual process). See also Equations (6.15) and (6.19) and the surrounding paragraphs. In the end, we have three equations in three unknowns (in one dimension) and solving gives the values in Equation (1.33). As in the fixed radius case, we may replace Condition (4.9) by

$$
\begin{equation*}
(\alpha-1) \beta<\gamma \tag{4.10}
\end{equation*}
$$

and obtain a limiting dual in which, in any dimension, branching occurs at rate $\mathcal{O}(1)$ but coalescence never occurs.

As a final comment, notice that in this work we have chosen a particular form for the parameters $u_{n}$ and $s_{n}$, given in (1.29), and for the scaling of space (by $n^{\beta}$ ). We have argued that, within this particular framework (which nonetheless covers a wide range of scenarios), in more than one dimension it was not possible to find values for $\beta, \gamma, \delta$ such that the martingale problem characterising the limiting process $\left(M_{t}^{\infty}\right)_{t \geq 0}$ contains a Laplacian (or fractional Laplacian) term, a drift term due to the slight advantage of type 1 individuals and a martingale term corresponding to the noise in the Fisher-KPPlike equation satisfied by the process. Of course this does not prove that other forms of parameters and spatial scalings would not yield a stochastic limit even under the assumption that $\left(u_{n}\right)_{n \geq 1}$ and $\left(s_{n}\right)_{n \geq 1}$ tend to 0 as $n$ tends to infinity that we have imposed. One way to investigate this question is to use the correspondence between the fact that the limiting process is stochastic and the property that the events that we loosely call "coalescence of particles" have positive probability to happen in the limiting dual process (a general property of continuous-site stepping-stone models, see Section 5 in [22]). We have not been able to find scalings for which, in the limiting dual, particles may "move in space", "branch" and "coalesce" (even in a non-local way), with positive probability when $d \geq 2$. In fact, due to the facts that rotation-invariant $\alpha$-stable processes are transient for $d>\alpha$ and that coalescence happens $u_{n}$ times more slowly than movement of particles before taking the limit, we conjecture that such scalings do not exist, even in the case of $\alpha$-stable radii. We leave this delicate question to the interested reader.

## 5 Convergence of the rescaled SLFVS and its dual - the fixed radius case

In this section, we prove Theorem 1.11 and, from it, deduce Theorem 1.13.

### 5.1 Proof of Theorem 1.11

The proof proceeds in the usual way. First, we show that the sequence of nonMarkovian processes $\left(\bar{M}^{n}\right)_{n \geq 1}$ is tight in $D_{\mathcal{M}_{\lambda}}[0, \infty)$ and that any limit point has a.s. continuous trajectories. Next, we prove that any limit point $M^{\infty}$ satisfies the martingale problem stated in Theorem 1.11. Finally, we show that there is at most one solution in $D_{\mathcal{M}_{\lambda}}[0, \infty)$ to this martingale problem (again thanks to a duality argument), which will allow us to conclude that indeed $\left(\bar{M}^{n}\right)_{n \geq 1}$ converges to this solution.

## 1) Tightness and continuity of the limit.

First, let $n \geq 1$. Since the (unscaled) SLFVS $\left(M_{t}\right)_{t \geq 0}$ with parameters given in (1.27), (1.28), (1.29) and $\mu=\delta_{R}$ has sample paths in $D_{\mathcal{M}_{\lambda}}[0, \infty)$ by Theorem 1.2, so has the locally averaged and scaled process $\bar{M}^{n}$ (recall that its density is defined by Relation (1.30)).

Let us now show that the sequence $\left(\bar{M}^{n}\right)_{n \geq 1}$ is relatively compact. We proceed as in the proof of Theorem 1.2 and refer to the paragraph Proof of ( $i$ ), item ( $c$ ), in Section 2 for a more detailed justification of the steps taken below. Again, due to the compactness of $\mathcal{M}_{\lambda}$ endowed with the topology of vague convergence and the fact that the set of functions of the form $\Psi_{F, f}$ with $F \in C^{3}(\mathbb{R})$ and $f \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ is dense (for the supremum norm) in the set of functions of the form $\Psi_{F, f}$ with $F \in C^{1}(\mathbb{R})$ and $f \in C_{c}\left(\mathbb{R}^{d}\right)$, and is therefore dense in $C\left(\mathcal{M}_{\lambda}\right)$ by Lemma 1.1, Theorem 3.9.1 in [21] tells us that it suffices to show the relative compactness of the sequence of real-valued processes $\left(\Psi_{F, f}\left(\bar{M}^{n}\right)\right)_{n \geq 1}$ for every $F \in C^{3}(\mathbb{R})$ and $f \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$. Second, for each such function $\Psi_{F, f}$, we use the Aldous-Rebolledo criterion [2, 43] to reduce the problem to tightness of the sequences of the predictable finite variation parts and of the predictable quadratic variation of the martingale parts of $\left(\Psi_{F, f}\left(\bar{M}_{t}^{n}\right)\right)_{t \geq 0}$. More precisely, since $\Psi_{F, f}$ is a bounded function on $\mathcal{M}_{\lambda}$, we directly have that for every $t \geq 0$, the sequence $\left(\Psi_{F, f}\left(\bar{M}_{t}^{n}\right)\right)_{n \geq 1}$ is tight. Writing $\left(\mathcal{A}_{t}^{n}\right)_{t \geq 0}$ (resp., $\left(\mathcal{Q}_{t}^{n}\right)_{t \geq 0}$ ) for the finite variation part (resp., the quadratic variation of the martingale part) of $\left(\Psi_{F, f}\left(\bar{M}_{t}^{n}\right)\right)_{t \geq 0}$, it remains to prove that for every $T>0$, every sequence of stopping times $\left(\tau_{n}\right)_{n \geq 1}$ bounded by $T$, and every $\varepsilon>0$, there exists $\eta>0$ such that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \sup _{\theta \in[0, \eta]} \mathbb{P}\left[\left|\mathcal{A}_{\tau_{n}+\theta}^{n}-\mathcal{A}_{\tau_{n}}^{n}\right|>\varepsilon\right] \leq \varepsilon \tag{5.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \sup _{\theta \in[0, \eta]} \mathbb{P}\left[\left|\mathcal{Q}_{\tau_{n}+\theta}^{n}-\mathcal{Q}_{\tau_{n}}^{n}\right|>\varepsilon\right] \leq \varepsilon . \tag{5.2}
\end{equation*}
$$

In what follows, we first establish an expression for the processes $\mathcal{A}^{n}$ and $\mathcal{Q}^{n}$ (see (5.12) and (5.13)), and then we prove (5.1) and (5.2) by decomposing these expressions into several parts that we control separately.

To find expressions for the predictable finite and quadratic variation parts of $\Psi_{F, f}\left(\bar{M}^{n}\right)$ for any fixed $n \geq 1$, let us begin by considering the unscaled SLFVS $\left(M_{t}\right)_{t \geq 0}$ with reproduction events of fixed radius $R$, and parameters $u_{n}, s_{n}$ (notice that for simplicty we have suppressed the dependence of $\left(M_{t}\right)_{t \geq 0}$ on $n$ in the notation). Also, the function $F$ will be fixed but for a moment we replace the function $f$ by any function $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$. A judicious choice of $\varphi$ will then yield the desired function of the scaled and locally averaged process $\bar{M}^{n}$.

Let $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$. By Theorem 1.2, we know that before scaling space and time, the extended generator of the SLFVS, acting on the function $\Psi_{F, \varphi}$, is given by

$$
\begin{align*}
\mathcal{L} \Psi_{F, \varphi}(M)= & \int_{\mathbb{R}^{d}} \int_{B(x, R)^{2}} \frac{1}{V_{R}^{2}}\left\{w(y)\left(1+s_{n} w(z)\right)\left[F\left(\left\langle\Theta_{x, R, u_{n}}^{+}(w), \varphi\right\rangle\right)-F(\langle w, \varphi\rangle)\right]\right.  \tag{5.3}\\
& \left.+\left(1-w(y)+s_{n}(1-w(y) w(z))\right)\left[F\left(\left\langle\Theta_{x, R, u_{n}}^{-}(w), \varphi\right\rangle\right)-F(\langle w, \varphi\rangle)\right]\right\} \mathrm{d} y \mathrm{~d} z \mathrm{~d} x
\end{align*}
$$

where $w$ is a representative of the density of $M$. This gives us that the predictable finite variation part of $\left(\Psi_{F, \varphi}\left(M_{t}\right)\right)_{t \geq 0}$ is

$$
\begin{equation*}
\mathcal{A}_{t}=\int_{0}^{t} \mathcal{L} \Psi_{F, \varphi}\left(M_{s}\right) \mathrm{d} s, \quad t \geq 0 \tag{5.4}
\end{equation*}
$$

Furthermore, the martingale problem stated in Theorem 1.2 applies to $\Psi_{F^{2}, \varphi}=F(\langle\cdot, \varphi\rangle)^{2}$, which allows us to obtain (using Itô's formula) that the predictable quadratic variation of $\left(\Psi_{F, \varphi}\left(M_{t}\right)\right)_{t \geq 0}$ at any time $t \geq 0$ is given by

$$
\begin{align*}
\mathcal{Q}_{t}= & \int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{B(x, R)^{2}} \frac{1}{V_{R}^{2}}\left\{w_{s}(y)\left(1+s_{n} w_{s}(z)\right)\left[F\left(\left\langle\Theta_{x, R, u_{n}}^{+}\left(w_{s}\right), \varphi\right\rangle\right)-F\left(\left\langle w_{s}, \varphi\right\rangle\right)\right]^{2}\right.  \tag{5.5}\\
& \left.+\left(1-w_{s}(y)+s_{n}\left(1-w_{s}(y) w_{s}(z)\right)\right)\left[F\left(\left\langle\Theta_{x, R, u_{n}}^{-}\left(w_{s}\right), \varphi\right\rangle\right)-F\left(\left\langle w_{s}, \varphi\right\rangle\right)\right]^{2}\right\} \mathrm{d} y \mathrm{~d} z \mathrm{~d} x \mathrm{~d} s
\end{align*}
$$

Let us now consider the Markov process $\left(M_{t}^{n}\right)_{t \geq 0}$ whose density at time $t$ is $w_{t}^{n}(\cdot):=$ $w_{n t}\left(n^{1 / 3} \cdot\right)$. We set

$$
\begin{equation*}
B_{n}(x)=B\left(x, n^{-1 / 3} R\right) \tag{5.6}
\end{equation*}
$$

and write $\bar{w}(x)=n^{d / 3} V_{R}^{-1} \int_{B_{n}(x)} w(z) \mathrm{d} z$. In particular, in the notation of Section 1.3 we have for every $t \geq 0$

$$
\begin{equation*}
\frac{n^{d / 3}}{V_{R}} \int_{B_{n}(x)} w_{t}^{n}(z) \mathrm{d} z=\frac{1}{V_{R}} \int_{B\left(n^{1 / 3} x, R\right)} w_{n t}(y) \mathrm{d} y=\bar{w}_{t}^{n}(x) \tag{5.7}
\end{equation*}
$$

From our expression for $\mathcal{L}$, accelerating time by a factor $n$ and performing several changes of the spatial variables, we obtain that the extended generator of $M^{n}$ is given by

$$
\begin{align*}
& \mathcal{L}^{n} \Psi_{F, \varphi}(M) \\
& =n \int_{\mathbb{R}^{d}} \int_{B(x, R)^{2}} \frac{1}{V_{R}^{2}}\left\{w ( n ^ { - 1 / 3 } y ) ( 1 + s _ { n } w ( n ^ { - 1 / 3 } z ) ) \left[F\left(\left\langle\Theta_{n^{-1 / 3} x, n^{-1 / 3} R, u_{n}}^{+}(w), \varphi\right\rangle\right)\right.\right. \\
& -F(\langle w, \varphi\rangle)] \\
& \quad+\left(1-w\left(n^{-1 / 3} y\right)+s_{n}\left(1-w\left(n^{-1 / 3} y\right) w\left(n^{-1 / 3} z\right)\right)\left[F\left(\left\langle\Theta_{n^{-1 / 3} x, n^{-1 / 3} R, u_{n}}^{-}(w), \varphi\right\rangle\right)\right.\right. \\
& \quad-F(\langle w, \varphi\rangle)]\} \mathrm{d} y \mathrm{~d} z \mathrm{~d} x \\
& =n^{1+\frac{d}{3}} \int_{\mathbb{R}^{d}}\left\{\bar{w}(x)\left(1+s_{n} \bar{w}(x)\right)\left[F\left(\left\langle\Theta_{x, n^{-1 / 3} R, u_{n}}^{+}(w), \varphi\right\rangle\right)-F(\langle w, \varphi\rangle)\right]\right. \\
& \left.\quad+\left(1-\bar{w}(x)+s_{n}\left(1-\bar{w}(x)^{2}\right)\right)\left[F\left(\left\langle\Theta_{x, n^{-1 / 3} R, u_{n}}^{-}(w), \varphi\right\rangle\right)-F(\langle w, \varphi\rangle)\right]\right\} \mathrm{d} x \tag{5.8}
\end{align*}
$$

The predictable finite variation part of $\left(\Psi_{F, \varphi}\left(M_{t}^{n}\right)\right)_{t \geq 0}$ is thus $\left(\int_{0}^{t} \mathcal{L}^{n} \Psi_{F, \varphi}\left(M_{s}^{n}\right) \mathrm{d} s\right)_{t \geq 0}$. Likewise, its predictable quadratic variation at time $t$ is equal to

$$
\begin{align*}
& n^{1+\frac{d}{3}} \int_{0}^{t} \int_{\mathbb{R}^{d}}\left\{\bar{w}_{s}^{n}(x)\left(1+s_{n} \bar{w}_{s}^{n}(x)\right)\left[F\left(\left\langle\Theta_{x, n^{-1 / 3} R, u_{n}}^{+}\left(w_{s}^{n}\right), \varphi\right\rangle\right)-F\left(\left\langle w_{s}^{n}, \varphi\right\rangle\right)\right]^{2}\right. \\
& \left.\quad+\left(1-\bar{w}_{s}^{n}(x)+s_{n}\left(1-\bar{w}_{s}^{n}(x)^{2}\right)\right)\left[F\left(\left\langle\Theta_{x, n^{-1 / 3} R, u_{n}}^{-}\left(w_{s}^{n}\right), \varphi\right\rangle\right)-F\left(\left\langle w_{s}^{n}, \varphi\right\rangle\right)\right]^{2}\right\} \mathrm{d} x \mathrm{~d} s \tag{5.9}
\end{align*}
$$

Finally, it remains to evaluate the above expressions with $\varphi$ of the form

$$
\begin{equation*}
\varphi_{f}(x)=\frac{n^{d / 3}}{V_{R}} \int_{B_{n}(x)} f(y) \mathrm{d} y \tag{5.10}
\end{equation*}
$$

for our fixed $f \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ and to use the fact that, by Fubini's Theorem,

$$
\begin{equation*}
\left\langle w^{n}, \varphi_{f}\right\rangle=\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} w^{n}(y) \frac{n^{d / 3}}{V_{R}} f(z) \mathbb{1}_{\left\{|z-y| \leq n^{-1 / 3} R\right\}} \mathrm{d} y \mathrm{~d} z=\left\langle\bar{w}^{n}, f\right\rangle \tag{5.11}
\end{equation*}
$$

to obtain that the predictable finite variation part of $\left(\Psi_{F, f}\left(\bar{M}_{t}^{n}\right)\right)_{t \geq 0}$ is given by

$$
\begin{equation*}
\mathcal{A}_{t}^{n}=\int_{0}^{t} \mathcal{L}^{n} \Psi_{F, \varphi_{f}}\left(M_{s}^{n}\right) \mathrm{d} s \tag{5.12}
\end{equation*}
$$

with $\mathcal{L}^{n} \Psi_{F, \varphi_{f}}$ as in (5.8), and its predictable quadratic variation is given by

$$
\begin{align*}
\mathcal{Q}_{t}^{n}= & n^{1+\frac{d}{3}} \int_{0}^{t} \int_{\mathbb{R}^{d}}\left\{\bar{w}_{s}^{n}(x)\left(1+s_{n} \bar{w}_{s}^{n}(x)\right)\left[F\left(\left\langle\Theta_{x, n^{-1 / 3} R, u_{n}}^{+}\left(w_{s}^{n}\right), \varphi_{f}\right\rangle\right)-F\left(\left\langle w_{s}^{n}, \varphi_{f}\right\rangle\right)\right]^{2}\right. \\
& \left.+\left(1-\bar{w}_{s}^{n}(x)+s_{n}\left(1-\bar{w}_{s}^{n}(x)^{2}\right)\right)\left[F\left(\left\langle\Theta_{x, n^{-1 / 3} R, u_{n}}^{-}\left(w_{s}^{n}\right), \varphi_{f}\right\rangle\right)-F\left(\left\langle w_{s}^{n}, \varphi_{f}\right\rangle\right)\right]^{2}\right\} \mathrm{d} x \mathrm{~d} s \tag{5.13}
\end{align*}
$$

Note that

$$
\begin{align*}
& \left\langle\Theta_{x, n^{-1 / 3} R, u_{n}}^{+}(w), \varphi_{f}\right\rangle-\left\langle w, \varphi_{f}\right\rangle=u_{n}\left\langle\mathbb{1}_{B_{n}(x)}(1-w), \varphi_{f}\right\rangle \\
& \left\langle\Theta_{x, n^{-1 / 3} R, u_{n}}^{-}(w), \varphi_{f}\right\rangle-\left\langle w, \varphi_{f}\right\rangle=-u_{n}\left\langle\mathbb{1}_{B_{n}(x)} w, \varphi_{f}\right\rangle \tag{5.14}
\end{align*}
$$

so that both increments are of the order of $u_{n} n^{-d / 3}$. Moreover, $f$ has compact support $S_{f}$ in $\mathbb{R}^{d}$ and thus so has $\varphi_{f}$. This will enable us to control the integrals over space of these increments.

Using this observation, we first show that $\left|\mathcal{A}_{t}^{n}\right|$ is bounded by a constant independent of $n$. To this end, we write it as the sum of a neutral term and a selective term and perform a Taylor expansion of $F$ (truncating at second order in the neutral term and at first order in the selective term). This yields, for any $t \geq 0$,

$$
\begin{equation*}
\mathcal{A}_{t}^{n}=\int_{0}^{t}\left(A_{n}(s)+B_{n}(s)+C_{n}(s)+D_{n}(s)+E_{n}(s)\right) \mathrm{d} s \tag{5.15}
\end{equation*}
$$

where

$$
\begin{align*}
& \begin{aligned}
& A_{n}(s)=u_{n} n^{1+\frac{d}{3}} F^{\prime}\left(\left\langle\bar{w}_{s}^{n}, f\right\rangle\right) \int_{\mathbb{R}^{d}}\left[\bar{w}_{s}^{n}(x)\left\langle\mathbb{1}_{B_{n}(x)}\left(1-w_{s}^{n}\right), \varphi_{f}\right\rangle\right. \\
&\left.\quad\left(1-\bar{w}_{s}^{n}(x)\right)\left\langle\mathbb{1}_{B_{n}(x)} w_{s}^{n}, \varphi_{f}\right\rangle\right] \mathrm{d} x
\end{aligned} \\
& \begin{aligned}
B_{n}(s)=u_{n}^{2} n^{1+\frac{d}{3}} \frac{F^{\prime \prime}\left(\left\langle\bar{w}_{s}^{n}, f\right\rangle\right)}{2} \int_{\mathbb{R}^{d}}\left[\bar{w}_{s}^{n}(x)\left\langle\mathbb{1}_{B_{n}(x)}\left(1-w_{s}^{n}\right), \varphi_{f}\right\rangle^{2}\right.
\end{aligned} \\
& \left.\quad+\left(1-\bar{w}_{s}^{n}(x)\right)\left\langle\mathbb{1}_{B_{n}(x)} w_{s}^{n}, \varphi_{f}\right\rangle^{2}\right] \mathrm{d} x, \\
& C_{n}(s) \leq \mathcal{C} n^{1+\frac{d}{3}} \int_{\mathbb{R}^{d}}\left(u_{n} \operatorname{Vol}\left(B_{n}(x)\right)\right)^{3} \mathbb{1}_{\left\{B_{n}(x) \cap S_{f} \neq \emptyset\right\}} \mathrm{d} x, \\
& D_{n}(s)=u_{n} s_{n} n^{1+\frac{d}{3}} F^{\prime}\left(\left\langle\bar{w}_{s}^{n}, f\right\rangle\right) \int_{\mathbb{R}^{d}}\left[\bar{w}_{s}^{n}(x)^{2}\left\langle\mathbb{1}_{B_{n}(x)}\left(1-w_{s}^{n}\right), \varphi_{f}\right\rangle\right. \\
& \left.\quad-\left(1-\bar{w}_{s}^{n}(x)^{2}\right)\left\langle\mathbb{1}_{B_{n}(x)} w_{s}^{n}, \varphi_{f}\right\rangle\right] \mathrm{d} x
\end{align*}
$$

for some constant $\mathcal{C}, \mathcal{C}^{\prime}$ independent of $n$ and $s$. To control these expressions, we take a Taylor expansion of $\varphi_{f}$. We illustrate with the term $A_{n}(s)$. In fact, in identifying the limiting process we shall need a precise expression for the limit of $A_{n}(s)$ and so we perform the expansion slightly more carefully than would be required to simply conclude boundedness.

Let us write $D \varphi_{f}$ for the vector of first derivatives of $\varphi_{f}$ and $H \varphi_{f}$ for the corresponding Hessian $\left(H \varphi_{f}=D D \varphi_{f}\right)$. Recall that $S_{f}$ denotes the compact support of $f$. Then

$$
\begin{align*}
& A_{n}(s)= u_{n} n^{1+\frac{d}{3}} F^{\prime}\left(\left\langle\bar{w}_{s}^{n}, f\right\rangle\right) \int_{\mathbb{R}^{d}}\left[\bar{w}_{s}^{n}(x)\left\langle\mathbb{1}_{B_{n}(x)}, \varphi_{f}\right\rangle-\left\langle\mathbb{1}_{B_{n}(x)} w_{s}^{n}, \varphi_{f}\right\rangle\right] \mathrm{d} x  \tag{5.17}\\
&= u_{n} n^{1+\frac{d}{3}} F^{\prime}\left(\left\langle\bar{w}_{s}^{n}, f\right\rangle\right) \int_{\mathbb{R}^{d}} \frac{n^{d / 3}}{V_{R}} \iint \mathbb{1}_{\left\{|y-x| \leq n^{-1 / 3} R\right\}} \mathbb{1}_{\left\{|z-x| \leq n^{-1 / 3} R\right\}} w_{s}^{n}(y) \\
& \times\left(\varphi_{f}(z)-\varphi_{f}(y)\right) \mathrm{d} z \mathrm{~d} y \mathrm{~d} x \\
&= u_{n} n^{1+\frac{d}{3}} F^{\prime}\left(\left\langle\bar{w}_{s}^{n}, f\right\rangle\right) \int_{\mathbb{R}^{d}} \frac{n^{d / 3}}{V_{R}} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \mathbb{1}_{\left\{|y-x| \leq n^{-1 / 3} R\right\}} \mathbb{1}_{\left\{|z-x| \leq n^{-1 / 3} R\right\}} w_{s}^{n}(y) \\
& \times\left[D \varphi_{f}(y)(z-y)+\frac{1}{2}(z-y) H \varphi_{f}(y)(z-y)+\mathcal{O}\left(|z-y|^{3}\right) \mathbb{1}_{\left\{y \in S_{f}\right\}}\right] \mathrm{d} z \mathrm{~d} y \mathrm{~d} x
\end{align*}
$$

Consider the first term on the right. Integrating first with respect to $x$ (using Fubini's Theorem) this term is

$$
\begin{equation*}
\frac{u_{n} n^{1+\frac{2 d}{3}}}{V_{R}} F^{\prime}\left(\left\langle\bar{w}_{s}^{n}, f\right\rangle\right) \int_{\mathbb{R}^{d}} w_{s}^{n}(y) \int_{\mathbb{R}^{d}} \operatorname{Vol}\left(B_{n}(y) \cap B_{n}(z)\right) D \varphi_{f}(y)(z-y) \mathrm{d} z \mathrm{~d} y \tag{5.18}
\end{equation*}
$$

and since $\operatorname{Vol}\left(B_{n}(y) \cap B_{n}(z)\right)$ is a function of $|z-y|$ alone, the integrand is antisymmetric as a function of $z-y$ and so the integral with respect to $z$ vanishes.

Similarly, the integrals corresponding to the off-diagonal terms in the Hessian will vanish, leaving

$$
\begin{align*}
u_{n} n^{1+\frac{d}{3}} F^{\prime}\left(\left\langle\bar{w}_{s}^{n}, f\right\rangle\right) & \int_{\mathbb{R}^{d}} \frac{n^{d / 3}}{V_{R}} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \mathbb{1}_{\left\{|y-x| \leq n^{-1 / 3} R\right\}} \mathbb{1}_{\left\{|z-x| \leq n^{-1 / 3} R\right\}} w_{s}^{n}(y) \\
& \times \frac{1}{2} \sum_{i=1}^{d}\left(z_{i}-y_{i}\right)^{2} \frac{\partial^{2}}{\partial y_{i}^{2}} \varphi_{f}(y) \mathrm{d} y \mathrm{~d} z \mathrm{~d} x \tag{5.19}
\end{align*}
$$

plus a lower order term. Now observe that since $f \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$, another Taylor expansion argument enables us to write that

$$
\begin{equation*}
\frac{\partial^{2}}{\partial y_{i}^{2}} \varphi_{f}(y)=\varphi_{\frac{\partial^{2} f}{\partial y_{i}^{2}}}(y)=\frac{\partial^{2} f}{\partial y_{i}^{2}}(y)+\mathcal{O}\left(n^{-2 / 3}\right) \mathbb{1}_{\left\{B_{n}(y) \cap S_{f} \neq \emptyset\right\}} \tag{5.20}
\end{equation*}
$$

(where the term $\mathcal{O}\left(n^{-2 / 3}\right)$ is independent of $y$ ). This yields

$$
\begin{align*}
A_{n}(s)= & u_{n} n^{1+\frac{d}{3}} F^{\prime}\left(\left\langle\bar{w}_{s}^{n}, f\right\rangle\right) \int_{\mathbb{R}^{d}} \frac{n^{d / 3}}{V_{R}} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \mathbb{1}_{\left\{|y-x| \leq n^{-1 / 3} R\right\}} \mathbb{1}_{\left\{|z-x| \leq n^{-1 / 3} R\right\}} w_{s}^{n}(y) \\
& \times \frac{1}{2} \sum_{i=1}^{d}\left(z_{i}-y_{i}\right)^{2} \frac{\partial^{2} f}{\partial y_{i}^{2}}(y) \mathrm{d} y \mathrm{~d} z \mathrm{~d} x \\
+ & \mathcal{O}\left(n^{-2 / 3}\right) n^{\frac{2}{3}(1+d)} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \mathbb{1}_{\left\{|y-x| \leq n^{-1 / 3} R\right\}} \mathbb{1}_{\left\{|z-x| \leq n^{-1 / 3} R\right\}}|z-y|^{2} \mathbb{1}_{\left\{B_{n}(y) \cap S_{f} \neq \emptyset\right\}} \\
= & \frac{u n^{\frac{2}{3}(1+d)}}{2 V_{R}} F^{\prime}\left(\left\langle\bar{w}_{s}^{n}, f\right\rangle\right) \int_{\mathbb{R}^{d}} \int_{B_{n}(x)^{2}} w_{s}^{n}(y) \sum_{i=1}^{d}\left(z_{i}-y_{i}\right)^{2} \frac{\partial^{2} f}{\partial y_{i}^{2}}(y) \mathrm{d} y \mathrm{~d} z \mathrm{~d} x+\mathcal{O}\left(n^{-2 / 3}\right) \\
= & \frac{u \Gamma_{R}}{2} F^{\prime}\left(\left\langle\bar{w}_{s}^{n}, f\right\rangle\right) \int_{\mathbb{R}^{d}} w_{s}^{n}(y) \Delta f(y) \mathrm{d} y+\mathcal{O}\left(n^{-2 / 3}\right) \\
= & \frac{u \Gamma_{R}}{2} F^{\prime}\left(\left\langle\bar{w}_{s}^{n}, f\right\rangle\right)\left\langle\bar{w}_{s}^{n}, \Delta f\right\rangle+\mathcal{O}\left(n^{-2 / 3}\right) \tag{5.21}
\end{align*}
$$

where

$$
\begin{equation*}
\Gamma_{R}=\frac{n^{\frac{2}{3}(1+d)}}{V_{R}} \int_{B_{n}(y)} \int_{B_{n}(x)}\left(z_{1}-y_{1}\right)^{2} \mathrm{~d} z \mathrm{~d} x=\frac{1}{V_{R}} \int_{B(0, R)} \int_{B(x, R)}\left(z_{1}\right)^{2} \mathrm{~d} z \mathrm{~d} x \tag{5.22}
\end{equation*}
$$

was defined in (1.34), and the last equality uses another Taylor expansion to show that for any $s$,

$$
\begin{equation*}
\left\langle w_{s}^{n}, \Delta f\right\rangle=\left\langle\bar{w}_{s}^{n}, \Delta f\right\rangle+\mathcal{O}\left(n^{-2 / 3}\right) \tag{5.23}
\end{equation*}
$$

with an error term uniformly bounded in $s$. In particular, since $\left|\left\langle\bar{w}_{s}^{n}, f\right\rangle\right| \leq\|f\| \operatorname{Vol}\left(S_{f}\right)$, we can conclude that $\left|A_{n}(s)\right| \leq \mathcal{C}_{A}$ uniformly in $s$ and $n$.

Very similar arguments allow us to control the other terms:

$$
\begin{equation*}
\left|B_{n}(s)\right| \leq \frac{u_{n}^{2} n^{1+\frac{d}{3}}}{2}\left|F^{\prime \prime}\left(\left\langle\bar{w}_{s}^{n}, f\right\rangle\right)\right| \int 2 \operatorname{Vol}\left(B_{n}(x)\right)^{2} \mathbb{1}_{\left\{x \in S_{f}\right\}}\|f\|^{2} \mathrm{~d} x \leq \mathcal{C}_{B} n^{\frac{1-d}{3}} \tag{5.24}
\end{equation*}
$$

and, again by the same arguments,

$$
\begin{equation*}
\left|C_{n}(s)\right| \leq \mathcal{C}_{C} n^{-\frac{2 d}{3}}, \quad\left|D_{n}(s)\right| \leq \mathcal{C}_{D} \quad \text { and } \quad\left|E_{n}(s)\right| \leq \mathcal{C}_{E} n^{-\frac{1+d}{3}} \tag{5.25}
\end{equation*}
$$

where the constants $\mathcal{C}_{B}, \mathcal{C}_{C}, \mathcal{C}_{D}, \mathcal{C}_{E}$ are all independent of $n$ and $s$. Coming back to (5.15) and combining all the estimates we just obtained, for every $s<t$ we have

$$
\begin{equation*}
\left|\mathcal{A}_{t}^{n}-\mathcal{A}_{s}^{n}\right| \leq\left(\mathcal{C}_{A}+\mathcal{C}_{B} n^{\frac{1-d}{3}}+\mathcal{C}_{C} n^{-\frac{2 d}{3}}+\mathcal{C}_{D}+\mathcal{C}_{E} n^{-\frac{1+d}{3}}\right)(t-s) \tag{5.26}
\end{equation*}
$$

From there it is easy to deduce that for every $T>0$, given a sequence of stopping times $\left(\tau_{n}\right)_{n \geq 1}$ bounded by $T$, for every $\varepsilon>0$ there exists $\eta>0$ such that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \sup _{\theta \in[0, \eta]} \mathbb{P}\left[\left|\mathcal{A}_{\tau_{n}+\theta}^{n}-\mathcal{A}_{\tau_{n}}^{n}\right|>\varepsilon\right]=0 \tag{5.27}
\end{equation*}
$$

which corresponds to (5.1) and shows that the sequence of finite variation parts of $\left(\Psi_{F, f}\left(\bar{M}_{t}^{n}\right)\right)_{t \geq 0}$ is tight.

Similarly, we obtain that

$$
\begin{equation*}
\left[F\left(\left\langle\Theta_{x, n^{-1 / 3} R, u_{n}}^{ \pm}\left(w_{s}^{n}\right), \varphi_{f}\right\rangle\right)-F\left(\left\langle w_{s}^{n}, \varphi_{f}\right\rangle\right)\right]^{2} \leq \mathcal{C}_{F}^{\prime \prime}\|f\|^{2} u_{n}^{2} \operatorname{Vol}\left(B_{n}(x)\right)^{2} \mathbb{1}_{\left\{B_{n}(x) \cap S_{f} \neq \emptyset\right\}} . \tag{5.28}
\end{equation*}
$$

Notice that this bound is independent of the value of $w_{s}^{n}$. Substituting into the definition of $\mathcal{Q}_{t}^{n}$ given in (5.13), we obtain that for every $s<t$,

$$
\begin{equation*}
\left|\mathcal{Q}_{t}^{n}-\mathcal{Q}_{s}^{n}\right| \leq \mathcal{C}_{F} n^{\frac{1-d}{3}}(t-s) \tag{5.29}
\end{equation*}
$$

for a constant $\mathcal{C}_{F}$ independent of $n$ (and $s, t$ ). Therefore, for every $T>0$, every sequence of stopping times $\left(\tau_{n}\right)_{n \geq 1}$ bounded by $T$ and every $\varepsilon>0$, there exists $\eta>0$ such that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \sup _{\theta \in[0, \eta]} \mathbb{P}\left[\left|\mathcal{Q}_{\tau_{n}+\theta}^{n}-\mathcal{Q}_{\tau_{n}}^{n}\right|>\varepsilon\right]=0 \tag{5.30}
\end{equation*}
$$

and the sequence of predictable quadratic variations of the martingale part of the process $\left(\Psi_{F, f}\left(\bar{M}_{t}^{n}\right)\right)_{t \geq 0}$ is not only tight, but also when $d \geq 2$ it tends to 0 uniformly over compact time intervals. By the Aldous-Rebolledo criterion (see again (i)-item (c) in Section 2), we conclude that $\left(\bar{M}^{n}\right)_{n \geq 1}$ is tight in $D_{\mathcal{M}_{\lambda}}[0, \infty)$, as required.

Finally, coming back to (5.14), we see that every increment of $\left\langle\bar{M}^{n}, f\right\rangle=\left\langle M^{n}, \varphi_{f}\right\rangle$ is bounded by $\|f\| V_{R} u_{n} n^{-d / 3}$. Consequently, for every $T>0$ we have

$$
\begin{equation*}
\sup _{t \in[0, T]} \sup _{f \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right):\|f\| \leq 1}\left|\left\langle\bar{M}_{t}^{n}, f\right\rangle-\left\langle\bar{M}_{t-}^{n}, f\right\rangle\right| \leq V_{R} u n^{-(1+d) / 3} \tag{5.31}
\end{equation*}
$$

and thus any potential limit for $\left(\bar{M}^{n}\right)_{n \geq 1}$ has continuous paths in $\mathcal{M}_{\lambda}$.

## 2) Identifying the limit.

In what follows, we suppose that $\left(M_{t}^{\infty}\right)_{t \geq 0} \in D_{\mathcal{M}_{\lambda}}[0, \infty)$ is the weak limit of a subsequence $\left(\bar{M}^{n_{k}}\right)_{k \geq 1}$ and for any $t \geq 0$, we write $w_{t}^{\infty}$ for (some representative of) the density of $M_{t}^{\infty}$.

In order to show that $M^{\infty}$ satisfies the martingale problem stated in Theorem 1.11, we use the fact (established in the previous paragraph) that for every $f \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ and every $n \geq 1$,

$$
\begin{equation*}
\left(\Psi_{\mathrm{Id}, f}\left(\bar{M}_{t}^{n}\right)-\Psi_{\mathrm{Id}, f}\left(\bar{M}_{0}^{n}\right)-\int_{0}^{t} \mathcal{L}^{n} \Psi_{\mathrm{Id}, \varphi_{f}}\left(M_{s}^{n}\right) \mathrm{d} s\right)_{t \geq 0} \tag{5.32}
\end{equation*}
$$

is a martingale with predictable quadratic variation (5.13) (with $F=\mathrm{Id}$ ), where $\mathcal{L}^{n}$ was defined in (5.8) and $\varphi_{f}$ in (5.10). We first show that for every $t \geq 0$,
$\lim _{k \rightarrow \infty} \mathbb{E}\left[\left|\int_{0}^{t} \mathcal{L}^{n_{k}} \Psi_{\mathrm{Id}, \varphi_{f}}\left(M_{s}^{n_{k}}\right) \mathrm{d} s-\int_{0}^{t}\left\{\frac{u \Gamma_{R}}{2}\left\langle w_{s}^{\infty}, \Delta f\right\rangle-2 R u \sigma\left\langle w_{s}^{\infty}\left(1-w_{s}^{\infty}\right), f\right\rangle\right\} \mathrm{d} s\right|\right]_{(5.33)}=0$,
so that we can then use the fact that the quantity in (5.32) is a martingale, the fact that $\Psi_{\mathrm{Id}, f}$ is a bounded continuous function and the Dominated Convergence Theorem to conclude that for every $0 \leq t<t^{\prime}, m \in \mathbb{N}, 0 \leq t_{1}<\cdots<t_{m} \leq t$ and $h_{1}, \ldots, h_{m} \in C_{b}\left(\mathcal{M}_{\lambda}\right)$,

$$
\begin{array}{r}
\mathbb{E}\left[\left(\left\langle w_{t^{\prime}}^{\infty}, f\right\rangle-\left\langle w_{t}^{\infty}, f\right\rangle-\int_{t}^{t^{\prime}}\left\{\frac{u \Gamma_{R}}{2}\left\langle w_{s}^{\infty}, \Delta f\right\rangle-2 R u \sigma\left\langle w_{s}^{\infty}\left(1-w_{s}^{\infty}\right), f\right\rangle\right\} \mathrm{d} s\right)\right. \\
\left.\times\left(\prod_{i=1}^{m} h_{i}\left(M_{t_{i}}^{\infty}\right)\right)\right]=0 \tag{5.34}
\end{array}
$$

and consequently that $\mathcal{Z}^{f}$ is a martingale (with respect to the natural filtration of $M^{\infty}$ ). In the case $d \geq 2$ this property will be sufficient to conclude, since we showed in (5.29) that the quadratic variation of the martingale (5.32) tended to 0 as $n \rightarrow \infty$, and therefore the limit $\mathcal{Z}^{f}$ is the constant process equal to 0 . In one dimension, we shall still have to prove that the quadratic variation of $\mathcal{Z}^{f}$ is non-trivial and has the announced form. This is what we do in the last part of this point 2 ).

Let us prove (5.33). Specialising the computation of $\mathcal{A}^{n}$ in (5.8) to the case $F=\mathrm{Id}$, we have by (5.21)

$$
\begin{align*}
A_{n_{k}}(s) & =\frac{u \Gamma_{R}}{2}\left\langle\bar{w}_{s}^{n_{k}}, \Delta f\right\rangle+\mathcal{O}\left(n_{k}^{-2 / 3}\right) \\
& =\frac{u \Gamma_{R}}{2} \int_{\mathbb{R}^{d} \times\{0,1\}} \Delta f(x) \mathbb{1}_{\{0\}}(\kappa) \bar{M}_{s}^{n_{k}}(\mathrm{~d} x, \mathrm{~d} \kappa)+\mathcal{O}\left(n_{k}^{-2 / 3}\right) \\
& \rightarrow \frac{u \Gamma_{R}}{2}\left\langle w_{s}^{\infty}, \Delta f\right\rangle \quad \text { as } k \rightarrow \infty \tag{5.35}
\end{align*}
$$

These quantities being bounded by $\left(u \Gamma_{R} / 2\right)\|\Delta f\| \operatorname{Vol}\left(S_{f}\right)+\mathcal{O}\left(n_{k}^{-2 / 3}\right)$, independently of $s$, the convergence also happens in $\mathrm{L}^{1}$ norm. Next, Taylor-expanding $f$ to write that for every $y \in B\left(x, R n_{k}^{-1 / 3}\right)$,

$$
\begin{equation*}
\varphi_{f}(y)=f(x)+\mathcal{O}(|y-x|)=f(x)+\mathcal{O}\left(n_{k}^{-1 / 3}\right) \tag{5.36}
\end{equation*}
$$

we obtain that

$$
\begin{align*}
D_{n_{k}}(s)= & \sigma u n_{k}^{d / 3} \int_{\mathbb{R}^{d}}\left\{\bar{w}_{s}^{n_{k}}(x)^{2}\left\langle\mathbb{1}_{B_{n_{k}}(x)}\left(1-w_{s}^{n_{k}}\right), f(x)+\mathcal{O}\left(n_{k}^{-1 / 3}\right)\right\rangle\right. \\
& \left.\quad-\left(1-\bar{w}_{s}^{n_{k}}(x)^{2}\right)\left\langle\mathbb{1}_{B_{n_{k}}(x)} w_{s}^{n_{k}}, f(x)+\mathcal{O}\left(n_{k}^{-1 / 3}\right)\right\rangle\right\} \mathrm{d} x \\
= & \sigma u V_{R} \int_{\mathbb{R}^{d}}\left\{\bar{w}_{s}^{n_{k}}(x)^{2}\left(1-\bar{w}_{s}^{n_{k}}(x)\right)-\left(1-\bar{w}_{s}^{n_{k}}(x)^{2}\right) \bar{w}_{s}^{n_{k}}(x)\right\} f(x) \mathrm{d} x+\mathcal{O}\left(n_{k}^{-1 / 3}\right) \\
= & \sigma u V_{R}\left\langle\bar{w}_{s}^{n_{k}}\left(1-\bar{w}_{s}^{n_{k}}\right), f\right\rangle+\mathcal{O}\left(n_{k}^{-1 / 3}\right) \tag{5.37}
\end{align*}
$$

As above, the part of $D_{n_{k}}(s)$ which is linear in $\bar{w}_{s}^{n_{k}}$ converges (weakly and in $\mathbb{L}^{1}$ ) towards

$$
\begin{equation*}
-\sigma u V_{R}\left\langle w_{s}^{\infty}, f\right\rangle \tag{5.38}
\end{equation*}
$$

We now would like to show that the "quadratic" part of $D_{n_{k}}(s)$ converges to

$$
\begin{equation*}
\sigma u V_{R}\left\langle\left(w_{s}^{\infty}\right)^{2}, f\right\rangle \tag{5.39}
\end{equation*}
$$

Note that this is not a simple consequence of the weak convergence of $\bar{M}^{n_{k}}$ to $M^{\infty}$, as $\left\langle\left(\bar{w}_{s}^{n_{k}}\right)^{2}, f\right\rangle$ cannot be written as an integral with respect to $\bar{M}_{s}^{n_{k}}$ or $\left(\bar{M}_{s}^{n_{k}}\right)^{\otimes 2}$. Instead, we shall approximate this expression by an integral with respect to $\left(\bar{M}_{s}^{n_{k}}\right)^{\otimes 2}$ and use the continuity estimates obtained in Proposition A. 1 to bound the remaining terms. (The
statement and proof of this proposition are postponed until Appendix A to ease the reading.)

Let $\varepsilon \in(0,1 / 2)$, and let $p_{\varepsilon}$ be a continuous probability density function on $\mathbb{R}^{d}$ supported in $B(0, \varepsilon)$. For every $k \geq 1$ and $s \geq 0$, we have

$$
\begin{align*}
& \left|\left\langle\left(\bar{w}_{s}^{n_{k}}\right)^{2}, f\right\rangle-\left\langle\left(w_{s}^{\infty}\right)^{2}, f\right\rangle\right| \\
& \leq\left|\int_{\mathbb{R}^{d}} f(x) \bar{w}_{s}^{n_{k}}(x)^{2} \mathrm{~d} x-\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} f(x) \bar{w}_{s}^{n_{k}}(x) \bar{w}_{s}^{n_{k}}(y) p_{\varepsilon}(y-x) \mathrm{d} y \mathrm{~d} x\right| \\
& \quad+\left|\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} f(x) \bar{w}_{s}^{n_{k}}(x) \bar{w}_{s}^{n_{k}}(y) p_{\varepsilon}(y-x) \mathrm{d} y \mathrm{~d} x-\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} f(x) w_{s}^{\infty}(x) w_{s}^{\infty}(y) p_{\varepsilon}(y-x) \mathrm{d} y \mathrm{~d} x\right| \\
& \quad+\left|\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} f(x) w_{s}^{\infty}(x) w_{s}^{\infty}(y) p_{\varepsilon}(y-x) \mathrm{d} y \mathrm{~d} x-\int_{\mathbb{R}^{d}} f(x) w_{s}^{\infty}(x)^{2} \mathrm{~d} x\right| \tag{5.40}
\end{align*}
$$

The second term on the r.h.s. can be rewritten as

$$
\begin{align*}
& \int_{\left(\mathbb{R}^{d} \times\{0,1\}\right)^{2}} f(x) p_{\varepsilon}(y-x) \mathbb{1}_{\{0\}}(\kappa) \mathbb{1}_{\{0\}}\left(\kappa^{\prime}\right) \bar{M}_{s}^{n_{k}}\left(\mathrm{~d} y, \mathrm{~d} \kappa^{\prime}\right) \bar{M}_{s}^{n_{k}}(\mathrm{~d} x, \mathrm{~d} \kappa) \\
& \rightarrow \int_{\left(\mathbb{R}^{d} \times\{0,1\}\right)^{2}} f(x) p_{\varepsilon}(y-x) \mathbb{1}_{\{0\}}(\kappa) \mathbb{1}_{\{0\}}\left(\kappa^{\prime}\right) M_{s}^{\infty}\left(\mathrm{d} y, \mathrm{~d} \kappa^{\prime}\right) M_{s}^{\infty}(\mathrm{d} x, \mathrm{~d} \kappa) \\
& =\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} f(x) w_{s}^{\infty}(x) w_{s}^{\infty}(y) p_{\varepsilon}(y-x) \mathrm{d} y \mathrm{~d} x \tag{5.41}
\end{align*}
$$

as $k$ tends to infinity (since the mapping $(x, y) \mapsto f(x) p_{\varepsilon}(y-x)$ belongs to $C_{c}\left(\left(\mathbb{R}^{d}\right)^{2}\right)$, and since these terms are bounded uniformly in $k$ (and $\varepsilon, s$ ), this convergence also happens in $\mathbb{L}^{1}$ norm. That is, the expectation of the second term in (5.40) tends to 0 as $k \rightarrow \infty$.

Concerning the first term on the r.h.s. of (5.40), because $\bar{w}_{s}^{n_{k}}$ takes its values in $[0,1]$, we have, by Fubini's Theorem,

$$
\begin{align*}
& \mathbb{E}\left[\left|\int_{\mathbb{R}^{d}} f(x) \bar{w}_{s}^{n_{k}}(x)^{2} \mathrm{~d} x-\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} f(x) \bar{w}_{s}^{n_{k}}(x) \bar{w}_{s}^{n_{k}}(y) p_{\varepsilon}(y-x) \mathrm{d} y \mathrm{~d} x\right|\right] \\
& \quad \leq\|f\| \int_{S_{f}} \int_{B(x, \varepsilon)} \mathbb{E}\left[\left|\bar{w}_{s}^{n_{k}}(x)-\bar{w}_{s}^{n_{k}}(y)\right|\right] p_{\varepsilon}(y-x) \mathrm{d} y \mathrm{~d} x \tag{5.42}
\end{align*}
$$

By Proposition A. 1 applied with $\varepsilon=R n_{k}^{-1 / 3}$, there exists $a, v, \lambda, C>0$ independent of $k$ such that for every $x, y \in \mathbb{R}^{d}$ satisfying $|x-y|<1$ and every $s \in[0, t]$, we have

$$
\begin{gather*}
\mathbb{E}\left[\left|\bar{w}_{s}^{n_{k}}(x)-\bar{w}_{s}^{n_{k}}(y)\right|\right] \leq C\left\{n_{k}^{-a}+\tau_{n_{k}}(x, y)+\left(|x-y|^{1 / 4}+\tau_{n_{k}}(x, y)^{1 / 2}\right) e^{\lambda\left(|x|+R n_{k}^{-1 / 3}\right)}\right. \\
\left.+n_{k}^{(1-d) / 6} \tau_{n_{k}}(x, y)^{(2-d) / 4}\right\} \tag{5.43}
\end{gather*}
$$

where

$$
\begin{equation*}
\tau_{n}(x, y)=n^{-v} \vee|x-y|^{2 /(d+1)} \tag{5.44}
\end{equation*}
$$

Thus, using the facts that the support $S_{f}$ of $f$ is compact, that $p_{\varepsilon}$ is a probability density supported in $B(0, \varepsilon)$, and that $\tau_{n}(x, y) \leq \varepsilon^{2 /(d+1)}$ for $n$ large enough whenever $|x-y| \leq \varepsilon$, we can write that the first term on the r.h.s. of (5.40) is bounded by

$$
\begin{equation*}
C^{\prime}\left(n_{k}^{-a}+\varepsilon^{2 /(d+1)}+\varepsilon^{1 / 4}+\varepsilon^{1 /(d+1)}+n_{k}^{(1-d) / 6} \varepsilon^{1 /(d+1)}\right) \tag{5.45}
\end{equation*}
$$

Likewise, by taking $n \rightarrow \infty$ in Proposition A. 1 (along the converging subsequence), we obtain that the last term on the r.h.s. of (5.40) is bounded by

$$
\begin{equation*}
C^{\prime}\left(\varepsilon^{1 / 4}+\varepsilon^{2 /(d+1)}+\varepsilon^{1 /(d+1)}+\varepsilon^{1 /(d+1)} \mathbf{1}_{\{d=1\}}\right) \tag{5.46}
\end{equation*}
$$

Combining the above, we have that for every $\varepsilon \in(0,1 / 2)$,

$$
\begin{equation*}
\limsup _{k \rightarrow \infty} \mathbb{E}\left[\left|\left\langle\left(\bar{w}_{s}^{n_{k}}\right)^{2}, f\right\rangle-\left\langle\left(w_{s}^{\infty}\right)^{2}, f\right\rangle\right|\right] \leq C\left(\varepsilon^{1 / 4}+\varepsilon^{1 /(d+1)}\right) \tag{5.47}
\end{equation*}
$$

and letting $\varepsilon$ tend to 0 we can conclude that the part of the expression (5.37) for $D_{n_{k}}(s)$ which is quadratic in $\bar{w}_{s}^{n_{k}}$ indeed converges in $\mathbb{L}^{1}$ towards

$$
\begin{equation*}
\sigma u V_{R}\left\langle\left(w_{s}^{\infty}\right)^{2}, f\right\rangle \tag{5.48}
\end{equation*}
$$

Combining (5.35), (5.38) and (5.48), and using the facts that $B_{n}(s)=0$ since $F=\mathrm{Id}$, and that $C_{n}(s)$ and $E_{n}(s)$ tend to zero uniformly in all possible values of $\bar{M}^{n}$, we conclude that (5.33) is satisfied. As we explained above, this is sufficient to conclude in the case $d \geq 2$ since the quadratic variation of the martingale $\mathcal{Z}^{f}$ is then 0.

We now turn to the case $d=1$. Defining

$$
\begin{align*}
W_{t}^{n}(f) & :=\left\langle\bar{w}_{t}^{n}, f\right\rangle-\left\langle\bar{w}_{0}^{n}, f\right\rangle-\int_{0}^{t} \mathcal{L}^{n} \Psi_{\mathrm{Id}, \varphi_{f}}\left(M_{s}^{n}\right) \mathrm{d} s  \tag{5.49}\\
& =\left\langle\bar{w}_{t}^{n}, f\right\rangle-\left\langle\bar{w}_{0}^{n}, f\right\rangle-\int_{0}^{t}\left\{\frac{u \Gamma_{R}}{2}\left\langle\bar{w}_{s}^{n}, \Delta f\right\rangle-\sigma u V_{R}\left\langle\bar{w}_{s}^{n}\left(1-\bar{w}_{s}^{n}\right), f\right\rangle\right\} \mathrm{d} s+\mathcal{O}\left(n^{-1 / 3}\right)
\end{align*}
$$

we know that $W^{n}(f)$ is a zero-mean martingale with predictable quadratic variation

$$
\begin{align*}
& u_{n}^{2} n^{4 / 3} \int_{0}^{t} \int_{\mathbb{R}^{d}}\left\{\bar{w}_{s}^{n}(x)\left(1+s_{n} \bar{w}_{s}^{n}(x)\right)\left\langle\mathbb{1}_{B_{n}(x)}\left(1-w_{s}^{n}\right), f+\mathcal{O}\left(n^{-1 / 3}\right)\right\rangle^{2}\right. \\
& \left.\quad \quad+\left(1-\bar{w}_{s}^{n}(x)+s_{n}\left(1-\bar{w}_{s}^{n}(x)^{2}\right)\right)\left\langle\mathbb{1}_{B_{n}(x)} w_{s}^{n}, f+\mathcal{O}\left(n^{-1 / 3}\right)\right\rangle^{2}\right\} \mathrm{d} x \mathrm{~d} s
\end{align*}
$$

where, more precisely, the remainder term is bounded by a constant times $n^{-1 / 3} t$. As a consequence, for every $n \geq 1,0 \leq t<t^{\prime}$, $m \in \mathbb{N}, 0 \leq t_{1}<\cdots<t_{m} \leq t$ and $h_{1}, \ldots, h_{m} \in C_{b}\left(\mathcal{M}_{\lambda}\right)$,

$$
\begin{equation*}
\mathbb{E}\left[\left(\left(W_{t^{\prime}}^{n}(f)\right)^{2}-\left(W_{t}^{n}(f)\right)^{2}-u^{2} V_{R}^{2} \int_{t}^{t^{\prime}}\left\langle\bar{w}_{s}^{n}\left(1-\bar{w}_{s}^{n}\right), f^{2}\right\rangle \mathrm{d} s+\mathcal{O}\left(n^{-1 / 3}\right)\right)\left(\prod_{i=1}^{m} h_{i}\left(\bar{M}_{t_{i}}^{n}\right)\right)\right]=0 \tag{5.51}
\end{equation*}
$$

Observe that for every $n \geq 1$ and every $t \geq 0$,

$$
\begin{equation*}
\left|W_{t}^{n}(f)\right| \leq \operatorname{Vol}\left(S_{f}\right)\left[2\|f\|+t\left(\frac{u \Gamma_{R}}{2}\|\Delta f\|+\sigma u V_{R}\|f\|+\mathcal{O}\left(n^{-1 / 3}\right)\right)\right] \tag{5.52}
\end{equation*}
$$

and so we can let $n \rightarrow \infty$ in (5.51) (along the converging subsequence) and use the Dominated Convergence Theorem, together with (5.35), (5.38) and (5.48), to conclude that

$$
\begin{equation*}
\mathbb{E}\left[\left(\left(\mathcal{Z}_{t^{\prime}}^{f}\right)^{2}-\left(\mathcal{Z}_{t}^{f}\right)^{2}-u^{2} V_{R}^{2} \int_{t}^{t^{\prime}}\left\langle w_{s}^{\infty}\left(1-w_{s}^{\infty}\right), f^{2}\right\rangle \mathrm{d} s\right)\left(\prod_{i=1}^{m} h_{i}\left(M_{t_{i}}^{\infty}\right)\right)\right]=0 \tag{5.53}
\end{equation*}
$$

This allows us to identify the quadratic variation of the martingale $\mathcal{Z}^{f}$ as

$$
\begin{equation*}
\left[\mathcal{Z}^{f}\right]_{t}=u^{2} V_{R}^{2} \int_{0}^{t}\left\langle w_{s}^{\infty}\left(1-w_{s}^{\infty}\right), f^{2}\right\rangle \mathrm{d} s, \quad t \geq 0 \tag{5.54}
\end{equation*}
$$

Since by (5.14) the jumps of $W^{n}(f)$ are all bounded by $C n^{-2 / 3}, \mathcal{Z}^{f}$ is a continuous squareintegrable martingale, starting at 0 . By the Dubins-Schwarz Theorem (see Remark 5.1
below), $\mathcal{Z}^{f}$ is therefore a time-changed Brownian motion, solution to the stochastic differential equation

$$
\begin{equation*}
d W_{t}=u V_{R} \sqrt{\left\langle w_{t}^{\infty}\left(1-w_{t}^{\infty}\right), f^{2}\right\rangle} d B_{t}^{f} \tag{5.55}
\end{equation*}
$$

where $B^{f}$ denotes standard Brownian motion. The bracket process between $\mathcal{Z}^{f}$ and $\mathcal{Z}^{g}$ is then obtained by the same kind of calculations, writing first the bracket process for a fixed $n$ and then identifying the limit by letting $n_{k} \rightarrow \infty$.
Remark 5.1. We cannot a priori prove that $\left[\mathcal{Z}^{f}\right]_{\infty}=+\infty$ a.s., as required by the classical Dubins-Schwarz Theorem. Note however that this condition can be removed, at the expense of extending the probability space on which we work. Indeed, if we introduce a Brownian motion $\left(\beta_{t}^{f}\right)_{t \geq 0}$ independent of all other processes (possibly on some enlarged space) and set for every $t \geq 0$

$$
B_{t}^{f}= \begin{cases}\mathcal{Z}_{\tau_{t}}^{f} & \text { if } t<\left[\mathcal{Z}^{f}\right]_{\infty}  \tag{5.56}\\ \mathcal{Z}_{\infty}^{f}+\beta_{t-\left[\mathcal{Z}^{f}\right]_{\infty}}^{f} & \text { if } t \geq\left[\mathcal{Z}^{f}\right]_{\infty}\end{cases}
$$

where

$$
\begin{equation*}
\tau_{t}:=\inf \left\{s \geq 0:\left[\mathcal{Z}^{f}\right]_{s}>t\right\} \tag{5.57}
\end{equation*}
$$

then by Theorem 1.7 in Chapter V of [44] we have that $\left(B_{t}^{f}\right)_{t \geq 0}$ is a standard Brownian motion and for every $t \geq 0, \mathcal{Z}_{t}^{f}=B_{[\mathcal{Z}]_{t}}^{f}$.

To summarise, we have shown that any limit point $\left(M_{t}^{\infty}\right)_{t \geq 0}$ of $\left(\bar{M}^{n}\right)_{n \geq 1}$ satisfies the following system of stochastic differential equations: for every $f \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$,

$$
\begin{align*}
\mathrm{d}\left\langle w_{t}^{\infty}, f\right\rangle= & \left\{\frac{u \Gamma_{R}}{2}\left\langle w_{t}^{\infty}, \Delta f\right\rangle-\sigma u V_{R}\left\langle w_{t}^{\infty}\left(1-w_{t}^{\infty}\right), f\right\rangle\right\} \mathrm{d} t \\
& +\mathbb{1}_{\{d=1\}} u V_{R} \sqrt{\left\langle w_{t}^{\infty}\left(1-w_{t}^{\infty}\right), f^{2}\right\rangle} \mathrm{d} B_{t}^{f}, \tag{5.58}
\end{align*}
$$

with initial value $\left\langle w_{0}, f\right\rangle$, and in one dimension, by polarisation the covariation between $\left\langle w_{.}^{\infty}, f\right\rangle$ and $\left\langle w_{.}^{\infty}, g\right\rangle$ is as in the statement of Theorem 1.11(i).

## 3) Uniqueness of the limit.

Let us finally show that the system of equations (5.58) has at most one solution. We start with the case $d \geq 2$. Any test function of the form

$$
\begin{align*}
& M \mapsto \int_{\left(\mathbb{R}^{d} \times\{0,1\}\right)^{k}} \psi\left(x_{1}, \ldots, x_{k}\right)\left\{\prod_{j=1}^{k} \mathbb{1}_{\{0\}}\left(\kappa_{j}\right)\right\} M\left(\mathrm{~d} x_{1}, \mathrm{~d} \kappa_{1}\right) \cdots M\left(\mathrm{~d} x_{k}, \mathrm{~d} \kappa_{k}\right) \\
& \quad=\int_{\left(\mathbb{R}^{d}\right)^{k}} \psi\left(x_{1}, \ldots, x_{k}\right)\left\{\prod_{i=1}^{k} w\left(x_{i}\right)\right\} \mathrm{d} x_{1} \cdots \mathrm{~d} x_{k}, \tag{5.59}
\end{align*}
$$

with $\psi$ continuous and integrable on $\left(\mathbb{R}^{d}\right)^{k}$ (where as before $w$ is any representative of the density of $M$ ), can be uniformly approximated by linear combinations of functions of the form $\prod_{i=1}^{k}\left\langle\cdot, f_{i}\right\rangle$ with $f_{i} \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ for every $i$. Thus, we can extend (5.58) to this more general class of functions. Then in Chapter 7 of [35], it is proved that, when $\sigma=0$, any solution to (5.58) is dual, through the set of functional relations (1.26), to a system of independent Brownian motions with variance parameter $u \Gamma_{R}$, in which particles never coalesce. This is easily modified to $\sigma>0$, in which case particles branch into two at rate $u \sigma V_{R}$, independently of each other. Since the set of all test functions of the form (5.59) is separating by Lemma 2.1(c) in [49], we can proceed as in the proof of Proposition 4.4.7 in [21] to conclude that the system of equations (5.58) has at most one solution. Hence, this solution exists and the full sequence $\left(\bar{M}^{n}\right)_{n \geq 0}$ converges to it in distribution, as stated in Theorem 1.11(ii).

When $d=1$, we follow the same route and use Itô's Formula to extend (5.58) to functions of the product form $\prod_{i=1}^{k}\left\langle\cdot, f_{i}\right\rangle$ and then to the full class of functions (5.59) by the same density argument as before. Again in Chapter 7 of [35], it is proved that in one dimension and when $\sigma=0$, any solution to these equations is dual, through the set of relations (1.26), to a system of independent Brownian motions with variance parameter $u \Gamma_{R}$, in which, this time, particles coalesce pairwise at an instantaneous rate given by $u^{2} V_{R}^{2}$ times the local time at 0 of their separation (independently of the other pairs). As earlier, this is easily modified to cover the case $\sigma>0$, by imposing that particles should also branch into two at rate $u \sigma V_{R}$. By the same chain of arguments as in the case $d \geq 2$, we can therefore conclude that the system of equations (5.58) has a unique solution, to which the full sequence $\left(\bar{M}^{n}\right)_{n \geq 0}$ thus converges in distribution as $n$ tends to infinity. Theorem 1.11 (i) is proved.

Remark 5.2. Liang's notation is very different from ours. To see that his process (with selection added and the coalescence rate multiplied by $u^{2} V_{R}^{2}$ ) and our limiting process do coincide, notice that $m(\mathrm{~d} x)=\mathrm{d} x$ in our case and $\hat{X}_{t}(x)=w_{t}^{\infty}(x) \delta_{0}+\left(1-w_{t}^{\infty}(x)\right) \delta_{1}$. Hence, taking $\chi(\kappa)=\mathbb{1}_{0}(\kappa)=\rho(\kappa)$ and $\psi(x)=f(x), \phi(x)=g(x)$ in Proposition 7.2 in [35] indeed leads to

$$
\begin{align*}
\mathrm{d}\left[\mathcal{Z}^{f}, \mathcal{Z}^{g}\right]_{t} & =u^{2} V_{R}^{2} \int_{\mathbb{R}^{d}} w_{t}^{\infty}(x) f(x) g(x) \mathrm{d} x-u^{2} V_{R}^{2} \int_{\mathbb{R}^{d}}\left(w_{t}^{\infty}(x)\right)^{2} f(x) g(x) \mathrm{d} x \\
& =u^{2} V_{R}^{2} \int_{\mathbb{R}^{d}} w_{t}^{\infty}(x)\left(1-w_{t}^{\infty}(x)\right) f(x) g(x) \mathrm{d} x . \tag{5.60}
\end{align*}
$$

### 5.2 Proof of Theorem 1.13.

We divide the proof into two parts. The first, and simpler, shows that the only possible limit for $\left(\Xi^{n}\right)_{n \geq 1}$ is the system of branching and coalescing Brownian motions $\Xi^{\infty}$. The second part, tightness of the sequence $\left(\Xi_{t}^{n}\right)_{n \geq 1}$, is rather more involved and will be broken into a number of smaller steps.

Recall that $\Xi^{n}$ is defined on the probability space $\left(\boldsymbol{\Omega}, \mathcal{F}^{\prime}, \mathbf{P}\right)$ and takes its values in the set $\mathcal{M}_{p}\left(\mathbb{R}^{d}\right)$ of all finite point measures on $\mathbb{R}^{d}$, which we have endowed with the topology of weak convergence. The linear hull of the set of test functions (recall (1.13))

$$
\begin{equation*}
\Phi_{\exp , \ln f}: \Xi \mapsto \prod_{i=1}^{|\Xi|} f\left(\xi^{i}\right)=\exp \left\{\int_{\mathbb{R}^{d}}(\ln f(x)) \Xi(\mathrm{d} x)\right\}, \tag{5.61}
\end{equation*}
$$

where $f \in C^{1}\left(\mathbb{R}^{d}\right)$ takes values in $[0,1]$, is dense in $C_{0}\left(\mathcal{M}_{p}\left(\mathbb{R}^{d}\right)\right)$ (the space of continuous functions on $\mathcal{M}_{p}\left(\mathbb{R}^{d}\right)$ tending to 0 at "infinity") for the topology of the uniform convergence (cf. Lemma 0.2 in [27], where the formalism is different but the result is equivalent to our claim). Consequently, the linear span of the set of functions (5.61) is dense in $C_{b}\left(\mathcal{M}_{p}\left(\mathbb{R}^{d}\right)\right)$ for the topology of uniform convergence over compact sets, and functions of the above form will thus be sufficient to characterise the law of an $\mathcal{M}_{p}\left(\mathbb{R}^{d}\right)$-valued random variable. In this section, the atoms of the point measures considered will be viewed as particles evolving in $\mathbb{R}^{d}$.

We start with the following result.
Lemma 5.3. The finite dimensional distributions of the system of scaled processes $\Xi^{n}$ converge as $n \rightarrow \infty$ to those of the system of branching and coalescing Brownian motions $\Xi^{\infty}$, described in the statement of Theorem 1.13. In particular, the only possible limit point for the sequence $\left(\Xi^{n}\right)_{n \geq 1}$ is $\Xi^{\infty}$.

Proof of Lemma 5.3. Suppose first that the density $\psi$ of the locations of the atoms of $\Xi_{0}^{n}$ can be factorised as $\psi\left(x_{1}, \ldots, x_{k}\right)=\psi_{1}\left(x_{1}\right) \cdots \psi_{k}\left(x_{k}\right)$, with $\psi_{i} \in C_{c}\left(\mathbb{R}^{d}\right)$ being a probability density function on $\mathbb{R}^{d}$ for every $i$.

Let us write $\left(M_{t}^{(n)}\right)_{t \geq 0}$ for the unscaled SLFVS with parameters $s_{n}, u_{n}$ (in the fixed radius case), and $w_{t}^{(n)}$ for a representative of the density of $M_{t}^{(n)}$, for every $t \geq 0$. Recall the notation $\left(M_{t}^{n}\right)_{t \geq 0}$ for the scaled process whose density at time $t$ is $w_{n t}^{(n)}\left(n^{1 / 3}\right.$.). Let $w^{0} \in C^{1}\left(\mathbb{R}^{d}\right)$, and suppose that $M_{0}^{(n)}$ is such that $M_{0}^{n}$ has density $w^{0}$ for every $n \geq 1$. With this initial condition and Relation (5.23) (where $\Delta f$ can be replaced by any function $f \in C_{c}^{2}\left(\mathbb{R}^{d}\right)$ ), it is easy to check that $\bar{M}_{0}^{n}$, as defined in Theorem 1.11, converges to the measure $M^{0} \in \mathcal{M}_{\lambda}$ with density $w^{0}$ as $n \rightarrow \infty$. Hence, by Theorem 1.11 the sequence of processes $\left(\bar{M}^{n}\right)_{n \geq 1}$ converges weakly to $M^{\infty}$ starting at $M^{0}$. Using the approximation (5.23) to replace $\left\langle\bar{w}_{t}^{n}, \psi_{i}\right\rangle$ by $\left\langle w_{n t}^{(n)}\left(n^{1 / 3}.\right), \psi_{i}\right\rangle+\mathcal{O}\left(n^{-2 / 3}\right)$ on the third line, together with Fubini's Theorem and the duality formula (1.26), we have

$$
\begin{align*}
& \mathbb{E}_{M_{0}^{(n)}}\left[\prod_{i=1}^{k}\left(\int_{\mathbb{R}^{d} \times\{0,1\}} \psi_{i}\left(x_{i}\right) \mathbb{1}_{\{0\}}\left(\kappa_{i}\right) \bar{M}_{t}^{n}\left(\mathrm{~d} x_{i}, \mathrm{~d} \kappa_{i}\right)\right)\right] \\
& =\mathbb{E}_{M_{0}^{(n)}}\left[\int_{\left(\mathbb{R}^{d}\right)^{k}} \psi_{1}\left(x_{1}\right) \cdots \psi_{k}\left(x_{k}\right)\left\{\prod_{i=1}^{k} \bar{w}_{t}^{n}\left(x_{i}\right)\right\} \mathrm{d} x_{1} \ldots \mathrm{~d} x_{k}\right] \\
& =\mathbb{E}_{M_{0}^{(n)}}\left[\int_{\left(\mathbb{R}^{d}\right)^{k}} \psi_{1}\left(x_{1}\right) \cdots \psi_{k}\left(x_{k}\right)\left\{\prod_{i=1}^{k} w_{n t}^{(n)}\left(n^{1 / 3} x_{i}\right)\right\} \mathrm{d} x_{1} \ldots \mathrm{~d} x_{k}\right]+\mathcal{O}\left(n^{-2 / 3}\right) \\
& =n^{-d k / 3} \mathbb{E}_{M_{0}^{(n)}}\left[\int_{\left(\mathbb{R}^{d}\right)^{k}} \psi_{1}\left(n^{-1 / 3} x_{1}\right) \cdots \psi_{k}\left(n^{-1 / 3} x_{k}\right)\left\{\prod_{i=1}^{k} w_{n t}^{(n)}\left(x_{i}\right)\right\} \mathrm{d} x_{1} \ldots \mathrm{~d} x_{k}\right] \\
& =n^{-d k / 3} \int_{\left(\mathbb{R}^{d}\right)^{k}} \psi_{1}\left(n^{-1 / 3} x_{1}\right) \cdots \psi_{k}\left(n^{-1 / 3} x_{k}\right) \mathbf{E}_{\Xi\left[x_{1}, \ldots, x_{k}\right]}\left[\prod_{j=1}^{N_{n t}} w_{0}^{(n)}\left(\xi_{n t}^{j}\right)\right] \mathrm{d} x_{1} \ldots \mathrm{~d} x_{k} \\
& =\int_{\left(\mathbb{R}^{d}\right)^{k}} \psi_{1}\left(x_{1}\right) \cdots \psi_{k}\left(x_{k}\right) \mathbf{E}_{\Xi\left[n^{1 / 3} x_{1}, \ldots, n^{1 / 3} x_{k}\right]}\left[\prod_{j=1}^{N_{n t}} w_{0}^{(n)}\left(n^{1 / 3}\left(n^{-1 / 3} \xi_{n t}^{j}\right)\right)\right] \mathrm{d} x_{1} \ldots \mathrm{O} x_{k} \\
& =\int_{\left(\mathbb{R}^{d}\right)^{k}} \psi_{1}\left(x_{1}\right) \cdots \psi_{k}\left(x_{k}\right) \mathbf{E}_{\Xi\left[x_{1}, \ldots, x_{k}\right]}\left[\prod_{j=1}^{N_{t}^{n}} w_{0}^{n}\left(\xi_{t}^{n, j}\right)\right] \mathrm{d} x_{1} \ldots \mathrm{~d} x_{k}+\mathcal{O}\left(n^{-2 / 3}\right) \\
& =\mathbf{E}_{\Xi_{0}^{n}}\left[\prod_{j=1}^{N_{t}^{n}} w^{0}\left(\xi_{t}^{n, j}\right)\right]+\mathcal{O}\left(n^{-2 / 3}\right) . \\
& \\
& =
\end{align*}
$$

Now the expression on the l.h.s. of (5.62) converges to the corresponding expression for $M^{\infty}$ as $n \rightarrow \infty$. Therefore, if $\Xi$ is the limit of a subsequence of $\left(\Xi^{n}\right)_{n \geq 1}$, then for every $t \geq 0$

$$
\begin{equation*}
\mathbb{E}_{M^{0}}\left[\prod_{i=1}^{k}\left(\int_{\mathbb{R}^{d} \times\{0,1\}} \psi_{i}\left(x_{i}\right) \mathbb{1}_{\{0\}}\left(\kappa_{i}\right) M_{t}^{\infty}\left(\mathrm{d} x_{i}, \mathrm{~d} \kappa_{i}\right)\right)\right]=\mathbf{E}_{\Xi_{0}}\left[\prod_{j=1}^{N_{t}^{\infty}} w^{0}\left(\xi_{t}^{j}\right)\right] \tag{5.63}
\end{equation*}
$$

On the other hand, as explained in Point 3) of the proof of Theorem 1.11, the same equality (5.63) holds for any $w^{0}$ if we replace $\Xi_{t}$ in the r.h.s. by the empirical distribution at time $t, \Xi_{t}^{\infty}$, of the system of independent branching (and in dimension 1, coalescing) Brownian motions described in Theorem 1.13. As mentioned in the paragraph around (5.61), test functions of the form used in the r.h.s. of (5.63) are separating. We can therefore conclude that the one-dimensional distributions of $\left(\Xi_{t}^{n}\right)_{t \geq 0}$ converge to those
of $\left(\Xi_{t}^{\infty}\right)_{t \geq 0}$. The generalisation to the finite-dimensional distributions is straightforward since the duality formula (1.26) holds on any time interval $[s, t]$ (if we replace $w_{0}$ by $w_{s}$ and $\xi_{t}^{j}$ by $\xi_{t-s}^{j}$ ).

Finally, since linear combinations of functions of the product form

$$
\begin{equation*}
x \mapsto \psi_{1}\left(x_{1}\right) \cdots \psi_{k}\left(x_{k}\right), \tag{5.64}
\end{equation*}
$$

with $\psi_{i} \in C_{c}\left(\mathbb{R}^{d}\right)$ a probability density function for every $i$, are dense (for the $\mathbb{L}^{1}$ norm) in the set of probability densities $\psi$ on $\left(\mathbb{R}^{d}\right)^{k}$, an analogue of Relation (5.63) can be established for this more general class of initial densities $\psi$. The same chain of arguments is then sufficient to conclude the proof of Lemma 5.3.

## Tightness

We now show tightness of the sequence $\left(\Xi^{n}\right)_{n \geq 1}$. To ease the notation, we write $\mathbf{P}_{\psi}$ for the probability measure on $D_{\mathcal{M}_{p}\left(\mathbb{R}^{d}\right)}[0, \infty)$ under which the locations of the atoms of each $\Xi_{0}^{n}$ have density $\psi$. We first show that the compact containment condition holds if we see $\left(\Xi^{n}\right)_{n \geq 1}$ as a sequence of $\mathcal{M}_{p}\left(\widehat{\mathbb{R}^{d}}\right)$-valued Markov processes, where $\widehat{\mathbb{R}^{d}}$ is the one-point compactification of $\mathbb{R}^{d}$. We can then use Theorem 3.9.1 in [21], together with the fact that the linear span of functions of the form (5.61) is dense in $C_{b}\left(\mathcal{M}_{p}\left(\widehat{\mathbb{R}^{d}}\right)\right)$ for the topology of uniform convergence on compact sets to reduce the tightness of $\left(\Xi^{n}\right)_{n \geq 1}$ to that of $\left(\Phi_{\text {exp,ln } f}\left(\Xi^{n}\right)\right)_{n \geq 1}$ for every $f \in C^{\infty}\left(\widehat{\mathbb{R}^{d}}\right)$ with values in $[0,1]$. More precisely, we show that for every such $f$, every $T>0$, every sequence of stopping times $\left(\tau_{n}\right)_{n \geq 1}$ bounded by $T$ and every $\varepsilon>0$, there exists $\delta=\delta(f, T, \psi, \varepsilon)$ such that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \mathbf{P}_{\psi}\left[\sup _{0 \leq t \leq \delta}\left|\prod_{i=1}^{N_{\tau_{n}+t}^{n}} f\left(\xi_{\tau_{n}+t}^{n, i}\right)-\prod_{i=1}^{N_{\tau_{n}}^{n}} f\left(\xi_{\tau_{n}}^{n, i}\right)\right|>\varepsilon\right] \leq \varepsilon . \tag{5.65}
\end{equation*}
$$

(This is actually stronger than the classical Aldous criterion based on stopping times [2], which considers the supremum over $t \in[0, \delta]$ of the probability that the increment between times $\tau_{n}$ and $\tau_{n}+t$ is larger than $\varepsilon$.) Finally, using Lemma 5.3 and Corollary 3.9.3 in [21], we shall be able to conclude that $\left(\Xi^{n}\right)_{n \geq 1}$ is tight in $D_{\mathcal{M}_{p}\left(\mathbb{R}^{d}\right)}[0, \infty)$, as desired (and furthermore that $\Xi^{n}$ converges weakly to $\Xi^{\infty}$ in $D_{\mathcal{M}_{p}\left(\mathbb{R}^{d}\right)}[0, \infty)$ ).

We shall proceed in a number of steps. First we control the maximum number of particles in $\Xi_{t}^{n}$ up to time $T+1$. Not only does this give us the compact containment condition, but conditional on this result, it is then easy to control the probability that there is a branch in an interval of length $\delta$ (by branch, we mean that a particle is replaced by two "parental" particles during a selective event). If we can also show that with high probability there is no coalescence (i.e., no group of at least two particles is ever removed during the same event and replaced by one or two "parental" particles), so that the number of particles in the system does not change, then the problem is reduced to controlling the jumps in a random walk. The most involved step, which is the substance of Proposition 5.5, is showing that indeed there is no accumulation of coalescence events.

Let us replace $\mathbb{R}^{d}$ by its one-point compactification $\widehat{\mathbb{R}}^{d}$, so that the set of finite point measures with a total mass less than $K$ is compact for every $K>0$. Recall the notation $|\Xi|=\langle\Xi, 1\rangle$ for the total mass of the measure $\Xi$. The following lemma thus implies the compact containment condition.

Lemma 5.4. Let $T>0$. Given $\varepsilon>0$, there exists $K>0$ such that for every $n \geq 1$,

$$
\begin{equation*}
\mathbf{P}_{\psi}\left[\sup _{0 \leq t \leq T+1}\left|\Xi_{t}^{n}\right|>K\right] \leq \frac{\varepsilon}{4} \tag{5.66}
\end{equation*}
$$

Proof of Lemma 5.4. Recall that two particles are created when at least one of the extant particles is affected by a selective event. For a given particle of $\Xi^{n}$, this happens at
rate $n s_{n} V_{R} u_{n}=u \sigma V_{R}$. Furthermore, the presence of more than one particle in the area affected by the event does not speed up the branching. Consequently, the number of particles in $\left(\Xi_{t}^{n}\right)_{t \geq 0}$ is stochastically bounded by the number of particles in a Yule process in which particles split (independently of one another) into two offspring at rate $u \sigma V_{R}$. Let $T>0$. Since the initial value, $\Xi_{0}^{n}$, has $k<\infty$ particles, we conclude that there exists $K \in \mathbb{N}$ such that for every $n \geq 1$,

$$
\begin{equation*}
\mathbf{P}_{\psi}\left[\sup _{0 \leq t \leq T+1}\left|\Xi_{t}^{n}\right|>K\right] \leq \frac{\varepsilon}{4}, \tag{5.67}
\end{equation*}
$$

as required.
From now on, all our calculations proceed conditional on the event

$$
\begin{equation*}
A_{n}=\left\{\sup _{t \in[0, T+1]}\left|\Xi_{t}^{n}\right| \leq K\right\} \tag{5.68}
\end{equation*}
$$

From our reasoning above, we already see that for any $t \in[0, T]$, conditional on $A_{n}$, the probability that at least one particle is created during the time interval $(t, t+\delta]$ is bounded by

$$
\begin{equation*}
K \mathbf{P}_{\psi}[\text { a given particle branches in }(t, t+\delta]] \leq K\left(1-e^{-u \sigma V_{R} \delta}\right) \leq u \sigma K V_{R} \delta \tag{5.69}
\end{equation*}
$$

This bound is uniform in $n$ and so we see that there exists $\delta_{1} \in(0,1)$ such that for every $n \geq 1$,

$$
\begin{equation*}
\mathbf{P}_{\psi}\left[\text { at least } 1 \text { particle created in }\left(\tau_{n}, \tau_{n}+\delta_{1}\right] ; A_{n}\right] \leq \frac{\varepsilon}{4} \tag{5.70}
\end{equation*}
$$

We also want to control the probability of coalescence events. Because of the calculation above, it is enough to do so in the absence of branching.
Proposition 5.5. Let $B_{\delta}^{c}$ denote the event that there is no branching event in $\left(\tau_{n}, \tau_{n}+\delta\right]$. There exists $\delta_{2} \in\left(0, \delta_{1}\right]$ such that

$$
\begin{equation*}
\mathbf{P}_{\psi}\left[\text { at least } 1 \text { coalescence in }\left(\tau_{n}, \tau_{n}+\delta_{2}\right] ; A_{n}, B_{\delta_{2}}^{c}\right] \leq \frac{\varepsilon}{4} \text {. } \tag{5.71}
\end{equation*}
$$

Before proving Proposition 5.5, let us turn to the final ingredient in the proof and control the "jumps" of a single particle.

From the description in Section 1.2, after rescaling of time and space, $\xi^{n, 1}$ "jumps" (i.e., is removed and replaced by another particle seen as its parent) at rate $n u_{n} V_{R}(1+$ $\left.s_{n}\right)=n^{2 / 3} u V_{R}(1+o(1))$, to a new location whose distribution is symmetric about its current location. Furthermore, the locations of the particle both before and after the jump belong to the same ball of radius $R n^{-1 / 3}$, and so the length of the jump is bounded by $2 R n^{-1 / 3}$. Doob's Maximal Inequality and standard estimates for the variance of a compound Poisson process then imply that there exists $C_{1}>0$ such that for every $n$, any $s, \eta>0$, and every stopping time $T_{n}$,

$$
\begin{equation*}
\mathbf{P}_{\psi}\left[\sup _{t \in[0, s]}\left|\xi_{T_{n}+t}^{n, 1}-\xi_{T_{n}}^{n, 1}\right|>\eta\right] \leq \frac{C_{1}}{\eta^{2}} s, \tag{5.72}
\end{equation*}
$$

where we have used the strong Markov property of $\xi^{n, 1}$ at time $T_{n}$. From this, we can draw two conclusions. The first one, which is not necessary for the rest of the proof but gives some nice insight on our sequence of processes, is that taking $s=T$ and $T_{n}=0$, we can find a compact set $E \subset \mathbb{R}^{d}$ such that for every $n \geq 1$,

$$
\begin{equation*}
\mathbf{P}_{\psi}\left[\sup _{t \in[0, T]} \Xi_{t}^{n}\left(E^{c}\right)>0 ; A_{n}\right] \leq \varepsilon \tag{5.73}
\end{equation*}
$$

Indeed, since $\psi$ is integrable, there exists a compact set $\tilde{E}$ such that $\mathbf{P}_{\psi}\left[\Xi_{0}^{n}\left(\tilde{E}^{c}\right)>0\right]<$ $\varepsilon / 2$. Conditionally on all the initial particles belonging to $\tilde{E}$, by (5.72) we can then find a radius $\eta>0$ such that the probability that any of the (at most) $K$ particles leaves $E=\tilde{E}+B(0, \eta)$ is less than $\varepsilon / 2$.

Second, conditional on the number of individuals not changing during a time interval of length $\delta$, we can index the particles of $\Xi_{\tau_{n}}^{n}$ and $\Xi_{\tau_{n}+\delta}^{n}$ by a common indexing set which we denote $I_{n}$, in such a way that a particle in $\Xi_{\tau_{n}+\delta}^{n}$ has the same label as a particle in $\Xi_{\tau_{n}}^{n}$ if and only if the position of the former can be seen as the result of a (potentially empty) series of jumps carried out by the latter during $\left(\tau_{n}, \tau_{n}+\delta\right]$. Under this assumption, for any $f \in C^{\infty}\left(\widehat{\mathbb{R}^{d}}\right)$ with values in $[0,1]$, a Taylor expansion yields

$$
\begin{equation*}
\left|\prod_{i \in I_{n}} f\left(\xi_{\tau_{n}+t}^{n, i}\right)-\prod_{i \in I_{n}} f\left(\xi_{\tau_{n}}^{n, i}\right)\right| \leq C\|\nabla f\| \sum_{i \in I_{n}}\left|\xi_{\tau_{n}+t}^{n, i}-\xi_{\tau_{n}}^{n, i}\right| \tag{5.74}
\end{equation*}
$$

for some $C>1$, where the sup norm of $\nabla f$ is finite since $\widehat{\mathbb{R}^{d}}$ is compact. Together with (5.72) and the choice $s=\delta, T_{n}=\tau_{n}$ and $\eta=\varepsilon /(K C\|\nabla f\|)$, this shows that there exists $\delta_{3} \in\left(0, \delta_{2}\right]$ such that for $n$ large enough, writing $C_{\delta}^{c}$ for the event that there is no coalescence in ( $\left.\tau_{n}, \tau_{n}+\delta\right]$,

$$
\begin{equation*}
\mathbf{P}_{\psi}\left[\sup _{t \in\left[0, \delta_{3}\right]}\left|\prod_{i \in I_{n}} f\left(\xi_{\tau_{n}+t}^{n, i}\right)-\prod_{i \in I_{n}} f\left(\xi_{\tau_{n}}^{n, i}\right)\right|>\varepsilon ; A_{n}, B_{\delta_{3}}^{c}, C_{\delta_{3}}^{c}\right] \leq \frac{K C_{1}}{\eta^{2}} \delta_{3} \leq \frac{\varepsilon}{4} \tag{5.75}
\end{equation*}
$$

Combining Lemma 5.4, (5.70), Proposition 5.5 and (5.75), we obtain (5.65) with $\delta=\delta_{3}$.
It remains to prove Proposition 5.5. Let us remark that it is not enough to consider particles at an initial separation of order $\mathcal{O}(1)$ ( or $\mathcal{O}\left(n^{1 / 3}\right)$ before rescaling). In particular, when two particles are created through a selective event, their (rescaled) initial distance is of order $\mathcal{O}\left(n^{-1 / 3}\right)$ and so we also need to control the coalescence of particles starting from very small initial separations.

Proof of Proposition 5.5. It suffices to consider just two particles and find $\delta_{2}>0$ such that the probability that they coalesce in a time interval of length $\delta_{2}$ is bounded by $\varepsilon /(2 K(K-1))$, irrespective of their initial separation. Once this bound has been established, we can write

$$
\begin{equation*}
\mathbf{P}_{\psi}\left[\text { at least } 1 \text { coalescence in }\left(\tau_{n}, \tau_{n}+\delta_{2}\right] ; A_{n}, B_{\delta_{2}}^{c}\right] \leq \frac{K(K-1)}{2} \frac{\varepsilon}{2 K(K-1)}=\frac{\varepsilon}{4} \tag{5.76}
\end{equation*}
$$

since, on the event $A_{n}$, there are at most $K(K-1) / 2$ pairs of particles at any time.
Recall that before scaling, each particle jumps at rate proportional to $u_{n}=u n^{-1 / 3}$. This makes it convenient to work in the timescale ( $n^{1 / 3} t, t \geq 0$ ) and without rescaling space. We shall write $\tilde{\xi}_{t}^{n, i}=\xi_{n^{1 / 3}}^{i}, i \in\{1,2\}$.

When $\tilde{\xi}^{n, 1}$ and $\tilde{\xi}^{n, 2}$ are separated by more than $2 R$, they cannot be contained in the same reproduction event, and so they evolve independently of one another. The $i$ th particle jumps at rate $n^{1 / 3} u_{n} V_{R}\left(1+s_{n}\right)=u V_{R}(1+o(1))$ to a new location, which is uniformly distributed over the ball $B(Z, R)$, where $Z$ itself is chosen uniformly at random from $B\left(\tilde{\xi}^{n, i}, R\right)$. In what follows, we only need that the jump made by each particle is an independent realisation of a random variable $X$ taking values in $B(0,2 R)$, whose distribution is symmetric about the origin.

On the other hand, when $\left|\tilde{\xi}^{n, 1}-\tilde{\xi}^{n, 2}\right|<2 R$, the two particles can both lie in a region affected by a given reproduction event and their jumps become correlated. In particular, if they are both affected by this event, they merge together. The infinitesimal generator of
$\left(\left(\tilde{\xi}_{t}^{n, 1}, \tilde{\xi}_{t}^{n, 2}\right)\right)_{t \geq 0}$, applied to any function $\phi \in C_{0}\left(\left(\widehat{\mathbb{R}^{d}}\right)^{2}\right)$ (the space of continuous functions on $\left(\widehat{\mathbb{R}^{d}}\right)^{2}$ vanishing at infinity) takes the form

$$
\begin{align*}
& u\left(1+s_{n}\right) \int_{B\left(\tilde{\xi}^{1}, R\right) \backslash B\left(\tilde{\xi}^{2}, R\right)} \int_{B(x, R)} \frac{1}{V_{R}}\left(\phi\left(z, \tilde{\xi}^{2}\right)-\phi\left(\tilde{\xi}^{1}, \tilde{\xi}^{2}\right)\right) \mathrm{d} z \mathrm{~d} x \\
& +u\left(1+s_{n}\right) \int_{B\left(\tilde{\xi}^{2}, R\right) \backslash B\left(\tilde{\xi}^{1}, R\right)} \int_{B(x, R)} \frac{1}{V_{R}}\left(\phi\left(\tilde{\xi}^{1}, z\right)-\phi\left(\tilde{\xi}^{1}, \tilde{\xi}^{2}\right)\right) \mathrm{d} z \mathrm{~d} x \\
& +u\left(1-u n^{-1 / 3}\right)\left(1+s_{n}\right) \int_{B\left(\tilde{\xi}^{1}, R\right) \cap B\left(\tilde{\xi}^{2}, R\right)} \int_{B(x, R)} \frac{1}{V_{R}}\left(\phi\left(z, \tilde{\xi}^{2}\right)+\phi\left(\tilde{\xi}^{1}, z\right)-2 \phi\left(\tilde{\xi}^{1}, \tilde{\xi}^{2}\right)\right) \mathrm{d} z \mathrm{~d} x \\
& +u^{2} n^{-1 / 3}\left(1+s_{n}\right) \int_{B\left(\tilde{\xi}^{1}, R\right) \cap B\left(\tilde{\xi}^{2}, R\right)} \int_{B(x, R)} \frac{1}{V_{R}}\left(\phi(z, z)-\phi\left(\tilde{\xi}^{1}, \tilde{\xi}^{2}\right)\right) \mathrm{d} z \mathrm{~d} x \tag{5.77}
\end{align*}
$$

We can think of this as composed of two parts: the process $\left(\left(\hat{\xi}_{t}^{n, 1}, \hat{\xi}_{t}^{n, 2}\right)\right)_{t \geq 0}$ whose generator is determined by the first three lines above, on top of which a coalescence event occurs at instantaneous rate $u^{2} n^{-1 / 3}\left(1+s_{n}\right) V_{R}\left(0, \hat{\xi}_{t}^{n, 1}-\hat{\xi}_{t}^{n, 2}\right.$ ) (recall that $V_{R}(0, a)$ is the volume of the intersection $B(0, R) \cap B(a, R))$.

With this description, the probability that the two particles have not coalesced by time $\delta n^{2 / 3}$ (which corresponds to a time span of $\delta$ on the timescale of $\xi^{n, i}$ ) is given by

$$
\begin{equation*}
\mathbf{P}_{\psi}\left[\tilde{T}>\delta n^{2 / 3}\right]=\mathbf{E}_{\psi}\left[\exp \left\{-\frac{u^{2}\left(1+s_{n}\right)}{n^{1 / 3}} \int_{0}^{\delta n^{2 / 3}} V_{R}\left(0, \hat{\xi}_{s}^{n, 1}-\hat{\xi}_{s}^{n, 2}\right) \mathrm{d} s\right\}\right] \tag{5.78}
\end{equation*}
$$

where we have written $\tilde{T}$ for the coalescence time of the two particles.
Since $V_{R}(0, x)=0$ when $x \geq 2 R$, it just remains to establish how much time $\hat{\xi}^{n, 1}-\hat{\xi}^{n, 2}$ spends in the ball $B(0,2 R)$ by time $\delta n^{2 / 3}$. To do this, we define two sequences of stopping times, $\left(\sigma_{k}^{n}\right)_{k \geq 1}$ and $\left(\tau_{k}^{n}\right)_{k \geq 1}$ by

$$
\begin{equation*}
\sigma_{1}^{n}=\inf \left\{t \geq 0:\left|\hat{\xi}_{t}^{n, 1}-\hat{\xi}_{t}^{n, 2}\right| \leq 2 R\right\}, \quad \tau_{1}^{n}=\inf \left\{t \geq \sigma_{1}^{n}:\left|\hat{\xi}_{t}^{n, 1}-\hat{\xi}_{t}^{n, 2}\right|>2 R\right\} \tag{5.79}
\end{equation*}
$$

and for every $k \geq 1$,

$$
\begin{equation*}
\sigma_{k}^{n}=\inf \left\{t \geq \tau_{k-1}^{n}:\left|\hat{\xi}_{t}^{n, 1}-\hat{\xi}_{t}^{n, 2}\right| \leq 2 R\right\}, \quad \tau_{k}^{n}=\inf \left\{t \geq \sigma_{k}^{n}:\left|\hat{\xi}_{t}^{n, 1}-\hat{\xi}_{t}^{n, 2}\right|>2 R\right\} \tag{5.80}
\end{equation*}
$$

Now, we have the following result.
Lemma 5.6. There exists $\mathcal{C}>0$ such that for every $n, k \geq 1$,

$$
\begin{equation*}
\mathbf{E}_{\psi}\left[\tau_{k}^{n}-\sigma_{k}^{n}\right] \leq \mathcal{C} \tag{5.81}
\end{equation*}
$$

In words, although the two particles are correlated when they are close together, each "incursion" of $\hat{\xi}^{n, 1}-\hat{\xi}^{n, 2}$ inside $B(0,2 R)$ lasts only $\mathcal{O}(1)$ units of time, uniformly in $n$. The proof of Lemma 5.6 is similar to that of Lemma 6.6 in [7] (based on the facts that the difference walk jumps at a rate bounded from below by a positive constant, independent of its current value, and that the probability that this jump leads to a sufficient increase of their separation for $\hat{\xi}_{t}^{n, 1}-\hat{\xi}_{t}^{n, 2}$ to leave $B(0,2 R)$ is also bounded from below by a positive constant). Therefore, we omit it here.

Outside $B(0,2 R)$, the difference $\hat{\xi}_{t}^{n, 1}-\hat{\xi}_{t}^{n, 2}$ has the same law as a symmetric random walk, with jumps of size at most $2 R$, jumping at rate $2 u V_{R}\left(1+s_{n}\right)$. Its behaviour will be determined by the spatial dimension.
$\mathrm{d} \geq 3$ : When $d \geq 3$, transience of the random walk guarantees that the number of times $\hat{\xi}^{n, 1}-\hat{\xi}^{n, 2}$ returns to $B(0,2 R)$ is a.s. finite. Since the parameter $n$ appears only in the jump rates and not in the embedded chain of locations (during an excursion outside $B(0,2 R)$ ), the probability that the difference walk enters $B(0,2 R)$ at least $k$ times decays
to 0 , uniformly in $n$, as $k \rightarrow \infty$. Together with Lemma 5.6 and the fact that $V_{R}(0, \cdot)$ is bounded, this shows that for every $\eta>0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbf{P}_{\psi}\left[\int_{0}^{\delta n^{2 / 3}} V_{R}\left(0, \hat{\xi}_{s}^{n, 1}-\hat{\xi}_{s}^{n, 2}\right) \mathrm{d} s>\eta \frac{n^{1 / 3}}{u^{2}\left(1+s_{n}\right)}\right]=0 \tag{5.82}
\end{equation*}
$$

As a consequence, coming back to (5.78), observing that

$$
\begin{equation*}
\mathbf{P}_{\psi}\left[\tilde{T} \leq \delta n^{2 / 3}\right]=\mathbf{P}_{\psi}\left[\operatorname{Exp}(1) \leq \frac{u^{2}\left(1+s_{n}\right)}{n^{1 / 3}} \int_{0}^{\delta n^{2 / 3}} V_{R}\left(0, \hat{\xi}_{s}^{n, 1}-\hat{\xi}_{s}^{n, 2}\right) \mathrm{d} s\right] \tag{5.83}
\end{equation*}
$$

(where $\operatorname{Exp}(1)$ denotes an exponential random variable with parameter 1) and choosing $\eta$ small enough that $\mathbf{P}[\operatorname{Exp}(1) \leq \eta] \leq \varepsilon /(2 K(K-1))$, we can conclude that for any $\delta>0$,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \mathbf{P}_{\psi}\left[\tilde{T} \leq \delta n^{2 / 3}\right] \leq \frac{\varepsilon}{2 K(K-1)} \tag{5.84}
\end{equation*}
$$

$\mathbf{d}=2$ : When $d=2$, we claim that there exists $\mathcal{C}^{\prime}>0$, independent of $n$, such that for every $x_{1}, x_{2}$ with $\left|x_{1}-x_{2}\right|>2 R$,

$$
\begin{equation*}
\mathbf{P}_{\left\{x_{1}, x_{2}\right\}}\left[\sigma_{1}^{n}>\delta n^{2 / 3}\right] \geq \frac{\mathcal{C}^{\prime}}{\log \left(\delta n^{2 / 3}\right)} \tag{5.85}
\end{equation*}
$$

where we have written $\mathbf{P}_{\left\{x_{1}, x_{2}\right\}}$ for the probability measure under which the two particles start at locations $x_{1}, x_{2}$. The proof of this claim is very similar to the beginning of the proof of Lemma 4.2 in [9], and so we only sketch the main ideas. We can a.s. embed the trajectories of the difference process $\hat{\xi}_{t}^{n, 1}-\hat{\xi}_{t}^{n, 2}$ into the trajectories of a two-dimensional Brownian motion, in the same spirit as Skorokhod's embedding in one dimension (see e.g. [11]). Now, since the jumps of the difference process (when outside $B(0,2 R)$ ) are rotationally invariant, we have

$$
\begin{equation*}
\inf _{\left|x_{1}-x_{2}\right|>2 R} \mathbf{P}_{\left\{x_{1}, x_{2}\right\}}\left[\hat{\xi}^{n, 1}-\hat{\xi}^{n, 2} \text { leaves } B(0,4 R) \text { before entering } B(0,2 R)\right]>0 \tag{5.86}
\end{equation*}
$$

and the result then follows from that for Brownian motion, namely Theorem 2 in [45] applied with $a=2 R$ and $r \geq 4 R$. As a consequence, the number $N_{E}^{n}$ of excursions outside $B(0,2 R)$ that the difference walk makes before starting an excursion of (time) length at least $\delta n^{2 / 3}$ is stochastically bounded by a geometric random variable with success probability $C / \log \left(\delta n^{2 / 3}\right)$. Now, once the difference walk has started such a long excursion (say, the $k$ th one), it is sure not to come back within $B(0,2 R)$ before time $\delta n^{2 / 3}$ and the number of incursions in $B(0,2 R)$ in the time interval $\left[0, \delta n^{2 / 3}\right]$ is bounded by $k$. Thus, fixing $\eta>0$ as before and observing that $V_{R}(x, y)$ is bounded by the volume $V_{R}$ of a ball of radius $R$, we obtain that

$$
\begin{align*}
& \mathbf{P}_{\psi}\left[\int_{0}^{\delta n^{2 / 3}} \quad V_{R}\left(0, \hat{\xi}_{s}^{n, 1}-\hat{\xi}_{s}^{n, 2}\right) \mathrm{d} s>\eta \frac{n^{1 / 3}}{u^{2}\left(1+s_{n}\right)}\right] \\
& \quad \leq \mathbf{P}_{\psi}\left[N_{E}^{n}>C_{E}^{n} \log \left(\delta n^{2 / 3}\right)\right]+\mathbf{P}_{\psi}\left[\sum_{k=1}^{\left\lceil C_{E}^{n} \log \left(\delta n^{2 / 3}\right)\right\rceil}\left(\tau_{k}^{n}-\sigma_{k}^{n}\right)>\eta \frac{n^{1 / 3}}{u^{2}\left(1+s_{n}\right) V_{R}}\right] \\
& \quad \leq e^{-C_{E}^{n} \mathcal{C}^{\prime}}+\frac{u^{2}\left(1+s_{n}\right) V_{R}}{\eta n^{1 / 3}} C_{E}^{n} \log \left(\delta n^{2 / 3}\right) \mathcal{C} \tag{5.87}
\end{align*}
$$

where the last inequality uses the stochastic bound of $N_{E}^{n}$ first, and then Markov's inequality. Choosing $C_{E}^{n}=\log n$, for instance, we deduce that for any $\delta>0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbf{P}_{\psi}\left[\int_{0}^{\delta n^{2 / 3}} V_{R}\left(0, \hat{\xi}_{s}^{n, 1}-\hat{\xi}_{s}^{n, 2}\right) \mathrm{d} s>\eta \frac{n^{1 / 3}}{u^{2}\left(1+s_{n}\right)}\right]=0 \tag{5.88}
\end{equation*}
$$

and we conclude as in (5.84).
$\mathbf{d}=1$ : Finally, when $d=1$ it is shown in [41] that there exists $\mathcal{C}^{\prime}>0$ such that for every $x_{1}, x_{2}$ such that $\left|x_{1}-x_{2}\right|>2 R$,

$$
\begin{equation*}
\mathbf{P}_{\left\{x_{1}, x_{2}\right\}}\left[\sigma_{1}^{n}>\delta n^{2 / 3}\right] \geq \frac{\mathcal{C}^{\prime}}{\sqrt{\delta} n^{1 / 3}} \tag{5.89}
\end{equation*}
$$

Proceeding as before, and with the same notation, we therefore have

$$
\begin{align*}
& \mathbf{P}_{\psi}\left[\int_{0}^{\delta n^{2 / 3}} \quad V_{R}\left(0, \hat{\xi}_{s}^{n, 1}-\hat{\xi}_{s}^{n, 2}\right) \mathrm{d} s>\eta \frac{n^{1 / 3}}{u^{2}\left(1+s_{n}\right)}\right] \\
& \left.\quad \leq \mathbf{P}_{\psi}\left[N_{E}^{n}>C_{E}^{n} \sqrt{\delta} n^{1 / 3}\right]+\mathbf{P}_{\psi}\left[\sum_{k=1}^{\left\lceil C_{E}^{n} \sqrt{\delta} n^{1 / 3}\right.}\right\urcorner\left(\tau_{k}^{n}-\sigma_{k}^{n}\right)>\eta \frac{n^{1 / 3}}{u^{2}\left(1+s_{n}\right)\left\|V_{R}\right\|}\right] \\
& \quad \leq e^{-C_{E}^{n} \mathcal{C}^{\prime}}+\frac{u^{2}\left(1+s_{n}\right)\left\|V_{R}\right\|}{\eta n^{1 / 3}} C_{E}^{n} \sqrt{\delta} n^{1 / 3} \mathcal{C} \tag{5.90}
\end{align*}
$$

Choosing $C_{E}^{n}$ to be a constant large enough for the first term to be less than $\varepsilon /(6 K(K-1))$, and then $\delta_{3}>0$ small enough for the second term to be less than $\varepsilon /(6(K(K-1))$, and finally taking $\eta$ small enough, we obtain that for any $\delta \leq \delta_{3}$,

$$
\begin{align*}
\mathbf{P}_{\psi}\left[\tilde{T} \leq \delta n^{2 / 3}\right] & \leq \mathbf{P}_{\psi}\left[\int_{0}^{\delta n^{2 / 3}} V_{R}\left(0, \hat{\xi}_{s}^{n, 1}-\hat{\xi}_{s}^{n, 2}\right) \mathrm{d} s>\eta \frac{n^{1 / 3}}{u^{2}\left(1+s_{n}\right)}\right]+\mathbf{P}[\operatorname{Exp}(1) \leq \eta] \\
& \leq \frac{\varepsilon}{6 K(K-1)}+\frac{\varepsilon}{6 K(K-1)}+\frac{\varepsilon}{6 K(K-1)}=\frac{\varepsilon}{2 K(K-1)} \tag{5.91}
\end{align*}
$$

We have now proved the desired bound for the probability of a coalescence in any dimension and the proof of Proposition 5.5 is complete.

## 6 Convergence of the rescaled SLFVS and its dual - the stable radius case

We proceed exactly as for the case of fixed radius.

### 6.1 Proof of Theorem 1.14

As in the proof of Theorem 1.11, we first show that the sequence $\left(\bar{M}^{n}\right)_{n \geq 1}$ is tight in $D_{\mathcal{M}_{\lambda}}[0, \infty)$, then we show that any limit point of a subsequence satisfies the martingale problem stated in Theorem 1.14, and finally we prove that there exists at most one solution in $D_{\mathcal{M}_{\lambda}}[0, \infty)$ to this martingale problem to conclude that $\left(\bar{M}^{n}\right)_{n \geq 1}$ indeed converges to it.

## 1) Tightness.

We use the same method as in the proof of Theorem 1.11, but the computations required are different. Note that for every $n \geq 1$ the process $\bar{M}^{n}$ has sample paths in $D_{\mathcal{M}_{\lambda}}[0, \infty)$, since the unscaled process from which it is constructed has a.s. càdlàg paths by Theorem 1.2. Using again Theorem 3.9.1 in [21] and the compactness of $\mathcal{M}_{\lambda}$, we reduce the proof of tightness of $\left(\bar{M}^{n}\right)_{n \geq 1}$ to the proof of tightness of $\left(\Psi_{F, f}\left(\bar{M}^{n}\right)\right)_{n \geq 1}$ for every $F \in C^{3}(\mathbb{R})$ and $f \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$.

Hence, let us now fix $F$ and $f$ as above. Since $\Psi_{F, f}$ is a bounded function on $\mathcal{M}_{\lambda}$ and consequently $\left(\Psi_{F, f}\left(\bar{M}_{t}^{n}\right)\right)_{n \geq 1}$ is a tight sequence for every $t \geq 0$, by the AldousRebolledo criterion we only have to prove the equivalent of (5.1) and (5.2) after finding an expression for the predictable finite variation $\mathcal{A}^{n}$ of $\left(\Psi_{F, f}\left(\bar{M}_{t}^{n}\right)\right)_{t \geq 0}$ and for its predictable quadratic variation $\mathcal{Q}^{n}$. As earlier, we first replace $f$ by any function $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ and then specialise the formulae we derive to a suitably chosen function $\varphi_{f}$ to conclude.

For any given $n \geq 1$, the extended generator of the unscaled process with parameters satisfying (1.27), (1.28), (1.29) and (1.31), acting on functions of the form $\Psi_{F, \varphi}$, is given by

$$
\begin{align*}
& \mathcal{L} \Psi_{F, \varphi}(M)=\int_{\mathbb{R}^{d}} \int_{1}^{\infty} \int_{B(x, r)^{2}} \frac{1}{V_{r}^{2}}\left\{w(y)\left(1+s_{n} w(z)\right)\left[F\left(\left\langle\Theta_{x, r, u_{n}}^{+}(w), \varphi\right\rangle\right)-F(\langle w, \varphi\rangle)\right]\right.  \tag{6.1}\\
& \left.\quad+\left(1-w(y)+s_{n}(1-w(y) w(z))\right)\left[F\left(\left\langle\Theta_{x, r, u_{n}}^{-}(w), \varphi\right\rangle\right)-F(\langle w, \varphi\rangle)\right]\right\} \mathrm{d} y \mathrm{~d} z \mu(\mathrm{~d} r) \mathrm{d} x
\end{align*}
$$

where, as usual now, $w$ is a representative of the density of $M$. Arguing as in the part on tightness of the proof of Theorem 1.11 and using (6.1) with $F$ and $F^{2}$, we obtain that the predictable finite variation part of $\left(\Psi_{F, \varphi}\left(M_{t}\right)\right)_{t \geq 0}$ is given at any time $t \geq 0$ by

$$
\begin{equation*}
\mathcal{A}_{t}=\int_{0}^{t} \mathcal{L} \Psi_{F, \varphi}\left(M_{s}\right) \mathrm{d} s \tag{6.2}
\end{equation*}
$$

and its predictable quadratic variation by

$$
\begin{align*}
\mathcal{Q}_{t}= & \int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{1}^{\infty} \int_{B(x, r)^{2}} \frac{1}{V_{r}^{2}}\left\{w_{s}(y)\left(1+s_{n} w_{s}(z)\right)\left[F\left(\left\langle\Theta_{x, r, u_{n}}^{+}\left(w_{s}\right), \varphi\right\rangle\right)-F\left(\left\langle w_{s}, \varphi\right\rangle\right)\right]^{2}\right. \\
& +\left(1-w_{s}(y)+s_{n}\left(1-w_{s}(y) w_{s}(z)\right)\right)\left[F\left(\left\langle\Theta_{x, r, u_{n}}^{-}\left(w_{s}\right), \varphi\right\rangle\right)\right. \\
& \left.\left.\quad-F\left(\left\langle w_{s}, \varphi\right\rangle\right)\right]^{2}\right\} \mathrm{d} y \mathrm{~d} z \mu(\mathrm{~d} r) \mathrm{d} x \mathrm{~d} s \tag{6.3}
\end{align*}
$$

To make the expressions easier to read, below we retain the notation $\beta, \gamma$ and $\delta$ from (1.33). Let us now consider the process $\left(M_{t}^{n}\right)_{t \geq 0}$ whose density at time $t$ is $w_{t}^{n}(\cdot):=$ $w_{n t}\left(n^{\beta} \cdot\right)$. Writing explicitly the martingale problem satisfied by $M^{n}$ and performing a change in the time and space variables, we obtain that the extended generator of this Markov process is given by

$$
\begin{align*}
& \mathcal{L}^{n} \Psi_{F, \varphi}(M)  \tag{6.4}\\
& =n \int_{\mathbb{R}^{d}} \int_{1}^{\infty} \int_{B(x, r)^{2}} \frac{1}{V_{r}^{2}}\left\{w\left(n^{-\beta} y\right)\left(1+s_{n} w\left(n^{-\beta} z\right)\right)\right. \\
& \left.\quad \times\left[F\left(\left\langle\Theta_{n^{-\beta} x, n^{-\beta} r, u_{n}}^{+}(w), \varphi\right\rangle\right)-F(\langle w, \varphi\rangle)\right]\right) \\
& \left.\quad+\left(1-w\left(n^{-\beta} y\right)+s_{n}\left(1-w\left(n^{-\beta} y\right) w\left(n^{-\beta} z\right)\right)\right)\left[F\left(\left\langle\Theta_{n^{-\beta} x, n^{-\beta} r, u_{n}}^{-}(w), \varphi\right\rangle\right)-F(\langle w, \varphi\rangle)\right]\right\} \\
& =n^{1-\beta \alpha} \int_{\mathbb{R}^{d}} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}} \int_{B(x, r)^{2}} \frac{1}{V_{r}^{2}}\left\{w(y)\left(1+s_{n} w(z)\right)\left[F\left(\left\langle\Theta_{x, r, u_{n}}^{+}(w), \varphi\right\rangle\right)-F(\langle w, \varphi\rangle)\right]\right. \\
& \left.\quad+\left(1-w(y)+s_{n}(1-w(y) w(z))\right)\left[F\left(\left\langle\Theta_{x, r, u_{n}}^{-}(w), \varphi\right\rangle\right)-F(\langle w, \varphi\rangle)\right]\right\} \mathrm{d} y \mathrm{~d} z \mathrm{~d} r \mathrm{~d} x
\end{align*}
$$

which allows us to write as in the fixed radius case that the predictable finite variation part of $\Psi_{F, \varphi}\left(M^{n}\right)$ is equal to $\left(\int_{0}^{t} \mathcal{L}^{n} \Psi_{F, \varphi}\left(M_{s}^{n}\right) \mathrm{d} s\right)_{t \geq 0}$, while its predictable quadratic variation is given by the integral with respect to time of the function in (6.4) (applied to $\left.M_{s}^{n}\right)$ in which the increments $\left[F\left(\left\langle\Theta_{x, r, u_{n}}^{ \pm}\left(w_{s}^{n}\right), \varphi\right\rangle\right)-F\left(\left\langle w_{s}^{n}, \varphi\right\rangle\right)\right]$ are squared. It remains to apply these results to $\varphi_{f}$ defined by

$$
\begin{equation*}
\varphi_{f}(x)=\frac{n^{d \beta}}{V_{1}} \int_{B\left(x, n^{-\beta}\right)} f(y) \mathrm{d} y \tag{6.5}
\end{equation*}
$$

and to use the fact that for every $t \geq 0$,

$$
\begin{equation*}
\Psi_{F, \varphi_{f}}\left(M_{t}^{n}\right)=F\left(\left\langle w_{t}^{n}, \varphi_{f}\right\rangle\right)=F\left(\left\langle\bar{w}_{t}^{n}, f\right\rangle\right)=\Psi_{F, f}\left(\bar{M}_{t}^{n}\right) \tag{6.6}
\end{equation*}
$$

(where $\bar{w}_{t}^{n}$ is the density of $\bar{M}_{t}^{n}$ defined in (1.32)), to identify $\mathcal{A}^{n}$ as

$$
\begin{equation*}
\mathcal{A}_{t}^{n}=\int_{0}^{t} \mathcal{L}^{n} \Psi_{F, \varphi_{f}}\left(M_{s}^{n}\right) \mathrm{d} s \tag{6.7}
\end{equation*}
$$

and $\mathcal{Q}^{n}$ as

$$
\begin{gather*}
\mathcal{Q}_{t}^{n}=n^{1-\beta \alpha} \int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}} \int_{B(x, r)^{2}} \frac{1}{V_{r}^{2}}\left\{w _ { s } ^ { n } ( y ) ( 1 + s _ { n } w _ { s } ^ { n } ( z ) ) \left[F\left(\left\langle\Theta_{x, r, u_{n}}^{+}\left(w_{s}^{n}\right), \varphi_{f}\right\rangle\right)\right.\right. \\
+\left(1-w_{s}^{n}(y)+s_{n}\left(1-w_{s}^{n}(y) w_{s}^{n}(z)\right)\right)\left[F\left(\left\langle\Theta_{x, r, u_{n}}^{-}\left(w_{s}^{n}\right), \varphi_{f}\right\rangle\right)\right. \\
\left.\left.\quad-F\left(\left\langle\bar{w}_{s}^{n}, f\right\rangle\right)\right]^{2}\right\} \mathrm{d} y \mathrm{~d} z \mathrm{~d} r \mathrm{~d} x \mathrm{~d} s
\end{gather*}
$$

Now that we have an expression for $\mathcal{A}^{n}$ and $\mathcal{Q}^{n}$, let us bound their increments to complete the proof of tightness of $\left(\Psi_{F, f}\left(\bar{M}^{n}\right)\right)_{n \geq 1}$. We start with $\mathcal{A}^{n}$. As before, it is convenient to split $\mathcal{L}^{n} \Psi_{F, \varphi_{f}}\left(M_{s}^{n}\right)$ into its neutral and selective components. Using a Taylor expansion of the function $F$, we obtain that the neutral part is equal to

$$
\begin{align*}
& n^{1-\beta \alpha} F^{\prime}\left(\left\langle\bar{w}_{s}^{n}, f\right\rangle\right) \int_{\mathbb{R}^{d}} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}} \int_{B(x, r)} \frac{1}{V_{r}}\left[w_{s}^{n}(y)\left\langle\Theta_{x, r, u_{n}}^{+}\left(w_{s}^{n}\right)-w_{s}^{n}, \varphi_{f}\right\rangle\right. \\
&\left.+\left(1-w_{s}^{n}(y)\right)\left\langle\Theta_{x, r, u_{n}}^{-}\left(w_{s}^{n}\right)-w_{s}^{n}, \varphi_{f}\right\rangle\right] \mathrm{d} y \mathrm{~d} r \mathrm{~d} x \\
&+n^{1-\beta \alpha} \frac{F^{\prime \prime}\left(\left\langle\bar{w}_{s}^{n}, f\right\rangle\right)}{2} \int_{\mathbb{R}^{d}} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}} \int_{B(x, r)} \frac{1}{V_{r}}\left[w_{s}^{n}(y)\left\langle\Theta_{x, r, u_{n}}^{+}\left(w_{s}^{n}\right)-w_{s}^{n}, \varphi_{f}\right\rangle^{2}\right. \\
&\left.\quad+\left(1-w_{s}^{n}(y)\right)\left\langle\Theta_{x, r, u_{n}}^{-}\left(w_{s}^{n}\right)-w_{s}^{n}, \varphi_{f}\right\rangle^{2}\right] \mathrm{d} y \mathrm{~d} r \mathrm{~d} x+\varepsilon_{n} \\
&=n^{1-\beta \alpha-\gamma} u F^{\prime}\left(\left\langle\bar{w}_{s}^{n}, f\right\rangle\right) \int_{\mathbb{R}^{d}} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}} \int_{B(x, r)^{2}} \frac{1}{V_{r}} w_{s}^{n}(y)\left(\varphi_{f}(z)-\varphi_{f}(y)\right) \mathrm{d} y \mathrm{~d} z \mathrm{~d} r \mathrm{~d} x \\
&+n^{1-\beta \alpha-2 \gamma} \frac{u^{2}}{2} F^{\prime \prime}\left(\left\langle\bar{w}_{s}^{n}, f\right\rangle\right) \int_{\mathbb{R}^{d}} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}} \int_{B(x, r)} \frac{1}{V_{r}}\left\{w_{s}^{n}(y)\left\langle\mathbb{1}_{B(x, r)}\left(1-w_{s}^{n}\right), \varphi_{f}\right\rangle^{2}\right. \\
&\left.\quad+\left(1-w_{s}^{n}(y)\right)\left\langle\mathbb{1}_{B(x, r)} w_{s}^{n}, \varphi_{f}\right\rangle^{2}\right\} \mathrm{d} y \mathrm{~d} r \mathrm{~d} x+\varepsilon_{n}, \tag{6.9}
\end{align*}
$$

with

$$
\begin{equation*}
\left|\varepsilon_{n}\right| \leq n^{1-\alpha \beta-3 \gamma} \frac{u^{3} C_{F}}{3!} \int_{\mathbb{R}^{d}} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}} \int_{B(x, r)} \frac{2}{V_{r}}\left\langle\mathbb{1}_{B(x, r)}, \varphi_{f}\right\rangle^{3} \mathrm{~d} y \mathrm{~d} r \mathrm{~d} x \tag{6.10}
\end{equation*}
$$

where the constant $C_{F}$ is the supremum of $F^{(3)}$ over the bounded set in which its argument takes its values (recall that $\varphi_{f} \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ ). Consider the first term on the right hand side of (6.9). Since $1-\alpha \beta-\gamma=0, n^{1-\beta \alpha-\gamma}=1$. We split the integral over the radii into the sum of the integrals over $\left[n^{-\beta}, 1\right]$ and $[1, \infty)$. By using a Taylor expansion of $\varphi_{f}$ and a symmetry argument to cancel the integral of $(z-y) \mathrm{d} z$, we obtain that

$$
\begin{align*}
& \left|u F^{\prime}\left(\left\langle\bar{w}_{s}^{n}, f\right\rangle\right) \int_{\mathbb{R}^{d}} \int_{n^{-\beta}}^{1} \frac{1}{r^{d+1+\alpha}} \int_{B(x, r)^{2}} \frac{1}{V_{r}} w_{s}^{n}(y)\left(\varphi_{f}(z)-\varphi_{f}(y)\right) \mathrm{d} y \mathrm{~d} z \mathrm{~d} r \mathrm{~d} x\right|  \tag{6.11}\\
& \left.\quad \leq C\left|\int_{\mathbb{R}^{d}} \int_{n^{-\beta}}^{1} \frac{1}{r^{d+1+\alpha}} \int_{B(x, r)^{2}} \frac{1}{V_{r}}\right| z-\left.y\right|^{2} \mathbb{1}_{\left\{B(x, r) \cap S_{\varphi_{f}} \neq \emptyset\right\}} \mathrm{d} y \mathrm{~d} z \mathrm{~d} r \mathrm{~d} x \right\rvert\, \\
& \leq C^{\prime} \operatorname{Vol}\left(S_{\varphi_{f}}+B(0,1)\right) \int_{n^{-\beta}}^{1} \frac{1}{r^{d+1+\alpha}} r^{d+2} \mathrm{~d} r=C^{\prime \prime}\left(1-n^{-\beta(2-\alpha)}\right)
\end{align*}
$$

for some constants $C, C^{\prime}, C^{\prime \prime}>0$ (where $S_{\varphi_{f}}$ denotes the compact support of $\varphi_{f}$ ). To control the integral over radii in $[1, \infty)$, the cruder bound $\left|\varphi_{f}(y)-\varphi_{f}(z)\right| \leq 2\|f\|$ suffices
and, using the fact that

$$
\begin{equation*}
\operatorname{Vol}\left\{x: S_{\varphi_{f}} \cap B(x, r) \neq \emptyset\right\} \leq C_{2}\left(r^{d} \vee 1\right) \tag{6.12}
\end{equation*}
$$

we have

$$
\begin{align*}
\mid u F^{\prime}\left(\left\langle\bar{w}_{s}^{n}, f\right\rangle\right) \int_{\mathbb{R}^{d}} & \left.\int_{1}^{\infty} \frac{1}{r^{d+1+\alpha}} \int_{B(x, r)^{2}} \frac{1}{V_{r}} w_{s}^{n}(y)\left(\varphi_{f}(z)-\varphi_{f}(y)\right) \mathrm{d} y \mathrm{~d} z \mathrm{~d} r \mathrm{~d} x \right\rvert\, \\
& \leq C \int_{\mathbb{R}^{d}} \int_{1}^{\infty} \frac{1}{r^{d+1+\alpha}} \int_{B(x, r)^{2}} \frac{1}{V_{r}}\left(\mathbb{1}_{\left\{y \in S_{\varphi_{f}}\right\}}+\mathbb{1}_{\left\{z \in S_{\varphi_{f}}\right\}}\right) \mathrm{d} y \mathrm{~d} z \mathrm{~d} r \mathrm{~d} x \\
& \leq C^{\prime} \int_{1}^{\infty} \frac{1}{r^{d+1+\alpha}} \int_{\mathbb{R}^{d}} \mathbb{1}_{\left\{B(x, r) \cap S_{\varphi_{f}} \neq \emptyset\right\}} \operatorname{Vol}\left(S_{\varphi_{f}}\right) \mathrm{d} x \mathrm{~d} r \\
& \leq C^{\prime \prime} \int_{1}^{\infty} \frac{1}{r^{d+1+\alpha}} r^{d} \mathrm{~d} r \leq C^{\prime \prime \prime} \tag{6.13}
\end{align*}
$$

again for some constants $C, C^{\prime}, C^{\prime \prime}$ and $C^{\prime \prime \prime}$ which depend only on $d, F$ and $f$.
To control the second term on the right hand side of (6.9), we use (6.12) together with the inequality

$$
\begin{equation*}
\left|\left\langle\mathbb{1}_{B(x, r)} w_{s}^{n}, \varphi_{f}\right\rangle\right| \leq\|f\| \operatorname{Vol}\left(S_{\varphi_{f}} \cap B(x, r)\right) \leq C_{1}\|f\|\left(r^{d} \wedge 1\right) \tag{6.14}
\end{equation*}
$$

to see that it is bounded by

$$
\begin{align*}
& n^{-\gamma} \frac{u^{2} C_{F}}{2} \times 2 C_{1}^{2}\|f\|^{2} \int_{\mathbb{R}^{d}} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}}\left(r^{d} \wedge 1\right)^{2} \mathbb{1}_{\left\{S_{\varphi_{f}} \cap B(x, r) \neq \emptyset\right\}} \mathrm{d} r \mathrm{~d} x \\
& \quad=C_{3} n^{-\gamma} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}}\left(r^{d} \wedge 1\right)^{2}\left(r^{d} \vee 1\right) \mathrm{d} r \\
& \quad=C_{3} n^{-\gamma} \int_{n^{-\beta}}^{1} \frac{r^{2 d}}{r^{d+1+\alpha}} \mathrm{d} r+C_{3} n^{-\gamma} \int_{1}^{\infty} \frac{r^{d}}{r^{d+1+\alpha}} \mathrm{d} r=C_{4} n^{-\gamma}\left(1-n^{-\beta(d-\alpha)}\right) \tag{6.15}
\end{align*}
$$

When $d \geq 2, d-\alpha>0$ and so this bound tends to 0 as $n \rightarrow \infty$. When $d=1,(\alpha-1) \beta-\gamma=0$, and so this term is bounded by a constant as $n \rightarrow \infty$. The same calculation shows that $\varepsilon_{n} \rightarrow 0$, uniformly in $w_{s}^{n}$, as $n \rightarrow \infty$. As a consequence, in any dimension the absolute value of the neutral term of $\mathcal{L}^{n} \Psi_{F, \varphi_{f}}(M)$ is bounded by a constant independent of $n$ and M.

Proceeding in the same way as for the second term above, we obtain that the "selection" term (i.e., that involving $s_{n}$ ) of $\mathcal{L}^{n} \Psi_{F, \varphi_{f}}\left(M_{s}^{n}\right)$ is bounded by (recall that $1-\alpha \beta-\gamma=0$ )

$$
\begin{align*}
& 2 u \sigma n^{1-\beta \alpha-\gamma-\delta} C_{F} \int_{\mathbb{R}^{d}} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}} \int_{B(x, r)^{3}} \frac{1}{V_{r}^{2}}\left|\varphi_{f}\left(z^{\prime}\right)\right| \mathrm{d} y \mathrm{~d} z \mathrm{~d} z^{\prime} \mathrm{d} r \mathrm{~d} x \\
& \leq C n^{-\delta} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}} \int_{\mathbb{R}^{d}}\left(1 \wedge r^{d}\right) \mathbb{1}_{\left\{B(x, r) \cap S_{\varphi_{f}} \neq \emptyset\right\}} \mathrm{d} x \mathrm{~d} r \\
& \leq C^{\prime} n^{-\delta} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}}\left(1 \wedge r^{d}\right)\left(1 \vee r^{d}\right) \mathrm{d} r \leq C^{\prime \prime} n^{-\delta+\alpha \beta}=C^{\prime \prime}, \tag{6.16}
\end{align*}
$$

since $\alpha \beta-\delta=0$. Combining (6.9), (6.11), (6.13), (6.15) and (6.16), we obtain that there exists a constant $C$ independent of $n$ such that for every $0 \leq t_{1} \leq t_{2}$,

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}}\left|\mathcal{L}^{n} \Psi_{F, \varphi_{f}}\left(M_{s}^{n}\right)\right| \mathrm{d} s \leq C\left(t_{2}-t_{1}\right) \tag{6.17}
\end{equation*}
$$

and therefore for every $T>0$, every sequence of stopping times $\left(\tau_{n}\right)_{n \geq 1}$ bounded by $T$, and every $\varepsilon>0$, we can choose $\eta>0$ small enough so that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \sup _{\theta \in[0, \eta]} \mathbb{P}\left[\left|\mathcal{A}_{\tau_{n}+\theta}^{n}-\mathcal{A}_{\tau_{n}}^{n}\right|>\varepsilon\right]=0 \tag{6.18}
\end{equation*}
$$

which corresponds to the first part of the Aldous-Rebolledo criterion.

For the quadratic variation of the martingale part, a similar analysis yields that the integrand in $\mathcal{Q}_{t}^{n}$ is bounded by

$$
\begin{align*}
C n^{1-\beta \alpha-2 \gamma} & \int_{\mathbb{R}^{d}} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}} \int_{B(x, r)^{3}} \frac{1}{V_{r}} \varphi_{f}(z) \varphi_{f}\left(z^{\prime}\right) \mathrm{d} y \mathrm{~d} z \mathrm{~d} z^{\prime} \mathrm{d} r \mathrm{~d} x \\
& \leq C^{\prime} n^{-\gamma} \int_{\mathbb{R}^{d}} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}}\left(1 \wedge r^{d}\right)^{2} \mathbb{1}_{\left\{B(x, r) \cap S_{\varphi_{f}} \neq \emptyset\right\}} \mathrm{d} r \mathrm{~d} x \\
& \leq C^{\prime \prime} n^{-\gamma} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}}\left(1 \wedge r^{d}\right)^{2}\left(1 \vee r^{d}\right) \mathrm{d} r \leq C^{\prime \prime \prime} n^{-\gamma}\left(1+n^{-\beta(d-\alpha)}\right) \tag{6.19}
\end{align*}
$$

which is bounded by a constant independent of $n$. As before, we conclude that the equivalent of (6.18) with $\mathcal{A}^{n}$ replaced by $\mathcal{Q}^{n}$ is satisfied for $\eta>0$ small enough. The Aldous-Rebolledo criterion allows us to conclude that the sequence of real-valued processes $\left(\Psi_{F, f}\left(\bar{M}^{n}\right)\right)_{n \geq 1}$ is tight, and since this is true for every $F \in C^{3}(\mathbb{R})$ and $f \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$, we obtain the tightness of $\left(\bar{M}^{n}\right)_{n \geq 1}$ in $D_{\mathcal{M}_{\lambda}}[0, \infty)$.

## 2) Identifying the limit.

Suppose $M^{\infty} \in D_{\mathcal{M}_{\lambda}}[0, \infty)$ is the weak limit of a subsequence $\left(\bar{M}^{n_{k}}\right)_{k \geq 1}$, and for every $t \geq 0$, write $w_{t}^{\infty}$ for a representative of the density of $M_{t}^{\infty}$. We know from the previous paragraph that for every $f \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ and every $n \geq 1$,

$$
\begin{equation*}
\left(\Psi_{\mathrm{Id}, f}\left(\bar{M}_{t}^{n}\right)-\Psi_{\mathrm{Id}, f}\left(\bar{M}_{0}^{n}\right)-\int_{0}^{t} \mathcal{L}^{n} \Psi_{\mathrm{Id}, \varphi_{f}}\left(M_{s}^{n}\right) \mathrm{d} s\right)_{t \geq 0} \tag{6.20}
\end{equation*}
$$

is a martingale with predictable quadratic variation (6.8) (with $F=\mathrm{Id}$ ), where $\mathcal{L}^{n}$ was defined in (6.4) and $\varphi_{f}$ in (6.5). As in the fixed radius case, we first show that for every $t \geq 0$,

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \mathbb{E}\left[\left|\int_{0}^{t} \mathcal{L}^{n_{k}} \Psi_{\mathrm{Id}, \varphi_{f}}\left(M_{s}^{n_{k}}\right) \mathrm{d} s-\int_{0}^{t}\left\{\left\langle w_{s}^{\infty}, \mathcal{D}^{\alpha} f\right\rangle-\frac{2 u \sigma}{\alpha}\left\langle w_{s}^{\infty}\left(1-w_{s}^{\infty}\right), f\right\rangle\right\} \mathrm{d} s\right|\right]=0 \tag{6.21}
\end{equation*}
$$

so that we can then use the fact that the quantity in (6.20) is a martingale, the fact that $\Psi_{\text {Id }, f}$ is a bounded continuous function and the Dominated Convergence Theorem to conclude that for every $0 \leq t<t^{\prime}, m \in \mathbb{N}, 0 \leq t_{1}<\cdots<t_{m} \leq t$ and $h_{1}, \ldots, h_{m} \in C_{b}\left(\mathcal{M}_{\lambda}\right)$,

$$
\begin{align*}
& \mathbb{E}\left[\left(\left\langle w_{t^{\prime}}^{\infty}, f\right\rangle-\left\langle w_{t}^{\infty}, f\right\rangle-\int_{t}^{t^{\prime}}\left\{\left\langle w_{s}^{\infty}, \mathcal{D}^{\alpha} f\right\rangle-\frac{2 u \sigma}{\alpha}\left\langle w_{s}^{\infty}\left(1-w_{s}^{\infty}\right), f\right\rangle\right\} \mathrm{d} s\right)\right. \\
&\left.\times\left(\prod_{i=1}^{m} h_{i}\left(M_{t_{i}}^{\infty}\right)\right)\right]=0 \tag{6.22}
\end{align*}
$$

and consequently that $\mathcal{Z}^{f}$ is a martingale (with respect to the natural filtration of $M^{\infty}$ ). In the case $d \geq 2$ this property is again sufficient to conclude, since we showed in (6.19) that the quadratic variation of the martingale (6.20) tended to 0 as $n \rightarrow \infty$, and therefore the limit $\mathcal{Z}^{f}$ is the constant process equal to 0 . We shall thus end this point 2 ) by showing that in one dimension, the quadratic variation of $\mathcal{Z}^{f}$ and the bracket process between $\mathcal{Z}^{f}$ and $\mathcal{Z}^{g}$ have the required form.

Let us fix $f \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ and show (6.21). Let us first analyse the part of $\mathcal{L}^{n} \Psi_{\text {Id }, \varphi_{f}}\left(M_{s}^{n}\right)$ corresponding to neutral events. By (6.9) with $F=$ Id, since $1-\alpha \beta-\gamma=0$ this neutral part takes to form

$$
\begin{align*}
& u n^{1-\alpha \beta-\gamma} \int_{\mathbb{R}^{d}} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}} \int_{B(x, r)^{2}} \frac{1}{V_{r}} w_{s}^{n}(y)\left(\varphi_{f}(z)-\varphi_{f}(y)\right) \mathrm{d} y \mathrm{~d} z \mathrm{~d} r \mathrm{~d} x \\
& =u \int_{\mathbb{R}^{d}} w_{s}^{n}(y) \int_{\mathbb{R}^{d}}\left(\int_{n^{-\beta} \vee \frac{|z-y|}{2}}^{\infty} \frac{1}{r^{d+1+\alpha}} \frac{V_{r}(y, z)}{V_{r}} \mathrm{~d} r\right)\left(\varphi_{f}(z)-\varphi_{f}(y)\right) \mathrm{d} z \mathrm{~d} y \tag{6.23}
\end{align*}
$$

where $V_{r}(y, z)$ is again the volume of the intersection $B(y, r) \cap B(z, r)$. Now, a simple Taylor expansion to the second order gives us that

$$
\begin{equation*}
\varphi_{f}(z)-\varphi_{f}(y)=f(z)-f(y)+\mathcal{O}\left(n^{-2 \beta}\right)\left(\mathbb{1}_{\left\{B_{n}(z) \cap S_{f} \neq \emptyset\right\}}+\mathbb{1}_{\left\{B_{n}(y) \cap S_{f} \neq \emptyset\right\}}\right) \tag{6.24}
\end{equation*}
$$

where $B_{n}(\cdot)=B\left(\cdot, n^{-\beta}\right)$ and the error term is uniform in $y$ and $z$. Since

$$
\begin{align*}
& n^{-2 \beta} \int_{\mathbb{R}^{d}} w(y) \int_{\mathbb{R}^{d}}\left(\int_{n^{-\beta \vee} \vee \frac{|z-y|}{2}}^{\infty} \frac{1}{r^{d+1+\alpha}} \frac{V_{r}(y, z)}{V_{r}} \mathrm{~d} r\right)\left(\mathbb{1}_{\left\{B_{n}(z) \cap S_{f} \neq \emptyset\right\}}+\mathbb{1}_{\left\{B_{n}(y) \cap S_{f} \neq \emptyset\right\}}\right) \mathrm{d} z \mathrm{~d} y \\
& \quad \leq C n^{-2 \beta} \int_{S_{f}+B_{n}(0)} \int_{\mathbb{R}^{d}}\left(n^{-\beta} \vee \frac{|z-y|}{2}\right)^{-d-\alpha} \mathrm{d} z \mathrm{~d} y \leq C^{\prime} n^{-\beta(2-\alpha)} \rightarrow 0 \tag{6.25}
\end{align*}
$$

as $n \rightarrow \infty$, we can conclude that up to a vanishing error term, the neutral part of $\mathcal{L}^{n_{k}} \Psi_{F, \varphi_{f}}\left(M_{s}^{n_{k}}\right)$ is given by

$$
\begin{equation*}
u \int_{\mathbb{R}^{d}} w_{s}^{n}(y) \int_{\mathbb{R}^{d}}\left(\int_{n^{-\beta} \vee \frac{|z-y|}{2}}^{\infty} \frac{1}{r^{d+1+\alpha}} \frac{V_{r}(y, z)}{V_{r}} \mathrm{~d} r\right)(f(z)-f(y)) \mathrm{d} z \mathrm{~d} y \tag{6.26}
\end{equation*}
$$

Now, our computations (6.11) and (6.13) in the proof of tightness imply that the function

$$
\begin{equation*}
a_{n}(y): y \mapsto \int_{\mathbb{R}^{d}}\left(\int_{n^{-\beta} \vee \frac{|z-y|}{2}}^{\infty} \frac{1}{r^{d+1+\alpha}} \frac{V_{r}(y, r)}{V_{r}} \mathrm{~d} r\right)(f(z)-f(y)) \mathrm{d} z \tag{6.27}
\end{equation*}
$$

is a continuous function, uniformly bounded in $y$ and $n$. Hence, up to a vanishing error term we can first replace $w_{s}^{n}$ by $\bar{w}_{s}^{n}$ in (6.26) and, second, use dominated convergence to pass to the limit as $n \rightarrow \infty$ in (6.26), along the converging subsequence. Doing so, and using the fact that all the error terms go to 0 uniformly in $s$, we obtain that the limit in $\mathbb{L}^{1}$ norm of the neutral term in $\int_{0}^{t} \mathcal{L}^{n_{k}} \Psi_{\mathrm{Id}, \varphi_{f}}\left(M_{s}^{n_{k}}\right) \mathrm{d} s$ is equal to

$$
\begin{equation*}
u \int_{0}^{t} \int_{\mathbb{R}^{d}} w_{s}^{\infty}(y) \int_{\mathbb{R}^{d}} \Phi(|z-y|)(f(z)-f(y)) \mathrm{d} z \mathrm{~d} y \mathrm{~d} s \tag{6.28}
\end{equation*}
$$

where, as in (1.36),

$$
\begin{equation*}
\Phi(|z-y|):=\int_{\frac{|z-y|}{2}}^{\infty} \frac{1}{r^{d+1+\alpha}} \frac{V_{r}(y, z)}{V_{r}} \mathrm{~d} r . \tag{6.29}
\end{equation*}
$$

In passing, let us show the following property of the operator we obtain in the limit.
Lemma 6.1. For $f \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ write

$$
\begin{equation*}
\mathcal{D}^{\alpha} f(y)=u \int_{\mathbb{R}^{d}} \Phi(|z-y|)(f(z)-f(y)) \mathrm{d} z \tag{6.30}
\end{equation*}
$$

Then $\mathcal{D}^{\alpha}$ is the infinitesimal generator of a symmetric $\alpha$-stable process $\left(\zeta_{t}\right)_{t \geq 0}$.
Proof of Lemma 6.1. It is reassuring to first check that this is the generator of a welldefined Lévy process:

$$
\begin{align*}
\int_{\mathbb{R}^{d}}\left(1 \wedge|y|^{2}\right) & \int_{0}^{\infty} \frac{1}{r^{d+1+\alpha}} \frac{V_{r}(0, y)}{V_{r}} \mathrm{~d} r \mathrm{~d} y \\
& \leq C \int_{0}^{1} \frac{1}{r^{d+1+\alpha}} \int_{B(0,2 r)}|y|^{2} \mathrm{~d} y \mathrm{~d} r+C^{\prime} \int_{1}^{\infty} \frac{1}{r^{d+1+\alpha}} \mathrm{d} r \\
& \leq C^{\prime \prime} \int_{0}^{1} \frac{r^{d+2}}{r^{d+1+\alpha}} \mathrm{d} r+C^{\prime} \int_{1}^{\infty} \frac{1}{r^{d+1+\alpha}} \mathrm{d} r<\infty \tag{6.31}
\end{align*}
$$

since $\alpha \in(1,2)$. Therefore the measure

$$
\begin{equation*}
\nu_{\alpha}(\mathrm{d} y)=\int_{0}^{\infty} \frac{1}{r^{d+1+\alpha}} \frac{V_{r}(0, y)}{V_{r}} \mathrm{~d} r \mathrm{~d} y \tag{6.32}
\end{equation*}
$$

is a Lévy measure and there exists a unique Lévy process with values in $\mathbb{R}^{d}$ whose Lévy triplet is $\left(0,0, \nu_{\alpha}\right)$. By Theorem 6.8 in [30], the operator $\mathcal{D}^{\alpha}$ is its infinitesimal generator.

To verify that the associated Lévy process is a symmetric stable process, we check the scaling property (the symmetry property is obvious from the form of $\nu_{\alpha}$ ). Let $b>0$. The generator of $\left(b^{-1 / \alpha} \zeta_{b t}\right)_{t \geq 0}$ is given by

$$
\begin{align*}
\mathcal{D}_{b}^{\alpha} f(y) & =b u \int_{\mathbb{R}^{d}} \Phi\left(\left|z-b^{1 / \alpha} y\right|\right)\left(f\left(b^{-1 / \alpha} z\right)-f(y)\right) \mathrm{d} z \\
& =u b^{1+d / \alpha} \int_{\mathbb{R}^{d}} \Phi\left(\left|b^{1 / \alpha} z-b^{1 / \alpha} y\right|\right)(f(z)-f(y)) \mathrm{d} z \tag{6.33}
\end{align*}
$$

But a simple change of variables gives us that

$$
\begin{align*}
\Phi\left(\left|b^{1 / \alpha} z-b^{1 / \alpha} y\right|\right) & =\int_{\frac{b^{1 / \alpha|z-y|}}{2}}^{\infty} \frac{1}{r^{d+1+\alpha}} \frac{V_{r}\left(b^{1 / \alpha} y, b^{1 / \alpha} z\right)}{V_{r}} \mathrm{~d} r \\
& =b^{-1-d / \alpha} \int_{\frac{|z-y|}{2}}^{\infty} \frac{1}{r^{d+1+\alpha}} \frac{V_{r}(y, z)}{V_{r}} \mathrm{~d} r \tag{6.34}
\end{align*}
$$

and so $\mathcal{D}_{b}^{\alpha}=\mathcal{D}^{\alpha}$ for all $b>0$. This shows the desired property of $\mathcal{D}^{\alpha}$.
Having identified the neutral part of the limit, we now turn to the part of $\mathcal{L}^{n} \Psi_{\mathrm{Id}, \varphi_{f}}\left(M_{s}^{n}\right)$ corresponding to the selective events. It is given by

$$
\begin{equation*}
u \sigma n^{1-\beta \alpha-\gamma-\delta} \int_{\mathbb{R}^{d}} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}} \int_{B(x, r)^{3}} \frac{1}{V_{r}^{2}}\left(w_{s}^{n}(y) w_{s}^{n}(z)-w_{s}^{n}\left(z^{\prime}\right)\right) \varphi_{f}\left(z^{\prime}\right) \mathrm{d} y \mathrm{~d} z \mathrm{~d} z^{\prime} \mathrm{d} r \mathrm{~d} x \tag{6.35}
\end{equation*}
$$

Now, the term which is linear in $w_{s}^{n}$ is easy to deal with: by Fubini's Theorem, it is equal to

$$
\begin{align*}
& u \sigma n^{-\delta} \int_{\mathbb{R}^{d}} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}} \int_{B(x, r)} w_{s}^{n}\left(z^{\prime}\right) \varphi_{f}\left(z^{\prime}\right) \mathrm{d} z^{\prime} \mathrm{d} r \mathrm{~d} x \\
& \quad=u \sigma n^{-\delta} \int_{\mathbb{R}^{d}} w_{s}^{n}\left(z^{\prime}\right) \varphi_{f}\left(z^{\prime}\right)\left(\int_{n^{-\beta}}^{\infty} \frac{V_{1} r^{d}}{r^{d+1+\alpha}} \mathrm{d} r\right) \mathrm{d} z^{\prime}=\frac{u \sigma V_{1}}{\alpha}\left\langle\bar{w}_{s}^{n}, f\right\rangle \tag{6.36}
\end{align*}
$$

where the last equality uses the fact that $\alpha \beta-\delta=0$. It is then straightforward to obtain that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{u \sigma V_{1}}{\alpha} \mathbb{E}\left[\left|\int_{0}^{t}\left\langle\bar{w}_{s}^{n_{k}}, f\right\rangle \mathrm{d} s-\int_{0}^{t}\left\langle w_{s}^{\infty}, f\right\rangle \mathrm{d} s\right|\right]=0 \tag{6.37}
\end{equation*}
$$

Similar calculations show that the "quadratic" term in (6.35) is equal to

$$
\begin{equation*}
u \sigma n^{-\delta} \int_{\mathbb{R}^{d}} \int_{n^{-\beta}}^{n^{-\beta} \log n} \frac{1}{r^{d+1+\alpha}}\left(\int_{B(x, r)} \frac{1}{V_{r}} w_{s}^{n}(y) \mathrm{d} y\right)^{2} \int_{B(x, r)} \varphi_{f}(z) \mathrm{d} z \mathrm{~d} r \mathrm{~d} x+\mathcal{O}\left((\log n)^{-\alpha}\right) \tag{6.38}
\end{equation*}
$$

In contrast with the fixed radius case, here we first have to show that up to a vanishing error term, along the trajectories of the process $M^{n}$ we can replace the average of the density $w^{n}$ over a ball of radius at most $n^{-\beta} \log n$ by $\bar{w}^{n}$, the average over a ball of radius $n^{-\beta}$ centered at the same point. In a second step, we use the same method as in the fixed radius case to prove that for every $t \geq 0,\left(\bar{w}_{t}^{n_{k}}\right)^{2}$ converges to $\left(w_{t}^{\infty}\right)^{2}$ in the appropriate sense.

Concerning the first point, we have

$$
\begin{align*}
& \left(\int_{B(x, r)} \frac{1}{V_{r}} w_{s}^{n}(y) \mathrm{d} y\right)^{2} \\
& =\left(\int_{B(x, r)} \frac{1}{V_{r}} w_{s}^{n}(y) \mathrm{d} y+\bar{w}_{s}^{n}(x)\right)\left(\int_{B(x, r)} \frac{1}{V_{r}} w_{s}^{n}(y) \mathrm{d} y-\bar{w}_{s}^{n}(x)\right)+\bar{w}_{s}^{n}(x)^{2} . \tag{6.39}
\end{align*}
$$

Suppose we have the following lemma (whose proof is quite technical and is given in Appendix B).
Lemma 6.2. Under the conditions of Theorem 1.14, for every $r \in\left[n^{-\beta}, n^{-\beta} \log n\right]$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{E}\left[\left|\int_{B(x, r)} \frac{w_{s}^{n}(y)}{V_{r}} \mathrm{~d} y-\bar{w}_{s}^{n}(x)\right|\right]=0 \tag{6.40}
\end{equation*}
$$

uniformly in $x \in \mathbb{R}^{d}$ and uniformly in $s$ over compact time intervals $[0, t]$.
From this result, we can conclude from a dominated convergence argument and a Taylor expansion of $\varphi_{f}$ that the "quadratic" part of (6.35) is equal to

$$
\begin{equation*}
u \sigma n^{-\delta} \int_{\mathbb{R}^{d}} \int_{n^{-\beta}}^{n^{-\beta} \log n} \frac{V_{r}}{r^{d+1+\alpha}} \bar{w}_{s}^{n}(x)^{2} f(x) \mathrm{d} r \mathrm{~d} x+\epsilon_{n}=\frac{u \sigma V_{1}}{\alpha}\left\langle\left(\bar{w}_{s}^{n}\right)^{2}, f\right\rangle+\epsilon_{n} \tag{6.41}
\end{equation*}
$$

where $\epsilon_{n}$ tends to zero as $n \rightarrow \infty$ uniformly in $s$ over compact intervals of time.
As concerns the second point, we proceed as in (5.40) and below. Using Proposition B. $1(i i)$ in Appendix B, the facts that the support of $f$ is bounded, and that $p_{\varepsilon}$ is supported in $B(0, \varepsilon)$ (so that $\tau_{2}$ in (B.4) is bounded by $\varepsilon^{\alpha /(d+1)}$ when $\left|z_{1}-z_{2}\right| \leq \varepsilon$ and $n$ is sufficiently large), we obtain that the first term in the decomposition (5.40) of $\left\langle\left(\bar{w}_{s}^{n}\right)^{2}, f\right\rangle$ is bounded by a constant (independent of $n, \varepsilon$ ) times

$$
\begin{equation*}
n^{-a}+\varepsilon^{\alpha /(d+1)}+\varepsilon^{1 / 4}+\varepsilon^{\alpha /(2 d+2)}+n^{-\beta(d-1)} \varepsilon^{(\alpha-d) /(2 d+2)} . \tag{6.42}
\end{equation*}
$$

Letting $n$ tend to infinity in the above expression, we can write that the third term in the decomposition (5.40) is bounded by a constant times

$$
\begin{equation*}
\varepsilon^{\alpha /(d+1)}+\varepsilon^{1 / 4}+\varepsilon^{\alpha /(2 d+2)}+\varepsilon^{(\alpha-1) / 4} \mathbf{1}_{\{d=1\}} . \tag{6.43}
\end{equation*}
$$

Finally, the second term in the decomposition (5.40) tends to 0 by the assumption that $\bar{M}^{n_{k}}$ converges to $M^{\infty}$. As in the fixed radius case, we can therefore conclude from (6.41) that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \mathbb{E}\left[\left|\int_{0}^{t}\left\{\frac{u \sigma V_{1}}{\alpha}\left\langle\left(\bar{w}_{s}^{n_{k}}\right)^{2}, f\right\rangle+\epsilon_{n}\right\} \mathrm{d} s-\frac{u \sigma V_{1}}{\alpha} \int_{0}^{t}\left\langle\left(w_{s}^{\infty}\right)^{2}, f\right\rangle \mathrm{d} s\right|\right]=0 \tag{6.44}
\end{equation*}
$$

(Note that this convergence is independent of the representatives of the different densities that we choose.)

Combining (6.28), (6.37) and (6.44), we obtain (6.21) and we can therefore conclude that $\mathcal{Z}^{f}$ is a martingale with respect to the natural filtration of $M^{\infty}$. As we already mentioned, when $d \geq 2$ this is sufficient to conclude that $M^{\infty}$ satisfies the equations stated in Theorem 1.14(ii).

To identify the quadratic variation of $\mathcal{Z}^{f}$ and the bracket process between $\mathcal{Z}^{f}$ and $\mathcal{Z}^{g}$ when $d=1$, we proceed exactly as in the fixed radius case and therefore we do not provide all the details. Setting

$$
\begin{equation*}
W_{t}^{n}(f):=\left\langle\bar{w}_{t}^{n}, f\right\rangle-\left\langle\bar{w}_{0}^{n}, f\right\rangle-\int_{0}^{t} \mathcal{L}^{n} \Psi_{\mathrm{Id}, \varphi_{f}}\left(M_{s}^{n}\right) \mathrm{d} s, \quad t \geq 0 \tag{6.45}
\end{equation*}
$$

we know from the paragraph 1) on tightness that for every $n \geq 1, W^{n}(f)$ is a zeromean martingale with predictable quadratic variation $\mathcal{Q}^{n}$ given in (6.8) (with $F=\mathrm{Id}$ ). As a consequence, for every $n \geq 1,0 \leq t<t^{\prime}, m \in \mathbb{N}, 0 \leq t_{1}<\cdots<t_{m} \leq t$ and $h_{1}, \ldots, h_{m} \in C_{b}\left(\mathcal{M}_{\lambda}\right)$,

$$
\begin{equation*}
\mathbb{E}\left[\left(\left(W_{t^{\prime}}^{n}(f)\right)^{2}-\left(W_{t}^{n}(f)\right)^{2}-\mathcal{Q}_{t^{\prime}}^{n}+\mathcal{Q}_{t}^{n}\right)\left(\prod_{i=1}^{m} h_{i}\left(\bar{M}_{t_{i}}^{n}\right)\right)\right]=0 \tag{6.46}
\end{equation*}
$$

Recall from our calculations in 1) that all summands in the expression for $W_{t}^{n}(f)$ are bounded uniformly in $n \geq 1$ and $t$ in a compact time interval. Furthermore, the same calculations as those we performed to obtain the limit of the selection part of $\mathcal{L}^{n} \Psi_{\mathrm{Id}, \varphi_{f}}\left(M_{s}^{n}\right)$ (see in particular (6.37) and (6.44)) show that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \mathbb{E}\left[\left|\mathcal{Q}_{t}^{n_{k}}-\frac{4 u^{2}}{\alpha-1} \int_{0}^{t}\left\langle w_{s}^{\infty}\left(1-w_{s}^{\infty}\right), f^{2}\right\rangle \mathrm{d} s\right|\right]=0 \tag{6.47}
\end{equation*}
$$

uniformly over compact intervals of time. Letting $n \rightarrow \infty$ in (6.46) along the converging subsequence, we arrive at

$$
\begin{equation*}
\mathbb{E}\left[\left(\left(\mathcal{Z}_{t^{\prime}}^{f}\right)^{2}-\left(\mathcal{Z}_{t}^{f}\right)^{2}-\frac{4 u^{2}}{\alpha-1} \int_{t}^{t^{\prime}}\left\langle w_{s}^{\infty}\left(1-w_{s}^{\infty}\right), f^{2}\right\rangle \mathrm{d} s\right)\left(\prod_{i=1}^{m} h_{i}\left(M_{t_{i}}^{\infty}\right)\right)\right]=0 \tag{6.48}
\end{equation*}
$$

This allows us to identify the predictable quadratic variation of the martingale $\mathcal{Z}^{f}$ as

$$
\begin{equation*}
\left[\mathcal{Z}^{f}\right]_{t}=\frac{4 u^{2}}{\alpha-1} \int_{0}^{t}\left\langle w_{s}^{\infty}\left(1-w_{s}^{\infty}\right), f^{2}\right\rangle \mathrm{d} s, \quad t \geq 0 \tag{6.49}
\end{equation*}
$$

By the analogue of (5.14) (with $n^{-1 / 3}$ replaced by $n^{-\beta}$ ), every jump of $W^{n}(f)$ is bounded by $u_{n} \operatorname{Vol}\left(S_{\varphi_{f}}\right)$ independently of the size of the radius of the event, where we recall that $u_{n}=u n^{-\gamma}$. Consequently, $\mathcal{Z}^{f}$ has a.s. continuous trajectories. Since $\mathcal{Z}_{0}^{f}=0$, we can use the Dubins-Schwarz Theorem (or rather its extension since we do not know whether $\left[\mathcal{Z}^{f}\right]_{\infty}=+\infty$, see Remark 5.1) to conclude that $\mathcal{Z}^{f}$ is a time-changed Brownian motion, solution to the stochastic differential equation

$$
\begin{equation*}
d W_{t}=\frac{2 u}{\sqrt{\alpha-1}} \sqrt{\left\langle w_{t}^{\infty}\left(1-w_{t}^{\infty}\right), f^{2}\right\rangle} d B_{t}^{f} \tag{6.50}
\end{equation*}
$$

where $B^{f}$ denotes standard Brownian motion. The bracket process between $\mathcal{Z}^{f}$ and $\mathcal{Z}^{g}$ is then obtained by the same kind of calculations, writing first the bracket process for a fixed $n$ and then identifying the limit by letting $n_{k} \rightarrow \infty$. We thus obtain that any limit of a subsequence of $\left(\bar{M}^{n}\right)_{n \geq 1}$ satisfies the set of equations stated in Theorem 1.14(i).

## 3) Uniqueness of the limit.

The argument is exactly the same as in the corresponding part of the proof of Theorem 1.11. Indeed, by another modification of the results of Chapter 7 in [35] (replacing Brownian motion by the symmetric $\alpha$-stable process $\left(\zeta_{t}\right)_{t \geq 0}$ generated by $\mathcal{D}^{\alpha}-$ see Lemma 6.1), we obtain that any solution to the limiting system of equations stated in Theorem 1.14 is dual through the set of relations (1.26) to a system of particles following independent symmetric $\alpha$-stable processes (with the same law as $\zeta$ ), and branching independently at rate $u \sigma V_{1} / \alpha$ into two particles starting at the location of their parent. In one dimension, each pair of particles also coalesces at a rate $4 u^{2} /(\alpha-1)$ times the local time at zero of their separation, independently of the other pairs. Since the set of all test functions of the form (5.59) is separating, we can again conclude that there is at most one solution to the system of equations of Theorem 1.14. Hence, this solution exists and the full sequence $\left(\bar{M}^{n}\right)_{n \geq 0}$ converges to it in $D_{\mathcal{M}_{\lambda}}[0, \infty)$.

### 6.2 Proof of Theorem 1.16

Most of the proof is identical to that of Theorem 1.13. That the only possible limit for $\left(\Xi_{t}^{n}\right)_{t \geq 0}$ is the system of branching (and in one dimension coalescing) symmetric $\alpha$-stable processes described in the theorem, again follows from an adaptation of Chapter 7 of [35], in which the only change is that Brownian motion is replaced by the stable process generated by $\mathcal{D}^{\alpha}$ (see (6.30)) and we have added natural selection/branching of particles. This gives us the analogue of Lemma 5.3 in the case of stable radii, whose proof is exactly the same as that of Lemma 5.3.

Lemma 6.3. The finite dimensional distributions of the system of scaled processes $\Xi^{n}$ converge as $n \rightarrow \infty$ to those of the system of branching and coalescing $\alpha$-stable motions $\Xi^{\infty}$, described in the statement of Theorem 1.16. In particular, the only possible limit point for the sequence $\left(\Xi^{n}\right)_{n \geq 1}$ is $\Xi^{\infty}$.

Next, we have to show that the sequence $\left(\Xi^{n}\right)_{n \geq 1}$ is tight. Let again $\mathbf{P}_{\psi}$ denote the probability measure on $D_{\mathcal{M}_{p}\left(\mathbb{R}^{d}\right)}[0, \infty)$ under which for each $n \geq 1$, the locations of the atoms of $\Xi_{0}^{n}$ have density $\psi$. As in the proof of Theorem 1.13, after showing that the compact containment condition holds if we replace $\mathbb{R}^{d}$ by its one-point compactification $\widehat{\mathbb{R}^{d}}$ and consider each $\Xi^{n}$ as taking its values in $\mathcal{M}_{p}\left(\widehat{\mathbb{R}^{d}}\right)$, we shall use Theorem 3.9.1 in [21] to deduce the tightness of $\left(\Xi^{n}\right)_{n \geq 1}$ in $D_{\left.\mathcal{M}_{p} \widehat{\mathbb{R}^{d}}\right)}[0, \infty)$ from the tightness of $\left(\Phi_{\exp , \ln f}\left(\Xi^{n}\right)\right)_{n \geq 1}$ in $D_{[0,1]}[0, \infty)$ for every $f \in C^{\infty}\left(\widehat{\mathbb{R}^{d}}\right)$ with values in $[0,1]$. More precisely, we show that for any such function $f$, every $T>0$, every sequence of stopping times $\left(\tau_{n}\right)_{n \geq 1}$ bounded by $T$ and every $\varepsilon>0$, there exists $\delta=\delta(f, T, \psi, \varepsilon)>0$ such that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \mathbf{P}_{\psi}\left[\sup _{0 \leq t \leq \delta}\left|\prod_{i=1}^{N_{\tau_{n}+t}^{n}} f\left(\xi_{\tau_{n}+t}^{n, i}\right)-\prod_{i=1}^{N_{\tau_{n}}^{n}} f\left(\xi_{\tau_{n}}^{n, i}\right)\right|>\varepsilon\right] \leq \varepsilon . \tag{6.51}
\end{equation*}
$$

Once these properties have been shown, we can use Lemma 6.3 and Corollary 3.9.3 in [21] to conclude that $\left(\Xi^{n}\right)_{n \geq 1}$ is tight in $D_{\mathcal{M}_{p}\left(\mathbb{R}^{d}\right)}[0, \infty)$ and converges to $\Xi^{\infty}$.

Again, we proceed in four steps. First, by exactly the same arguments as in the proof of Theorem 1.13, for every $T>0$ and every $\varepsilon>0$, there exists $K>0$ such that for every $n \in \mathbb{N}$ we have

$$
\begin{equation*}
\mathbf{P}_{\psi}\left[A_{n}\right]:=\mathbf{P}_{\psi}\left[\sup _{0 \leq s \leq T+1}\left|\Xi_{s}^{n}\right| \leq K\right] \geq 1-\frac{\varepsilon}{4}, \tag{6.52}
\end{equation*}
$$

which, in particular, grants us the compact containment condition since the set of all point measures on the compact space $\widehat{\mathbb{R}^{d}}$ with total mass less than $K$ is compact. Furthermore, there exists $\delta_{1} \in(0,1)$, independent of the subinterval of $[0, T]$ considered, such that

$$
\begin{equation*}
\mathbf{P}_{\psi}\left[\text { at least } 1 \text { particle created in }\left(\tau_{n}, \tau_{n}+\delta_{1}\right] ; A_{n}\right] \leq \frac{\varepsilon}{4} . \tag{6.53}
\end{equation*}
$$

As before, the difficulty will be to control the coalescence (i.e., the events in which two or more particles are removed and replaced by one or two "parental" particles), but suppose for a moment that there is no change in the number of particles in the interval $\left(\tau_{n}, \tau_{n}+\delta_{2}\right]$ and write $I_{n}$ for the indexing set of the particles in $\Xi_{\tau_{n}}^{n}$. Then, exactly as before, we can write

$$
\begin{equation*}
\left|\prod_{i \in I_{n}} f\left(\xi_{\tau_{n}+t}^{n, i}\right)-\prod_{i \in I_{n}} f\left(\xi_{\tau_{n}}^{n, i}\right)\right| \leq C\|\nabla f\| \sum_{i \in I_{n}}\left|\xi_{\tau_{n}+t}^{n, i}-\xi_{\tau_{n}}^{n, i}\right|, \tag{6.54}
\end{equation*}
$$

and it suffices to consider the motion of a single particle to control the evolution of the whole set of particles. This is slightly more involved than in the fixed radius case.

Let $\left(Z_{t}^{n}\right)_{t \geq 0}$ be a Lévy process, independent of $\left(\xi_{t}^{n}\right)_{t \geq 0}$ and with infinitesimal generator

$$
\begin{equation*}
D^{n} \phi(x):=u\left(1+s_{n}\right) \int_{0}^{n^{-\beta}} \frac{1}{r^{d+1+\alpha}} \int_{\mathbb{R}^{d}} \frac{V_{r}(x, y)}{V_{r}}(\phi(y)-\phi(x)) \mathrm{d} y \mathrm{~d} r \tag{6.55}
\end{equation*}
$$

for every $\phi \in C_{0}\left(\widehat{\mathbb{R}^{d}}\right)$ and $x \in \widehat{\mathbb{R}^{d}}$. Then the process $\left(X_{t}\right)_{t \geq 0}$ defined by $X_{t}=\xi_{t}^{n}+Z_{t}^{n}$ has generator $\left(1+s_{n}\right) \mathcal{D}^{\alpha}$, where $\mathcal{D}^{\alpha}$ was shown in Lemma 6.1 to be the generator of a symmetric stable process (indeed, observe that the jump rates of $\xi^{n}$ and $Z^{n}$ depend only on the jump size $|y-x|$, hence the fact that the intensity measure of the jumps of $X$ is the sum of the intensity measures of $\xi^{n}$ and $Z^{n}$ ). Using the strong Markov property and standard results on the growth of Lévy processes, see e.g. [42], we have for any $\eta, \delta>0$, and any stopping time $T_{n}$

$$
\begin{equation*}
\mathbf{P}_{\psi}\left[\sup _{t \in[0, \delta]}\left|X_{T_{n}+t}-X_{T_{n}}\right|>\eta\right]<C \frac{\delta}{\eta^{\alpha}} \tag{6.56}
\end{equation*}
$$

for a constant $C$ which is independent of $\eta, \delta$ and $T_{n}$.
Since

$$
\begin{align*}
& \mathbf{P}_{\psi}\left[\sup _{t \in[0, \delta]}\left|\xi_{T_{n}+t}^{n}-\xi_{T_{n}}^{n}\right|>\eta\right] \\
& \leq \mathbf{P}_{\psi}\left[\sup _{t \in[0, \delta]}\left|X_{T_{n}+t}-X_{T_{n}}\right|>\eta\right]+\mathbf{P}_{\psi}\left[\sup _{t \in[0, \delta]}\left|Z_{T_{n}+t}^{n}-Z_{T_{n}}^{n}\right|>\eta\right] \tag{6.57}
\end{align*}
$$

it remains to show that

$$
\begin{equation*}
\mathbf{P}_{\psi}\left[\sup _{t \in[0, \delta]}\left|Z_{T_{n}+t}^{n}-Z_{T_{n}}^{n}\right|>\eta\right] \rightarrow 0, \quad \text { as } n \rightarrow \infty \tag{6.58}
\end{equation*}
$$

Now, by construction, the process $\left(Z_{t}^{n}\right)_{t \geq 0}$ has finite predictable quadratic variation, whose time derivative when $Z_{t}^{n}=x$ is

$$
\begin{align*}
\left(1+s_{n}\right) u & \int_{0}^{n^{-\beta}} \frac{1}{r^{d+1+\alpha}} \int_{\mathbb{R}^{d}} \frac{V_{r}(x, y)}{V_{r}}(f(y)-f(x))^{2} \mathrm{~d} y \mathrm{~d} r \\
& =\left(1+s_{n}\right) u \int_{0}^{n^{-\beta}} \frac{1}{r^{d+1+\alpha}} \int_{\mathbb{R}^{d}} \frac{V_{r}(x, y)}{V_{r}}\left((y-x) . \nabla f(x)+\mathcal{O}\left(|y-x|^{2}\right)\right)^{2} \mathrm{~d} y \mathrm{~d} r \\
& \leq C \int_{0}^{n^{-\beta}} \frac{1}{r^{d+1+\alpha}} \int_{B(x, 2 r)}|y-x|^{2} \mathrm{~d} y \mathrm{~d} r=C^{\prime} n^{-\beta(2-\alpha)} \tag{6.59}
\end{align*}
$$

where the Taylor expansion is justified since $V_{r}(x, y)=0$ if $|x-y|>2 r$ and we are concentrating on radii $r \leq n^{-\beta}$, and the first integral on the right hand side vanishes by rotational symmetry. Hence, we can conclude that for any $\eta, \delta$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbf{P}_{\psi}\left[\sup _{t \in[0, \delta]}\left|Z_{T_{n}+t}^{n}-Z_{T_{n}}^{n}\right|>\eta\right]=0 \tag{6.60}
\end{equation*}
$$

Coming back to (6.57), and taking $T_{n}=\tau_{n}$ and $\eta$ fixed, we can conclude that there exists $\delta_{3} \in\left(0, \delta_{2}\right]$ such that for $n$ large enough,

$$
\begin{equation*}
\mathbf{P}_{\psi}\left[\sup _{t \in\left[0, \delta_{3}\right]}\left|\xi_{\tau_{n}+t}^{n}-\xi_{\tau_{n}}^{n}\right|>\eta\right] \leq \frac{\varepsilon}{4 K} \tag{6.61}
\end{equation*}
$$

Choosing $\eta=\varepsilon /(K C\|\nabla f\|)$ and recalling (6.54), we obtain that for all sufficiently large $n$,

$$
\begin{equation*}
\mathbf{P}_{\psi}\left[\sup _{t \in\left[0, \delta_{3}\right]}\left|\prod_{i \in I_{n}} f\left(\xi_{\tau_{n}+t}^{n, i}\right)-\prod_{i \in I_{n}} f\left(\xi_{\tau_{n}}^{n, i}\right)\right|>\varepsilon ; A_{n}, B_{\delta_{3}}^{c}, C_{\delta_{3}}^{c}\right] \leq \frac{\varepsilon}{4} \tag{6.62}
\end{equation*}
$$

where as in the fixed radius case, $B_{\delta}^{c}$ is the event that there is no branching event in $\left(\tau^{n}, \tau^{n}+\delta\right]$ and $C_{\delta}^{c}$ is the event that there is no coalescence in $\left(\tau^{n}, \tau^{n}+\delta\right]$.

Finally, tightness will be proven if we can show that coalescence events cannot accumulate. In particular, since we have controlled the total number of particles and the probability of branching, we just need to control the probability that two particles coalesce. The result will be based on the following lemma, in which we use again the interpretation of the replacement of a particle by its "parent" as a jump by this particle (or ancestral lineage - when there are two parents, we choose one of them uniformly at random).
Lemma 6.4. Let $\left(\hat{\xi}_{n \gamma t}^{1}\right)_{t \geq 0}$ and $\left(\hat{\xi}_{n \gamma t}^{2}\right)_{t \geq 0}$ be two independent copies of the jump process obtained by following the (unscaled) position of one particle on the timescale ( $n^{\gamma} t, t \geq 0$ ), and let $\zeta_{t}^{n}=\hat{\xi}_{n \gamma_{t}}^{2}-\hat{\xi}_{n \gamma_{t}}^{1}$ denote their difference. Then, for every $t \geq 0$ we have:
(i) When $d=1$, there exists $C(t)>0$ such that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \mathbf{E}_{\psi}\left[\frac{1}{n^{\gamma}} \int_{0}^{n^{1-\gamma} t} \frac{1}{2^{\alpha} \vee\left|\zeta_{s}^{n}\right|^{\alpha}} \mathrm{d} s\right] \leq C(t) \tag{6.63}
\end{equation*}
$$

Furthermore, the function $t \mapsto C(t)$ can be chosen such that $C(t) \downarrow 0$ as $t \rightarrow 0$.
(ii) When $d \geq 2$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbf{E}_{\psi}\left[\frac{1}{n^{\gamma}} \int_{0}^{n^{1-\gamma} t} \frac{1}{2^{\alpha} \vee\left|\zeta_{s}^{n}\right|^{\alpha}} \mathrm{d} s\right]=0 \tag{6.64}
\end{equation*}
$$

We defer the proof of Lemma 6.4 until after the end of the proof of Theorem 1.16.
Suppose that we start with a sample of two (non independent) particles at some (unscaled) separation $z_{0} \in \mathbb{R}^{d}$. As before, we work on the timescale $n^{\gamma}$ so that a single particle jumps at rate $\mathcal{O}(1)$ and we suppose the two particles $\xi^{1}$ and $\xi^{2}$ are currently at locations 0 and $z$ (in fact, only their separation matters). Then, the infinitesimal generator $\Gamma$ of the difference walk $\left(\xi_{n \gamma t}^{2}-\xi_{n^{\gamma} t}^{1}\right)_{t \geq 0}$ (until it reaches a cemetery state $\Delta$, say the point "infinity" in $\left(\widehat{\mathbb{R}^{d}}\right)^{2}$, corresponding to the two walks having coalesced) is equal, for every given $\phi \in C_{0}\left(\left(\widehat{\mathbb{R}^{d}}\right)^{2}\right)$, to

$$
\begin{align*}
& \Gamma \phi(z) \\
&= 2 u\left(1+s_{n}\right) \int_{\mathbb{R}^{d}}\left\{\int_{1}^{\infty} \frac{1}{r^{d+1+\alpha}} \int_{\mathbb{R}^{d}} \mathbb{1}_{\{0 \notin B(x, r)\}} \mathbb{1}_{\{z \in B(x, r)\}} \frac{\mathbb{1}_{\{y \in B(x, r)\}}}{V_{r}} \mathrm{~d} x \mathrm{~d} r\right. \\
&\left.+\left(1-u_{n}\right) \int_{1}^{\infty} \frac{1}{r^{d+1+\alpha}} \int_{\mathbb{R}^{d}} \mathbb{1}_{\{0 \in B(x, r)\}} \mathbb{1}_{\{z \in B(x, r)\}} \frac{\mathbb{1}_{\{y \in B(x, r)\}}}{V_{r}} \mathrm{~d} x \mathrm{~d} r\right\}(\phi(y)-\phi(z)) \mathrm{d} y \\
&+u^{2} n^{-\gamma}\left(1+s_{n}\right) \int_{\mathbb{R}^{d}}\left\{\int_{1}^{\infty} \frac{1}{r^{d+1+\alpha}} \int_{\mathbb{R}^{d}} \mathbb{1}_{\{0 \in B(x, r)\}} \mathbb{1}_{\{z \in B(x, r)\}} \frac{\mathbb{1}_{\{y \in B(x, r)\}}}{V_{r}} \mathrm{~d} x \mathrm{~d} r\right\} \\
& \times(\phi(\Delta)-\phi(z)) \mathrm{d} y, \\
&= 2 u\left(1+s_{n}\right) \int_{\mathbb{R}^{d}}\left\{\int_{1}^{\infty} \frac{1}{r^{d+1+\alpha}} \frac{V_{r}(y, z)}{V_{r}} \mathrm{~d} r\right\}(\phi(y)-\phi(z)) \mathrm{d} y \\
&-2 u^{2} n^{-\gamma}\left(1+s_{n}\right) \int_{\mathbb{R}^{d}}\left\{\int_{1}^{\infty} \frac{1}{r^{d+1+\alpha}} \frac{V_{r}(0, y, z)}{V_{r}} \mathrm{~d} r\right\}(\phi(y)-\phi(z)) \mathrm{d} y \\
&+u^{2} n^{-\gamma}\left(1+s_{n}\right) \int_{\mathbb{R}^{d}}\left\{\int_{1}^{\infty} \frac{1}{r^{d+1+\alpha}} \frac{V_{r}(0, y, z)}{V_{r}} \mathrm{~d} r\right\}(\phi(\Delta)-\phi(z)) \mathrm{d} y, \tag{6.65}
\end{align*}
$$

where $V_{r}(0, y, z)$ denotes the volume of the intersection $B(0, r) \cap B(y, r) \cap B(z, r)$.
From the first two terms on the r.h.s. of (6.65), we see that until coalescence we can couple the difference walk (on the timescale $n^{\gamma}$ ) with the difference $\left(\zeta_{t}^{n}\right)_{t \geq 0}$ between two independent random walks, each jumping according to the law of a single walk but with
each jump $z \mapsto y$ "cancelled" with probability

$$
\begin{equation*}
\Delta_{n}(z, y)=\frac{2 u^{2} n^{-\gamma}\left(1+s_{n}\right) \int_{1}^{\infty} \frac{1}{r^{d+1+\alpha}} \frac{V_{r}(0, y, z)}{V_{r}} \mathrm{~d} r}{2 u\left(1+s_{n}\right) \int_{1}^{\infty} \frac{1}{r^{d+1+\alpha}} \frac{V_{r}(y, z)}{V_{r}} \mathrm{~d} r} \tag{6.66}
\end{equation*}
$$

(One can check that these two descriptions give rise to the same jump times and embedded chain.) Each time we cancel a jump, with probability one half it was a coalescence in the original system (compare the second and third terms on the r.h.s. of (6.65)), but the key point is that if there are no cancelled jumps, then there was no coalescence.

It therefore suffices to show that we can find $\delta_{2} \in\left(0, \delta_{1}\right]$ such that, for sufficiently large $n$, the probability that an event is cancelled in the interval [ $\left.0, \delta_{2} n^{1-\gamma}\right]$ is smaller than $\varepsilon /(4 K(K-1))$.

Now, according to the expression on the right hand side of (6.65), when the two particles lie at separation $z \in \mathbb{R}^{d}$, a cancelled event occurs at instantaneous rate

$$
\begin{align*}
& 2 u^{2} n^{-\gamma}\left(1+s_{n}\right) \int_{\mathbb{R}^{d}}\left\{\int_{1}^{\infty} \frac{1}{r^{d+1+\alpha}} \frac{V_{r}(0, y, z)}{V_{r}} \mathrm{~d} r\right\} \mathrm{d} y \\
& \quad \leq 2 u^{2} n^{-\gamma}\left(1+s_{n}\right) \int_{\mathbb{R}^{d}} \int_{1 \vee \frac{|z|}{2} \vee \frac{|y|}{2}} \frac{1}{r^{d+1+\alpha}} \mathrm{d} r \mathrm{~d} y=C_{1} n^{-\gamma}(2 \vee|z|)^{-\alpha} \tag{6.67}
\end{align*}
$$

Hence, (using the coupling with $\left(\zeta_{t}^{n}\right)_{t \geq 0}$ ), the probability of having no event cancelled up to time $n^{1-\gamma} t$ (corresponding to time $n t$ in original units) is equal to

$$
\begin{align*}
& \mathbf{E}_{\psi}\left[\exp \left\{-\int_{0}^{n^{1-\gamma} t} 2 u^{2} n^{-\gamma}\left(1+s_{n}\right) \int_{\mathbb{R}^{d}}\left\{\int_{1}^{\infty} \frac{1}{r^{d+1+\alpha}} \frac{V_{r}\left(0, y, \zeta_{s}^{n}\right)}{V_{r}} \mathrm{~d} r\right\} \mathrm{d} y \mathrm{~d} s\right\}\right]  \tag{6.68}\\
& \geq \mathbf{E}_{\psi}\left[\exp \left\{-C_{1} n^{-\gamma} \int_{0}^{n^{1-\gamma} t}\left(2 \vee\left|\zeta_{s}^{n}\right|\right)^{-\alpha} \mathrm{d} s\right\}\right] \geq 1-C_{1} \mathbf{E}_{\psi}\left[n^{-\gamma} \int_{0}^{n^{1-\gamma} t} \frac{\mathrm{~d} s}{\left(2 \vee\left|\zeta_{s}^{n}\right|\right)^{\alpha}}\right]
\end{align*}
$$

But Lemma 6.4 shows that we can indeed find $\delta_{2}>0$ such that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \mathbf{E}_{\psi}\left[n^{-\gamma} \int_{0}^{n^{1-\gamma} \delta_{2}} \frac{\mathrm{~d} s}{\left(2 \vee\left|\zeta_{s}^{n}\right|\right)^{\alpha}}\right] \leq \frac{\varepsilon}{2 C_{1} K(K-1)} \tag{6.69}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
\mathbf{P}_{\psi}\left[\text { at least } 1 \text { coalescence in }\left(\tau_{n}, \tau_{n}+\delta_{2}\right] ; A_{n}, B_{\delta_{2}}^{c}\right] \leq \frac{K(K-1)}{2} \frac{\varepsilon}{2 K(K-1)}=\frac{\varepsilon}{4} \tag{6.70}
\end{equation*}
$$

which was the last result we needed to complete the proof of tightness and therefore of Theorem 1.16.

Proof of Lemma 6.4. As before, we shall exploit the fact that $\left(\zeta_{t}^{n}\right)_{t \geq 0}$ is "nearly" a symmetric $\alpha$-stable process. Indeed, the intensity at which $\left(\zeta_{t}^{n}\right)_{t \geq 0}$ jumps by some vector $y$ is independent of its current location and equal to

$$
\begin{equation*}
2\left(1+s_{n}\right)\left(\int_{1}^{\infty} \frac{1}{r^{d+1+\alpha}} \frac{V_{r}(0, y)}{V_{r}} \mathrm{~d} r\right) \mathrm{d} y \tag{6.71}
\end{equation*}
$$

Writing $\left(Z_{t}^{n}\right)_{t \geq 0}$ for a jump process, independent of $\left(\zeta_{t}^{n}\right)_{t \geq 0}$, starting at 0 and with jump intensity

$$
\begin{equation*}
2\left(1+s_{n}\right)\left(\int_{0}^{1} \frac{1}{r^{d+1+\alpha}} \frac{V_{r}(0, y)}{V_{r}} \mathrm{~d} r\right) \mathrm{d} y \tag{6.72}
\end{equation*}
$$

then the generator of the process $\left(X_{t}\right)_{t \geq 0}$, where $X_{t}=\zeta_{t}^{n}+Z_{t}^{n}$, is precisely $2\left(1+s_{n}\right)$ times the operator $\mathcal{D}^{\alpha}$ defined in (6.30), which we already checked corresponds to a symmetric $\alpha$-stable process. Once again, the idea is that the jumps of $\left(Z_{t}^{n}\right)_{t \geq 0}$ (which are bounded by 2) do not contribute much to the evolution of $\left(X_{t}\right)_{t \geq 0}$. More precisely, let us show that there exists $C>0$ such that for every $n$ large enough and every $s \geq 1$,

$$
\begin{equation*}
\mathbf{P}_{\psi}\left[\frac{\left|Z_{s}^{n}\right|}{\sqrt{s}}>(\log n)^{2}\right] \leq C e^{-(\log n)^{2} / d} \tag{6.73}
\end{equation*}
$$

To this end, observe first that since the law of $Z_{s}^{n}$ is invariant under rotation, we can write that

$$
\begin{equation*}
\mathbf{P}_{\psi}\left[\frac{\left|Z_{s}^{n}\right|}{\sqrt{s}}>(\log n)^{2}\right] \leq d \mathbf{P}_{\psi}\left[\frac{\left|Z_{s}^{n(1)}\right|}{\sqrt{s}}>\frac{(\log n)^{2}}{d}\right]=2 d \mathbf{P}_{\psi}\left[\frac{Z_{s}^{n(1)}}{\sqrt{s}}>\frac{(\log n)^{2}}{d}\right] \tag{6.74}
\end{equation*}
$$

where $Z_{s}^{n(1)}$ denotes the first coordinate of $Z_{s}^{n}$. Now, $\left(Z_{s}^{n(1)}\right)_{s \geq 0}$ is again a symmetric Lévy process with jumps bounded by 2, and so Theorem 25.3 in [46] shows that for every $s, q \geq 0, \mathbb{E}\left[\exp \left(q Z_{s}^{n(1)}\right)\right]<\infty$. In this case, it is known that the characteristic exponent $\Psi^{n}$ of $\left(Z_{s}^{n(1)}\right)_{s \geq 0}$, given here by a formula of the form

$$
\begin{equation*}
\Psi^{n}(q)=\int_{[-2,2]}\left(1-e^{i q x}+i q x \mathbb{1}_{\{|x|<1\}}\right) \mathfrak{m}^{n}(\mathrm{~d} x) \tag{6.75}
\end{equation*}
$$

has an analytic extension to the half-plane with negative imaginary part, and we have

$$
\begin{equation*}
\mathbf{E}_{\psi}\left[e^{q Z_{s}^{n(1)}}\right]=e^{s \psi^{n}(q)}, \quad \text { with } \quad \psi^{n}(q)=-\Psi^{n}(-i q) \tag{6.76}
\end{equation*}
$$

As a consequence, the Markov inequality gives us that

$$
\begin{equation*}
\mathbf{P}_{\psi}\left[\frac{Z_{s}^{n(1)}}{\sqrt{s}}>\frac{(\log n)^{2}}{d}\right] \leq e^{-(\log n)^{2} / d+s \psi^{n}(1 / \sqrt{s})} \tag{6.77}
\end{equation*}
$$

Since the measure $\mathfrak{m}^{n}$ has support in $[-2,2]$, we can write that when $q$ is small

$$
\begin{align*}
\psi^{n}(q) & =-\int_{[-2,2]}\left(1-\left[1+q x+q^{2} x^{2} / 2+\mathcal{O}\left(q^{3} x^{3}\right)\right]+q x \mathbb{1}_{\{|x|<1\}}\right) \mathfrak{m}^{n}(\mathrm{~d} x) \\
& =q \int_{[-2,2]} x \mathbb{1}_{\{|x| \geq 1\}} \mathfrak{m}^{n}(\mathrm{~d} x)+\frac{q^{2}}{2} \int_{[-2,2]} x^{2} \mathfrak{m}^{n}(\mathrm{~d} x)+\mathcal{O}\left(q^{3}\right), \tag{6.78}
\end{align*}
$$

where the first term on the right is zero, by symmetry. Furthermore, $s_{n} \rightarrow 0$ and so $\mathfrak{m}^{n}$ converges to some finite $\mathfrak{m}$. Consequently, there exists a constant $C>0$ such that for every $s \geq 1, \psi^{n}(1 / \sqrt{s}) \leq C / s$. Together with (6.74) and (6.77), this gives us (6.73).

It will be convenient to suppose that $\zeta_{0}=0$, but notice that there will be no loss of generality in so-doing, since for $n$ sufficiently large, $\zeta_{0}$ will be bounded by $(\log n)^{2}$ and so, for $s>1$, can be absorbed into our bound for $Z_{s}$. Similarly, we can, and do, replace $2^{\alpha} \wedge\left|\zeta_{s}^{n}\right|^{\alpha}$ by $1 \wedge\left|\zeta_{s}^{n}\right|^{\alpha}$ in the denominator of our integrand.

Based on these considerations, let us return to the integral of interest when $d \geq 2$. Fixing $a \in(0, \gamma)$ and splitting the integral with respect to time into $\int_{\left[0, n^{a}\right]}+\int_{\left[n^{a}, n^{1-\gamma_{t}}\right]}$, we obtain

$$
\begin{align*}
& \mathbf{E}_{\psi}\left[\frac{1}{n^{\gamma}} \int_{0}^{n^{1-\gamma} t} \frac{1}{1 \vee\left|\zeta_{s}^{n}\right|^{\alpha}} \mathrm{d} s\right]=\mathcal{O}\left(n^{a-\gamma}\right)+\frac{1}{n^{\gamma}} \int_{n^{a}}^{n^{1-\gamma} t} \mathbf{E}_{\psi}\left[\frac{1}{1 \vee\left|X_{s}-Z_{s}^{n}\right|^{\alpha}}\right] \mathrm{d} s \\
& \leq C n^{a-\gamma}+n^{-\gamma} \int_{n^{a}}^{n^{1-\gamma} t} \mathbf{P}_{\psi}\left[\frac{\left|Z_{s}^{n}\right|}{\sqrt{s}}>(\log n)^{2}\right] \mathrm{d} s+n^{-\gamma} \int_{n^{a}}^{n^{1-\gamma} t} \mathbf{E}_{\psi}\left[\frac{\left.\mathbb{1}_{\left\{\left|Z_{s}^{n}\right| \leq(\log n)^{2} \sqrt{s}\right\}}^{1 \vee\left|X_{s}-Z_{s}^{n}\right|^{\alpha}}\right] \mathrm{d} s}{\leq C n^{a-\gamma}+C n^{1-2 \gamma} t e^{-(\log n)^{2} / d}+n^{-\gamma} \int_{n^{a}}^{n^{1-\gamma} t} \mathbf{E}_{\psi}\left[\frac{\left.\mathbb{1}_{\left\{\left|Z_{s}^{n}\right| \leq(\log n)^{2} \sqrt{s}\right\}}^{1 \vee\left|X_{s}-Z_{s}^{n}\right|^{\alpha}}\right] \mathrm{d} s}{1}\right.} \mathrm{\leq}\right.
\end{align*}
$$

Since the first two terms on the right tend to 0 as $n \rightarrow \infty$, it now suffices to show that the last term remains bounded when $n$ is large.

By Lemma 5.3 in [10], if $\left(p_{s}^{\alpha}\right)_{s \geq 0}$ denotes the transition density of $\left(X_{t}\right)_{s \geq 0}$, we have, for every $s>0$ and $x \in \mathbb{R}^{d}$,

$$
\begin{equation*}
p_{s}^{\alpha}(0, x)=: p_{s}^{\alpha}(x)=s^{-d / \alpha} p_{1}^{\alpha}\left(x s^{-1 / \alpha}\right) \tag{6.80}
\end{equation*}
$$

and there exists $C_{d, \alpha}>0$ (independent of $x$ ) such that

$$
\begin{equation*}
0 \leq p_{1}^{\alpha}(x) \leq C_{d, \alpha}\left(1+|x|^{d+\alpha}\right)^{-1} \tag{6.81}
\end{equation*}
$$

Hence, for any $s \geq n^{a}$ and any $z \in \mathbb{R}^{d}$ such that $|z| \leq(\log n)^{2} \sqrt{s}$, we can write

$$
\begin{align*}
& \mathbf{E}_{\psi}\left[\frac{1}{1 \vee\left|X_{s}-z\right|^{\alpha}}\right] \leq s^{-d / \alpha} \int_{\mathbb{R}^{d}} \frac{1}{\left(1 \vee|x-z|^{\alpha}\right)\left(1+\left|x s^{-1 / \alpha}\right|^{d+\alpha}\right)} \mathrm{d} x  \tag{6.82}\\
& \leq s^{-d / \alpha} \int_{B(z, 1)} \frac{1}{1+\left|x s^{-1 / \alpha}\right|^{d+\alpha}} \mathrm{d} x+s^{-d / \alpha} \int_{B(z, 1)^{c}} \frac{1}{|x-z|^{\alpha}\left(1+\left|x s^{-1 / \alpha}\right|^{d+\alpha}\right)} \mathrm{d} x \\
& \leq C s^{-d / \alpha}+C^{\prime} s^{-d / \alpha} \int_{B\left(0, s^{1 / \alpha}\right) \backslash B(z, 1)} \frac{\mathrm{d} x}{|x-z|^{\alpha}}+C^{\prime \prime} s^{-d / \alpha} \int_{B\left(0, s^{1 / \alpha}\right)^{c}} \frac{\mathrm{~d} x}{|x-z|^{\alpha}\left|x s^{-1 / \alpha}\right|^{d+\alpha}}
\end{align*}
$$

But since $s \geq n^{a}$ and $|z| \leq(\log n)^{2} \sqrt{s}$, we have

$$
\begin{equation*}
|z| s^{-1 / \alpha} \leq(\log n)^{2} s^{\frac{1}{2}-\frac{1}{\alpha}} \leq(\log n)^{2} n^{-a(2-\alpha) /(2 \alpha)} \rightarrow 0, \tag{6.83}
\end{equation*}
$$

and so the second term on the right is bounded (after a change to polar coordinates) by

$$
\begin{equation*}
C^{\prime} s^{-d / \alpha} \int_{1}^{s^{1 / \alpha}} \rho^{d-1-\alpha} d \rho=C^{\prime} s^{-1} \tag{6.84}
\end{equation*}
$$

while the third term is bounded by

$$
\begin{equation*}
C^{\prime \prime} s^{-d / \alpha} s^{1+d / \alpha} \int_{s^{1 / \alpha}}^{\infty} \rho^{d-1-2 \alpha-d} d \rho=C^{\prime \prime} s^{-1} \tag{6.85}
\end{equation*}
$$

Since all the constants depend on neither $z$ (in the range considered) nor $s$, we deduce that the right hand side of (6.79) is bounded by

$$
\begin{equation*}
C^{\prime} n^{a-\gamma}+C n^{1-2 \gamma} t e^{-(\log n)^{2} / d}+C^{\prime \prime} n^{-\gamma}\left(n^{-a(d-\alpha) / d}+\log n+\log t\right) \rightarrow 0 \quad \text { as } n \rightarrow \infty \tag{6.86}
\end{equation*}
$$

which proves $(i i)$.
The only point that differs when $d=1$ is that $1-d / \alpha>0$ and so

$$
\begin{equation*}
n^{-\gamma} \int_{n^{a}}^{n^{1-\gamma} t} s^{-1 / \alpha} \mathrm{d} s \leq C n^{-\gamma} n^{\left(1-\frac{1}{\alpha}\right)(1-\gamma)} t^{1-\frac{1}{\alpha}} \tag{6.87}
\end{equation*}
$$

An easy check confirms that $\left(1-\frac{1}{\alpha}\right)(1-\gamma)-\gamma=0$, and so $C(t)$ exists and is proportional to $t^{1-\frac{1}{\alpha}}$. Since $\alpha>1$, we also have that $C(t) \downarrow 0$ as $t \rightarrow 0$.
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## A Continuity estimates in the fixed radius case

In this section, we state the continuity estimates for the scaled measures $M_{T}^{n}$ required in the proof of Theorem 1.11. Because their proof is an adaptation of the (long and slightly more involved) proof of Proposition B.1(ii), we do not give it here and instead refer to Appendix B. These estimates have the same flavour as the one dimensional estimates derived in [39] for the convergence of the local densities of 1's in the long range voter or contact process.
Proposition A.1. Under the conditions of Theorem 1.11, for every $T>0$ there exist $a, \lambda, v, C>0$ such that for every $n \geq 1, z_{1}, z_{2} \in \mathbb{R}^{d}$ such that $\left|z_{1}-z_{2}\right|<1$ and $\epsilon \in(0,1)$,

$$
\begin{align*}
& \mathbb{E}\left[\left|\frac{1}{V_{\epsilon}} \int_{\mathbb{R}^{d}} w_{T}^{n}(x)\left(\mathbb{1}_{\left\{\left|x-z_{1}\right|<\epsilon\right\}}-\mathbb{1}_{\left\{\left|x-z_{2}\right|<\epsilon\right\}}\right) \mathrm{d} x\right|\right] \\
& \quad \leq C n^{-a}+C \tau+C\left(\left|z_{1}-z_{2}\right|^{1 / 4}+\tau^{1 / 2}\right) e^{\lambda\left(\left|z_{1}\right|+\epsilon\right)}+C n^{-(d-1) / 6} \tau^{(2-d) / 4} \tag{A.1}
\end{align*}
$$

where

$$
\tau=\tau\left(n, z_{1}, z_{2}\right)=n^{-v} \vee\left|z_{1}-z_{2}\right|^{2 /(d+1)},
$$

and $\epsilon$ can depend on $n$ (as long as $\epsilon_{n} \leq 1$ ).

## $B$ Continuity estimates in the stable radius case

Our aim in this section is to obtain some continuity estimates for the measure $M_{T}^{n}$ (this time in the stable radius case), which are valid for fixed (large) $n$. Since in the stable radius case, we also need to compare the local densities of type-1 individuals over balls of radius $n^{-\beta}$ to the densities over balls of radius $\mathcal{O}(\log n) n^{-\beta}$, Proposition B. 1 below is more complete than Proposition A.1. Lemma 6.2 will then follow as a corollary of item (i).
Proposition B.1. Suppose the conditions of Theorem 1.14 are satisfied. Fix $T>0$. Then,
(i) There exist $a, C>0$ (dependent on $T$ ) such that for every $z \in \mathbb{R}^{d}, t \in[0, T], n \geq 1$ and $n^{-\beta} \leq \epsilon_{n}<\epsilon_{n}^{\prime} \leq 1$,

$$
\begin{align*}
& \mathbb{E}\left[\left|\frac{1}{V_{\epsilon_{n}}} \int_{B\left(z, \epsilon_{n}\right)} w_{t}^{n}(y) \mathrm{d} y-\frac{1}{V_{\epsilon_{n}^{\prime}}} \int_{B\left(z, \epsilon_{n}^{\prime}\right)} w_{t}^{n}(y) \mathrm{d} y\right|\right] \\
& \leq C n^{-a}+C \tau_{1}+C \epsilon_{n}^{\prime}(\log n)^{d} \tau_{1}^{1-\frac{d+1}{\alpha}}+(\log n)^{d / 2} n^{\frac{\beta(\alpha-d)-\gamma}{2}}\left[\epsilon_{n}^{\prime 2} \tau_{1}^{1-\frac{2(d+1)}{\alpha}}\right.  \tag{B.1}\\
& \\
& \left.+\epsilon_{n}^{\prime} n^{-\frac{\beta(2-\alpha) d}{2(d+1)}} \tau_{1}^{1-\frac{d+1}{\alpha}}\right]^{1 / 2}
\end{align*}
$$

where

$$
\begin{equation*}
\tau_{1}=\tau_{1}(n)=n^{-\beta(2-\alpha) /(2(d+1))} \tag{B.2}
\end{equation*}
$$

(ii) There exist $a, \lambda, C>0$ (dependent on $T$ ) such that for every $\left|z_{1}-z_{2}\right|<1, t \in[0, T]$, $n \geq 1$ and $\epsilon \in(0,1)$,

$$
\begin{align*}
& \mathbb{E}\left[\left|\frac{1}{V_{\epsilon}} \int_{\mathbb{R}^{d}} w_{t}^{n}(x)\left(\mathbb{1}_{\left\{\left|x-z_{1}\right|<\epsilon\right\}}-\mathbb{1}_{\left\{\left|x-z_{2}\right|<\epsilon\right\}}\right) \mathrm{d} x\right|\right] \\
& \quad \leq C n^{-a}+C \tau_{2}+C\left(\left|z_{1}-z_{2}\right|^{1 / 4}+\left(\tau_{2}\right)^{1 / 2}\right) e^{\lambda\left(\left|z_{1}\right|+\epsilon\right)}+C\left(n^{-\beta(d-1)} \tau_{2}^{1-d / \alpha}\right)^{1 / 2} \tag{B.3}
\end{align*}
$$

where

$$
\begin{equation*}
\tau_{2}=\tau_{2}\left(n, z_{1}, z_{2}\right)=n^{-\beta(2-\alpha) d /(4(d+1))} \vee\left|z_{1}-z_{2}\right|^{\alpha /(d+1)}, \tag{B.4}
\end{equation*}
$$

and $\epsilon$ can depend on $n$ (as long as $\epsilon_{n} \leq 1$ ).

In particular, (ii) implies uniform continuity of the limiting process of allele frequencies. That is:
Corollary B.2. Suppose the conditions of Theorem 1.14 are satisified and fix $T>0$. Then for every $\left|z_{1}-z_{2}\right|<1, t \in[0, T]$ and $\epsilon \in(0,1)$,

$$
\begin{gathered}
\limsup _{n \rightarrow \infty} \mathbb{E}\left[\left|\frac{1}{V_{\epsilon}} \int_{\mathbb{R}^{d}} w_{t}^{n}(x)\left(\mathbb{1}_{\left\{\left|x-z_{1}\right|<\epsilon\right\}}-\mathbb{1}_{\left\{\left|x-z_{2}\right|<\epsilon\right\}}\right) \mathrm{d} x\right|\right] \\
\leq C\left|z_{1}-z_{2}\right|^{(\alpha-1) / 4} \mathbb{1}_{\{d=1\}}+C\left|z_{1}-z_{2}\right|^{\alpha /(d+1)} \mathbb{1}_{\{d \geq 2\}}+C\left(\left|z_{1}-z_{2}\right|^{1 / 4}\right. \\
\left.+\left|z_{1}-z_{2}\right|^{\alpha /(2(d+1))}\right) e^{\lambda\left(\left|z_{1}\right|+\epsilon\right)}
\end{gathered}
$$

where $C$ depends on $T$.
Before proving Proposition B.1, let us show how it implies Lemma 6.2.

Proof of Lemma 6.2. Set $\epsilon_{n}=n^{-\beta}$ and $\epsilon_{n}^{\prime} \in\left[n^{-\beta}, n^{-\beta} \log n\right]$ in (i). Then

$$
\epsilon_{n}^{\prime 2} \tau_{1}^{1-\frac{2(d+1)}{\alpha}}=(\log n)^{2} n^{-2 \beta} n^{\frac{\beta(2-\alpha)}{2(d+1)}-\frac{\beta(2-\alpha)}{\alpha}},
$$

and it is straightforward to check that the exponent of $n$ on the right hand side is negative for any $\alpha \in(1,2)$. Moreover,

$$
\epsilon_{n}^{\prime}(\log n)^{d} \tau_{1}^{1-\frac{d+1}{\alpha}} \leq(\log n)^{a} n^{-\beta\left(1-\frac{2-\alpha}{2}\left(\frac{1}{\alpha}-\frac{1}{d+1}\right)\right)}
$$

for some $a>0$, and again one can check that the exponent of $n$ is negative in all dimensions. Thus the right hand side of (B.1) tends to zero and the lemma follows.

The rest of this section is devoted to the proof of Proposition B.1. Note that the different lemmas that appear in this proof will be shown later in Appendix B.3.

Proof of Proposition B.1. We define for $x \in \mathbb{R}^{d}$,

$$
\sqcap_{r}(x)=\frac{1}{V_{r}} \mathbb{1}_{\{|x| \leq r\}},
$$

$\square_{r}^{* k}$ to be the $k$-fold convolution of $\Pi_{r}$ and $\tilde{w}^{n}(x ; r)=\frac{1}{V_{r}} \int_{B(x, r)} w^{n}(y) \mathrm{d} y$. Recall the expression (6.4) for the extended generator of $M^{n}$. For $\varphi \in \mathbb{L}^{1}\left(\mathbb{R}^{d}\right)$, we follow our usual strategy of writing the value of $\left\langle w_{T}^{n}, \varphi\right\rangle$ as a sum of drift and martingale terms (see the beginning of the proof of Theorem 1.14 , where we can replace $\varphi \in C_{c}\left(\mathbb{R}^{d}\right)$ by $\varphi \in \mathbb{L}^{1}\left(\mathbb{R}^{d}\right)$ by a density argument): for any representative $w_{t}^{n}$ of the density of each $M_{t}^{n}$, we have

$$
\begin{align*}
\left\langle w_{T}^{n}, \varphi\right\rangle= & \left\langle w_{0}^{n}, \varphi\right\rangle+  \tag{B.5}\\
\times & \mathcal{M}_{T}^{n, \varphi}+u_{n} n^{1-\beta \alpha} \int_{0}^{T} \int_{\mathbb{R}^{d}} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}} \int_{B(x, r)^{2}} \frac{1}{V_{r}^{2}} \\
& \left\{w_{t}^{n}(y)\left(1+s_{n} w_{t}^{n}(z)\right)\left\langle\mathbb{1}_{B(x, r)}\left(1-w_{t}^{n}\right), \varphi\right\rangle\right. \\
& \left.\quad-\left(1-w_{t}^{n}(y)+s_{n}\left(1-w_{t}^{n}(y) w_{t}^{n}(z)\right)\right)\left\langle\mathbb{1}_{B(x, r)} w_{t}^{n}, \varphi\right\rangle\right\} \mathrm{d} y \mathrm{~d} z \mathrm{~d} r \mathrm{~d} x \mathrm{~d} t \\
= & \left\langle w_{0}^{n}, \varphi\right\rangle+\mathcal{M}_{T}^{n, \varphi}+u \int_{0}^{T} \int_{\mathbb{R}^{d}} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}} \int_{B(x, r)^{2}} \frac{1}{V_{r}^{2}}\left\{w_{t}^{n}(y)\left\langle\mathbb{1}_{B(x, r)}, \varphi\right\rangle\right. \\
& \left.-\left\langle\mathbb{1}_{B(x, r)} w_{t}^{n}, \varphi\right\rangle+s_{n}\left(w_{t}^{n}(y) w_{t}^{n}(z)\left\langle\mathbb{1}_{B(x, r)}, \varphi\right\rangle-\left\langle\mathbb{1}_{B(x, r)} w_{t}^{n}, \varphi\right\rangle\right)\right\} \mathrm{d} y \mathrm{~d} z \mathrm{~d} r \mathrm{~d} x \mathrm{~d} t
\end{align*}
$$

(since $u_{n} n^{1-\beta \alpha}=u$ ), where $\left(\mathcal{M}_{T}^{n, \varphi}\right)_{T \geq 0}$ is a mean zero martingale. The first term in the integrand in (B.5) is equal to:

$$
\begin{align*}
& \int_{\mathbb{R}^{d}} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}} \int_{B(x, r)} \frac{1}{V_{r}}\left\{w_{t}^{n}(y)\left\langle\mathbb{1}_{B(x, r)}, \varphi\right\rangle-\left\langle\mathbb{1}_{B(x, r)} w_{t}^{n}, \varphi\right\rangle\right\} \mathrm{d} y \mathrm{~d} r \mathrm{~d} x \\
& \quad=\int_{\mathbb{R}^{d}} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}} \frac{1}{V_{r}} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \mathbb{1}_{\{|x-y| \leq r\}} \mathbb{1}_{\{|x-z| \leq r\}}\left\{w_{t}^{n}(y) \varphi(z)-w_{t}^{n}(z) \varphi(z)\right\} \mathrm{d} z \mathrm{~d} y \mathrm{~d} r \mathrm{~d} x \\
& =\int_{n^{-\beta}}^{\infty} \int_{\mathbb{R}^{d}} \frac{V_{r}}{r^{d+1+\alpha}}\left\{\left(\square_{r}^{* 2} * w_{t}^{n}\right)(z) \varphi(z)-w_{t}^{n}(z) \varphi(z)\right\} \mathrm{d} z \mathrm{~d} r \\
& =\int_{\mathbb{R}^{d}} w_{t}^{n}(z) \int_{n^{-\beta}}^{\infty} \frac{V_{r}}{r^{d+1+\alpha}}\left\{\left(\square_{r}^{* 2} * \varphi\right)(z)-\varphi(z)\right\} \mathrm{d} r \mathrm{~d} z \tag{B.6}
\end{align*}
$$

The second term in the integrand in (B.5) is equal to

$$
\begin{aligned}
& s_{n} \int_{\mathbb{R}^{d}} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}}\left(\tilde{w}_{t}^{n}(x ; r)^{2}\left\langle\mathbb{1}_{B(x, r)}, \varphi\right\rangle-\left\langle\mathbb{1}_{B(x, r)} w_{t}^{n}, \varphi\right\rangle\right) \mathrm{d} r \mathrm{~d} x \\
& \quad=s_{n} \int_{\left(\mathbb{R}^{d}\right)^{2}} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}} \mathbb{1}_{\{|x-y|<r\}}\left(\tilde{w}_{t}^{n}(x ; r)^{2}-w_{t}^{n}(y)\right) \varphi(y) \mathrm{d} y \mathrm{~d} x \mathrm{~d} r .
\end{aligned}
$$

Since $u_{n}^{2} n^{1-\beta \alpha}=u^{2} n^{-\gamma}=u^{2} n^{-(\alpha-1) /(2 \alpha-1)}$, the martingale term in (B.5) has predictable quadratic variation

$$
\begin{gathered}
{\left[\mathcal{M}^{n, \varphi}\right]_{T}=u^{2} n^{-\gamma} \int_{0}^{T} \int_{\mathbb{R}^{d}} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}}\left\{\tilde{w}_{t}^{n}(x ; r)\left(1+s_{n} \tilde{w}_{t}^{n}(x ; r)\right)\left\langle\mathbb{1}_{B(x, r)}\left(1-w_{t}^{n}\right), \varphi\right\rangle^{2}\right.} \\
\left.+\left(1-\tilde{w}_{t}^{n}(x ; r)+s_{n}\left(1-\tilde{w}_{t}^{n}(x ; r)^{2}\right)\right)\left\langle\mathbb{1}_{B(x, r)} w_{t}^{n}, \varphi\right\rangle^{2}\right\} \mathrm{d} r \mathrm{~d} x \mathrm{~d} t
\end{gathered}
$$

It is convenient to replace this martingale problem by a mild version, obtained by replacing $\varphi$ by the time dependent function $\zeta_{t}^{n}(x, z, \epsilon)$ chosen to solve

$$
\partial_{t} \zeta_{t}^{n}(x ; z, \epsilon)=\int_{n^{-\beta}}^{\infty} \frac{u V_{r}}{r^{d+1+\alpha}}\left[\left(\square_{r}^{* 2} * \zeta_{t}^{n}(\cdot ; z, \epsilon)\right)(x)-\zeta_{t}^{n}(x ; z, \epsilon)\right] \mathrm{d} r
$$

with initial condition $\zeta_{0}^{n}(\cdot ; z, \epsilon)$. That is $\zeta_{t}^{n}(\cdot ; z, \epsilon)$ is the density at time $t$ of the $d-$ dimensional Lévy process, $\left(X_{t}^{n}\right)_{t \geq 0}$, with initial distribution $\zeta_{0}^{n}(\cdot ; z, \epsilon)$, zero drift, no Brownian component, and Lévy measure

$$
\nu^{n}(\mathrm{~d} x)=\int_{n^{-\beta}}^{\infty} \frac{u V_{r}}{r^{d+1+\alpha}} \Pi_{r}^{* 2}(x) \mathrm{d} r \mathrm{~d} x
$$

for $x \in \mathbb{R}^{d}$ (in particular, $\zeta_{t}^{n}(x, z, \epsilon) \in \mathbb{L}^{1}\left(\mathbb{R}^{d}\right)$ ). Here we assume that for any $n \in \mathbb{N}$, $z \in \mathbb{R}^{d}$ and $\epsilon>0, \zeta_{0}^{n}(\cdot ; z, \epsilon)=\zeta_{0}^{n}(\cdot-z ; 0, \epsilon)$ and that the support of $\zeta_{0}^{n}(\cdot ; 0, \epsilon)$ is included in $B(0, \epsilon)$. Of course, the particular example we have in mind is $\zeta_{0}^{n}(\cdot ; z, \epsilon)=\frac{1}{V_{\epsilon}} \mathbb{1}_{\{|--z|<\epsilon\}}$. The parameter $\epsilon$ can be taken to depend on $n$. We observe that $\nu^{n}$ is radially symmetric. Let

$$
\begin{aligned}
& a^{n}(x ; r)=r^{-d} \int_{\mathbb{R}^{d}} \mathbb{1}_{\{|x-y|<r\}}\left(\tilde{w}^{n}(y ; r)^{2}-w^{n}(x)\right) \mathrm{d} y \\
& b^{n}(x ; r)=\tilde{w}^{n}(x ; r)\left(1+s_{n} \tilde{w}^{n}(x ; r)\right) \\
& c^{n}(x ; r)=1-\tilde{w}^{n}(x ; r)+s_{n}\left(1-\tilde{w}^{n}(x ; r)^{2}\right)
\end{aligned}
$$

Notice that $a^{n}, b^{n}$ and $c^{n}$ are all uniformly (in $n, x$ and $r$ ) bounded between constants. Suppose that we know the exponential decay of $\zeta_{T-t}^{n}(\cdot ; z, \epsilon)$ (which we prove in Lemma B.3),
then substituting in the martingale problem in the usual way, we obtain

$$
\left.\begin{array}{c}
\left\langle w_{T}^{n}, \zeta_{0}^{n}(\cdot ; z, \epsilon)\right\rangle=\left\langle w_{0}^{n}, \zeta_{T}^{n}(\cdot ; z, \epsilon)\right\rangle+\mathcal{M}_{T}^{n, \zeta_{0}^{n}(\cdot ; z, \epsilon)} \\
\quad+u s_{n} \int_{0}^{T} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{1+\alpha}} \int_{\mathbb{R}^{d}} a_{t}^{n}(x ; r) \zeta_{T-t}^{n}(x ; z, \epsilon) \mathrm{d} x \mathrm{~d} r \mathrm{~d} t, \\
{\left[\mathcal{M}^{n, \zeta_{0}^{n}(\cdot ; z, \epsilon)}\right]_{T}=u^{2} n^{-\gamma} \int_{0}^{T} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}} \int_{\mathbb{R}^{d}}\left\{b_{t}^{n}(x ; r)\left\langle\mathbb{1}_{B(x, r)}\left(1-w_{t}^{n}\right), \zeta_{T-t}^{n}(\cdot ; z, \epsilon)\right\rangle^{2}\right.} \\
\quad+ \\
\left.c_{t}^{n}(x ; r)\left\langle\mathbb{1}_{B(x, r)} w_{t}^{n}, \zeta_{T-t}^{n}(\cdot ; z, \epsilon)\right\rangle^{2}\right\} \mathrm{d} x \mathrm{~d} r \mathrm{~d} t
\end{array}\right] \begin{aligned}
& =u^{2} n^{-\gamma} \int_{0}^{T} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}} \int_{\mathbb{R}^{d}}\left\{b_{t}^{n}(x ; r)\left(\int_{B(x, r)}\left(1-w_{t}^{n}(y)\right) \zeta_{T-t}^{n}(y ; z, \epsilon) \mathrm{d} y\right)^{2}\right. \\
& \left.\quad+c_{t}^{n}(x ; r)\left(\int_{B(x, r)} w_{t}^{n}(y) \zeta_{T-t}^{n}(y ; z, \epsilon) \mathrm{d} y\right)^{2}\right\} \mathrm{d} x \mathrm{~d} r \mathrm{~d} t . \tag{B.8}
\end{aligned}
$$

In order to control the different terms appearing in (B.7) and (B.8), we are going to need to establish continuity estimates for $\zeta^{n}$. In preparation for this, note that $\left(X_{t}^{n}\right)_{t \geq 0}$ is a continuous time random walk with jump rate

$$
A=\int_{n^{-\beta}}^{\infty} \frac{u V_{r}}{r^{d+1+\alpha}} \mathrm{d} r=V_{1} n^{\alpha \beta}
$$

To describe the corresponding jump chain, let $R_{k}$ be i.i.d. $\mathbb{R}^{d}$-valued random variables distributed according to $\frac{V_{1}}{A} r^{-(1+\alpha)} \mathbb{1}_{\left\{r>n^{-\beta}\right\}} \mathrm{d} r, Z_{1, k}$ and $Z_{2, k}$ be independent uniformly distributed random variables in $B(0,1)$, and $Y_{k}=R_{k}\left(Z_{1, k}+Z_{2, k}\right)$. Then we can write

$$
\begin{equation*}
X_{t}^{n}=X_{0}^{n}+\sum_{k=1}^{K_{t}} Y_{k} \tag{B.9}
\end{equation*}
$$

where $K_{t}$ is a Poisson random variable with parameter At. We define $f_{Y}$ as the density of $Y_{1}, f_{Y}^{* k}$ to be the $k$-fold convolution of $f_{Y}$,

$$
\begin{align*}
q_{t}^{n,\{k\}}(x) & =f_{Y}^{* k}(x) \mathbb{P}\left[K_{t}=k\right]=e^{-A t} \frac{(A t)^{k}}{k!} f_{Y}^{* k}(x) \\
q_{t}^{n}(x) & =\sum_{k=1}^{\infty} q_{t}^{n,\{k\}}(x) \tag{B.10}
\end{align*}
$$

Then,

$$
\zeta_{t}^{n}(x ; z, \epsilon)=\zeta_{0}^{n}(x ; z, \epsilon) e^{-A t}+\left(\zeta_{0}^{n}(\cdot ; z, \epsilon) * q_{t}^{n}(\cdot)\right)(x)
$$

Our estimates will involve splitting into two cases, according to whether the walk has taken greater or fewer than $L$ steps in the interval $[0, t]$ and so it will be convenient to define $q_{t}^{n, I}=\sum_{k \in I} q^{n,\{k\}}$ for $I \subset[1, \infty)$, $\zeta_{t}^{n,\{k\}}(\cdot ; z, \epsilon)=\zeta_{0}^{n}(\cdot ; z, \epsilon) * q_{t}^{n,\{k\}}(\cdot)$, and $\zeta_{t}^{n, I}=\sum_{k \in I} \zeta_{t}^{n,\{k\}}$ for $I \subset[0, \infty)$.

Since the number of jumps made by the walk in $[0, t]$ has mean proportional to $n^{\alpha \beta}$, with probability tending to one as $n \rightarrow \infty$ it will take at least $n^{c \alpha \beta}$ steps for any $c \in(0,1)$. We define $c_{1}:=(\alpha-1) /(2 \alpha) \in(0,1)$ and set

$$
L=n^{c_{1} \alpha \beta / 2}
$$

In Section B.3, we shall prove a sequence of lemmas that control the behaviour of the random walk. In particular, we establish the following. For every $t \geq 0$, let $q_{t}$ be the
density function of value at time $t$ of the symmetric $\alpha$-stable process starting at 0 and with Laplace exponent

$$
\psi(\theta):=\int_{\mathbb{R}^{d}}\left(e^{i \theta \cdot x}-1\right) \nu(\mathrm{d} x)
$$

where

$$
\nu(\mathrm{d} x):=\int_{0}^{\infty} \frac{u V_{r}}{r^{d+1+\alpha}} \sqcap_{r}^{* 2}(x) \mathrm{d} r \mathrm{~d} x
$$

(Note that this process is the one appearing in Lemma 6.1.)
Lemma B.3. Let $\|f\|_{\lambda}=\sup _{x}|f(x)| e^{\lambda|x|}$. Let $c_{2} \in(0, \alpha)$ be a constant. Recall $L=n^{c_{1} \alpha \beta / 2}$, with $c_{1}=\frac{\alpha-1}{2 \alpha}$. For $x, y, z \in \mathbb{R}^{d}$ and $n$,
(i) If $M \geq 2$ and $t \in\left[n^{-c_{2} \beta(2-\alpha) /(2(d+1))}, T\right]$, then

$$
\left|q_{t}^{n,[M, \infty)}(x)-q_{t}(x)\right| \leq C_{d, T} n^{-\beta(2-\alpha) d /(2(d+1))}+C_{d} n^{\beta d}\left(a^{M-1}+\mathbb{P}\left[K_{t}<M\right]\right)
$$

for some $a \in(0,1)$ independent of $M$ and $T$. Furthermore,

$$
\left|q_{t}^{n,[L, \infty)}(x)-q_{t}(x)\right| \leq C_{d, T} n^{-\beta(2-\alpha) d /(2(d+1))}
$$

(ii) If $t>0$, then $\left|q_{t}(x)-q_{t}(y)\right| \leq C t^{-(d+1) / \alpha}|x-y|$.
(iii) If $t \in\left[n^{-c_{2} \beta(2-\alpha) /(2(d+1))}, T\right]$, then

$$
\left|q_{t}^{n,[L, \infty)}(x)-q_{t}^{n,[L, \infty)}(y)\right| \leq C t^{-(d+1) / \alpha}|x-y|+C_{d, T} n^{-\beta(2-\alpha) d /(2(d+1))}
$$

(iv) If $\lambda>0, t \leq T$ and $|x| \geq 1$, then $q_{t}^{n,[1, \infty)}(x) \leq C_{\lambda, T} e^{-\lambda(|x|-1)}$.
(v) If $\lambda>0, t \in\left[n^{-c_{2} \beta(2-\alpha) /(2(d+1))}, T\right]$ and $|y-z| \leq 1$, then

$$
\begin{aligned}
&\left\|\zeta_{t}^{n,[L, \infty)}(\cdot ; y, \epsilon)-\zeta_{t}^{n,[L, \infty)}(\cdot ; z, \epsilon)\right\|_{\lambda} \leq C_{\lambda, d, T} e^{\lambda \epsilon}\left(t^{-(d+1) /(2 \alpha)}|y-z|^{1 / 2}\right. \\
&\left.+n^{-\beta(2-\alpha) d /(4(d+1))}\right) e^{\lambda|z|}
\end{aligned}
$$

where $\epsilon$ can depend on $n$.
Recall the definitions

$$
\begin{aligned}
\tau_{1} & =n^{-\beta(2-\alpha) /(2(d+1))} \\
\tau_{2} & =n^{-\beta(2-\alpha) d /(4(d+1))} \vee\left|z_{1}-z_{2}\right|^{\alpha /(d+1)}
\end{aligned}
$$

The quantity $\tau_{1}$ (resp., $\tau_{2}$ ) will be used in the bounds needed to prove Proposition B.1 $(i)$ (resp., (ii)). Observe that for $t \geq \tau_{2}$ and $\left|z_{1}-z_{2}\right|<1$, the estimate on the right hand side of Lemma B. $3(v)$ is

$$
\leq C_{\lambda, d, T}\left(\left|z_{1}-z_{2}\right|^{1 / 2}+\tau_{2}\right) e^{\lambda \epsilon} e^{\lambda\left|z_{1}\right|}
$$

Since the organisations of the proofs are similar, we shall show Proposition B.1 $i$ ) and (ii) in parallel. In both cases, we set

$$
\zeta_{0}^{n}(\cdot ; z, \epsilon):=\frac{1}{V_{\epsilon}} \mathbb{1}_{B(z, \epsilon)}
$$

(although most of the proof does not require a specific form for $\zeta_{0}^{n}$ ), and we estimate
(i) $\left\langle w_{T}^{n}, \zeta_{0}^{n}\left(\cdot ; z, \epsilon_{n}\right)-\zeta_{0}^{n}\left(\cdot ; z, \epsilon_{n}^{\prime}\right)\right\rangle$,
(ii) $\quad\left\langle w_{T}^{n}, \zeta_{0}^{n}\left(\cdot ; z_{1}, \epsilon\right)-\zeta_{0}^{n}\left(\cdot ; z_{2}, \epsilon\right)\right\rangle$
for the range of parameters stated in Proposition B.1, using (B.7) and (B.8).

## B. 1 Drift terms

Let us split the different terms into the cases in which $K_{t}$, the number of jumps of $X^{n}$ by time $t$, is less than or larger than $L$. This first gives (using the fact that the function $a_{t}^{n}$ is bounded uniformly in $n, t, x, r$ ):

$$
\begin{align*}
& \left|u s_{n} \int_{0}^{T} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{1+\alpha}} \int_{\mathbb{R}^{d}} a_{t}^{n}(x ; r)\left(\zeta_{T-t}^{n,[0, L)}\left(x ; z, \epsilon_{n}\right)-\zeta_{T-t}^{n,[0, L)}\left(x ; z, \epsilon_{n}^{\prime}\right)\right) \mathrm{d} x \mathrm{~d} r \mathrm{~d} t\right| \\
& \quad \leq C u s_{n} \int_{0}^{T} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{1+\alpha}} \int_{\mathbb{R}^{d}}\left(\zeta_{T-t}^{n,[0, L)}\left(x ; z, \epsilon_{n}\right)+\zeta_{T-t}^{n,[0, L)}\left(x ; z, \epsilon_{n}^{\prime}\right)\right) \mathrm{d} x \mathrm{~d} r \mathrm{~d} t \\
& \quad \leq C u s_{n} n^{\alpha \beta} \int_{0}^{T} \mathbb{P}\left[K_{t}<L\right] \mathrm{d} t \leq C n^{-\left(1-c_{1}\right) \alpha \beta} \tag{B.11}
\end{align*}
$$

by Lemma B. 6 (which controls $\mathbb{P}\left[K_{t}<L\right]$ ) and the fact that, by definition, $s_{n} n^{\alpha \beta} \equiv \sigma$. The same estimate holds for (ii) and the corresponding integral.

Next, let us split the remaining integral into an integral over large and small times. We can write

$$
\begin{aligned}
\zeta_{T-t}^{n,[L, \infty)}\left(x ; z, \epsilon_{n}\right)- & \zeta_{T-t}^{n,[L, \infty)}\left(x ; z, \epsilon_{n}^{\prime}\right)=\int_{\mathbb{R}^{d}}\left(\zeta_{0}^{n}\left(x^{\prime} ; z, \epsilon_{n}\right)-\zeta_{0}^{n}\left(x^{\prime} ; z, \epsilon_{n}^{\prime}\right)\right) q_{T-t}^{n,[L, \infty)}\left(x-x^{\prime}\right) \mathrm{d} x^{\prime} \\
= & \int_{\mathbb{R}^{d}} \zeta_{0}^{n}\left(x^{\prime} ; z, \epsilon_{n}\right)\left(q_{T-t}^{n,[L, \infty)}\left(x-x^{\prime}\right)-q_{T-t}^{n,[L, \infty)}(x-z)\right) \mathrm{d} x^{\prime} \\
& \quad-\int_{\mathbb{R}^{d}} \zeta_{0}^{n}\left(x^{\prime} ; z, \epsilon_{n}^{\prime}\right)\left(q_{T-t}^{n,[L, \infty)}\left(x-x^{\prime}\right)-q_{T-t}^{n,[L, \infty)}(x-z)\right) \mathrm{d} x^{\prime}
\end{aligned}
$$

(The extra terms cancel since $\int_{\mathbb{R}^{d}} \zeta_{0}^{n}\left(x^{\prime}, z^{\prime}, \epsilon_{n}\right) \mathrm{d} x^{\prime}=1$ for all choices of $\epsilon_{n}$.) Since the second term above will be bounded in the same way as the first term, let us just consider the first one. We have by Lemma B.3(iii) and (iv) (recalling also that the support of $\zeta_{0}^{n}(\cdot ; z, \epsilon)$ is contained in $\left.B(z, \epsilon)\right)$ :

$$
\begin{align*}
& C u s_{n} \int_{0}^{T-\tau_{1}} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{1+\alpha}} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \zeta_{0}^{n}\left(x^{\prime} ; z, \epsilon_{n}\right)\left|q_{T-t}^{n,[L, \infty)}\left(x-x^{\prime}\right)-q_{T-t}^{n,[L, \infty)}(x-z)\right| \mathrm{d} x^{\prime} \mathrm{d} x \mathrm{~d} r \mathrm{~d} t \\
& \leq C s_{n} n^{\alpha \beta} \int_{\tau_{1}}^{T} \int_{B(z, \log n)} \int_{\mathbb{R}^{d}} \zeta_{0}^{n}\left(x^{\prime} ; z, \epsilon_{n}\right)\left(t^{-(d+1) / \alpha}\left|z-x^{\prime}\right|\right. \\
& \left.\quad+C_{d, T} n^{-\beta(2-\alpha) d /(2(d+1))}\right) \mathrm{d} x^{\prime} \mathrm{d} x \mathrm{~d} t \\
& \quad+C^{\prime} s_{n} n^{\alpha \beta} \int_{\tau_{1}}^{T} \int_{B(z, \log n)^{c}} \int_{\mathbb{R}^{d}} \zeta_{0}^{n}\left(x^{\prime} ; z, \epsilon_{n}\right) e^{-|x-z|} \mathrm{d} x^{\prime} \mathrm{d} x \mathrm{~d} t \\
& \left.\leq C \epsilon_{n}(\log n)^{d} \int_{\tau_{1}}^{T} t^{-(d+1) / \alpha} \mathrm{d} t+C_{d, T} T(\log n)^{d} n^{-\beta(2-\alpha) d /(2(d+1))}\right)+C^{\prime} T \frac{(\log n)^{d-1}}{n} \\
& \leq C\left(\epsilon_{n}(\log n)^{d} \tau_{1}^{1-\frac{d+1}{\alpha}}+(\log n)^{d} n^{-\beta(2-\alpha) d /(2(d+1))}+\frac{(\log n)^{d-1}}{n}\right) . \tag{B.12}
\end{align*}
$$

For (ii), the corresponding calculation is different and uses Lemma B.3(v) with an arbitrary $\lambda>0$ :

$$
\begin{align*}
& \left|u s_{n} \int_{0}^{T-\tau_{2}} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{1+\alpha}} \int_{\mathbb{R}^{d}} a_{t}^{n}(x ; r)\left[\zeta_{T-t}^{n,[L, \infty)}\left(x ; z_{1}, \epsilon\right)-\zeta_{T-t}^{n,[L, \infty)}\left(x ; z_{2}, \epsilon\right)\right] \mathrm{d} x \mathrm{~d} r \mathrm{~d} t\right| \\
& \leq C u s_{n} n^{\alpha \beta} \sup _{t \in\left[0, T-\tau_{2}\right]}\left\|\zeta_{T-t}^{n,[L, \infty)}\left(x ; z_{1}, \epsilon\right)-\zeta_{T-t}^{n,[L, \infty)}\left(x ; z_{2}, \epsilon\right)\right\|_{\lambda} \int_{0}^{T-\tau_{2}} \int_{\mathbb{R}^{d}} e^{-\lambda|x|} \mathrm{d} x \mathrm{~d} t \\
& \leq C_{\lambda, d, T}\left(\left|z_{1}-z_{2}\right|^{1 / 2}+\tau_{2}\right) e^{\lambda \epsilon} e^{\lambda\left|z_{1}\right|} . \tag{B.13}
\end{align*}
$$

Finally, it remains to bound the integral corresponding to small $(T-t)$ 's. For $(i)$, we obtain

$$
\begin{align*}
& \left|u s_{n} \int_{T-\tau_{1}}^{T} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{1+\alpha}} \int_{\mathbb{R}^{d}} a_{t}^{n}(x ; r)\left[\zeta_{T-t}^{n,[L, \infty)}\left(x ; z, \epsilon_{n}\right)-\zeta_{T-t}^{n,[L, \infty)}\left(x ; z, \epsilon_{n}^{\prime}\right)\right] \mathrm{d} x \mathrm{~d} r \mathrm{~d} t\right| \\
& \leq C s_{n} \int_{T-\tau_{1}}^{T} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{1+\alpha}} \int_{\mathbb{R}^{d}}\left(\zeta_{T-t}^{n,[L, \infty)}\left(x ; z, \epsilon_{n}\right)+\zeta_{T-t}^{n,[L, \infty)}\left(x ; z, \epsilon_{n}^{\prime}\right)\right) \mathrm{d} x \mathrm{~d} r \mathrm{~d} t \\
& \leq C s_{n} n^{\alpha \beta} \tau_{1}=C \tau_{1} . \tag{B.14}
\end{align*}
$$

The same result obviously holds for (ii), with $\tau_{1}$ replaced by $\tau_{2}$.
For the terms involving the initial condition $w_{0}^{n}$, similar arguments using Lemma B.3(i) and (v), and Lemma B. 6 lead to

$$
\left|\left\langle w_{0}^{n}, \zeta_{T}^{n}\left(\cdot ; z, \epsilon_{n}\right)-\zeta_{T}^{n}\left(\cdot ; z, \epsilon_{n}^{\prime}\right)\right\rangle\right| \leq C e^{-n^{c_{1} \alpha \beta / 2}}+C n^{-\beta(2-\alpha) d /(2(d+1))}
$$

and

$$
\left|\left\langle w_{0}^{n}, \zeta_{T}^{n}\left(\cdot ; ; z_{1}, \epsilon\right)-\zeta_{T}^{n}\left(\cdot ; ; z_{2}, \epsilon\right)\right\rangle\right| \leq C e^{-n^{c_{1} \alpha \beta / 2}}+C e^{\lambda\left(\left|z_{1}\right|+\epsilon\right)}\left(\tau_{2}+\left|z_{1}-z_{2}\right|^{1 / 2}\right)
$$

## B. 2 Martingale terms

Now we turn to the martingale terms. As before, we first consider the case $K_{t}<L$. We shall estimate the term involving $b^{n}$, but the same approach can also be applied to the terms involving $c^{n}$. We have

$$
\begin{align*}
& \left|u^{2} n^{-\gamma} \int_{0}^{T} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}} \int_{\mathbb{R}^{d}} b_{t}^{n}(x ; r)\left\langle\mathbb{1}_{B(x, r)}\left(1-w_{t}^{n}\right), \zeta_{T-t}^{n,[0, L)}\left(\cdot ; z, \epsilon_{n}\right)\right\rangle^{2} \mathrm{~d} z \mathrm{~d} r \mathrm{~d} t\right| \\
& \leq C n^{-\gamma} \int_{0}^{T} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}} \int \zeta_{t}^{n,[0, L)}\left(y ; z, \epsilon_{n}\right) \int \mathbb{1}_{\{|y-x|<r\}} \\
& \quad \times \int \mathbb{1}_{\left\{\left|y^{\prime}-x\right|<r\right\}} \zeta_{t}^{n,[0, L)}\left(y^{\prime} ; z, \epsilon_{n}\right) \mathrm{d} y^{\prime} \mathrm{d} x \mathrm{~d} y \mathrm{~d} r \mathrm{~d} t \\
& \leq C n^{-\gamma} \int_{0}^{T} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}} \int \zeta_{t}^{n,[0, L)}(y ; z, \epsilon) \int \mathbb{1}_{\{|x-y|<r\}} \mathrm{d} x \mathrm{~d} y \mathrm{~d} r \mathrm{~d} t \\
& \leq C n^{-\gamma} \int_{0}^{T} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{1+\alpha}} \int \zeta_{t}^{n,[0, L)}(y ; z, \epsilon) \mathrm{d} y \mathrm{~d} r \mathrm{~d} t \\
& \leq C n^{-\gamma} n^{\alpha \beta} \int_{0}^{T} \mathbb{P}\left[K_{t}<L\right] \mathrm{d} t \leq C n^{\beta} n^{-(1-(\alpha-1) /(2 \alpha)) \alpha \beta}=C n^{-(\alpha-1) \beta / 2} \tag{B.15}
\end{align*}
$$

by Lemma B.6. Of course, this inequality holds for $(i)$ and (ii).
Now we turn to

$$
\begin{aligned}
& \left\lvert\, u^{2} n^{-\gamma} \int_{0}^{T-\tau_{1}} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}} \int_{\mathbb{R}^{d}} b_{t}^{n}(x ; r)\left\langle\mathbb{1}_{B(x, r)}\left(1-w_{t}^{n}\right), \zeta_{T-t}^{n,[L, \infty)}\left(\cdot ; z, \epsilon_{n}\right)\right.\right. \\
&\left.-\zeta_{T-t}^{n,[L, \infty)}\left(\cdot ; z, \epsilon_{n}^{\prime}\right)\right\rangle^{2} \mathrm{~d} x \mathrm{~d} r \mathrm{~d} t \mid
\end{aligned}
$$

Once again we write

$$
\begin{aligned}
& \zeta_{t}^{n,[L, \infty)}\left(y ; z, \epsilon_{n}\right)-\zeta_{t}^{n,[L, \infty)}\left(y ; z, \epsilon_{n}^{\prime}\right) \\
&= \int_{\mathbb{R}^{d}} \zeta_{0}^{n}\left(x^{\prime} ; z, \epsilon_{n}\right)\left(q_{t}^{n,[L, \infty)}\left(y-x^{\prime}\right)-q_{t}^{n,[L, \infty)}(y-z)\right) \mathrm{d} x^{\prime} \\
& \quad-\int_{\mathbb{R}^{d}} \zeta_{0}^{n}\left(x^{\prime} ; z, \epsilon_{n}^{\prime}\right)\left(q_{t}^{n,[L, \infty)}\left(y-x^{\prime}\right)-q_{t}^{n,[L, \infty)}(y-z)\right) \mathrm{d} x^{\prime}
\end{aligned}
$$

This gives us

$$
\begin{aligned}
& \left|\int_{\mathbb{R}^{d}} b_{T-t}^{n}(x ; r)\left\langle\mathbb{1}_{B(x, r)}\left(1-w_{T-t}^{n}\right), \zeta_{t}^{n,[L, \infty)}\left(\cdot ; z, \epsilon_{n}\right)-\zeta_{t}^{n,[L, \infty)}\left(\cdot ; z, \epsilon_{n}^{\prime}\right)\right\rangle^{2} \mathrm{~d} x\right| \\
& \leq C \int_{\left(\mathbb{R}^{d}\right)^{3}} \mathbb{1}_{\{|x-y| \leq r\}} \mathbb{1}_{\left\{\left|x-y^{\prime}\right| \leq r\right\}}\left[\left(\int_{\mathbb{R}^{d}} \zeta_{0}^{n}\left(x^{\prime} ; z, \epsilon_{n}\right) \mid q_{t}^{n,[L, \infty)}\left(y-x^{\prime}\right)\right.\right. \\
& \left.\quad-q_{t}^{n,[L, \infty)}(y-z) \mid \mathrm{d} x^{\prime}\right) \\
& \left.\quad \times\left(\int_{\mathbb{R}^{d}} \zeta_{0}^{n}\left(x^{\prime} ; z, \epsilon_{n}\right)\left|q_{t}^{n,[L, \infty)}\left(y^{\prime}-x^{\prime}\right)-q_{t}^{n,[L, \infty)}\left(y^{\prime}-z\right)\right| \mathrm{d} x^{\prime}\right)+S_{t}^{n}\right] \mathrm{d} y^{\prime} \mathrm{d} y \mathrm{~d} x
\end{aligned}
$$

where $S_{t}^{n}$ is the sum of the remaining three terms comprising the squared integral on the first line. Since all these terms behave in the same way, we shall only bound the first one. Writing as before $V_{r}\left(y, y^{\prime}\right)\left(\leq C_{d} r^{d}\right)$ for the volume of $B(y, r) \cap B\left(y^{\prime}, r\right)$, and using Fubini's theorem, we can replace the integral over $x$ by $V_{r}\left(y, y^{\prime}\right)$. Next, as in our estimates of the drift, we split the integrals over $y, y^{\prime}$ according to whether or not $y, y^{\prime} \in B(z, \log n)$. This gives us the following first bound, using Lemma B.3(iii):

$$
\begin{aligned}
& \int_{B(z, \log n)^{2}} V_{r}\left(y, y^{\prime}\right)\left(\int_{\mathbb{R}^{d}} \zeta_{0}^{n}\left(x ; z, \epsilon_{n}\right)\left(t^{-\frac{d+1}{\alpha}}|z-x|+C_{d, T} n^{-\frac{\beta(2-\alpha) d}{2(d+1)}}\right) \mathrm{d} x\right) \\
& \quad \times\left(\int_{\mathbb{R}^{d}} \zeta_{0}^{n}\left(x^{\prime} ; z, \epsilon_{n}\right)\left(t^{-\frac{d+1}{\alpha}}\left|z-x^{\prime}\right|+C_{d, T} n^{-\frac{\beta(2-\alpha) d}{2(d+1)}}\right) \mathrm{d} x^{\prime}\right) \mathrm{d} y^{\prime} \mathrm{d} y \\
& \leq r^{d} \int_{B(z, \log n)^{2}} \mathbb{1}_{\left\{\left|y-y^{\prime}\right| \leq 2 r\right\}}\left(\epsilon_{n} t^{-\frac{d+1}{\alpha}}+C_{d, T} n^{-\frac{\beta(2-\alpha) d}{2(d+1)}}\right)^{2} \mathrm{~d} y^{\prime} \mathrm{d} y \\
& \leq r^{d}(r \wedge \log n)^{d}(\log n)^{d}\left(\epsilon_{n} t^{-\frac{d+1}{\alpha}}+C_{d, T} n^{-\frac{\beta(2-\alpha) d}{2(d+1)}}\right)^{2}
\end{aligned}
$$

Integrating over $t$ and $r$, we obtain

$$
\begin{align*}
& n^{-\gamma} \int_{\tau_{1}}^{T} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}} r^{d}(r \wedge \log n)^{d}(\log n)^{d}\left(\epsilon_{n} t^{-\frac{d+1}{\alpha}}+C_{d, T} n^{-\frac{\beta(2-\alpha) d}{2(d+1)}}\right)^{2} \mathrm{~d} r \mathrm{~d} t \\
& \leq C n^{-\gamma}(\log n)^{d}\left(\int_{n^{-\beta}}^{\log n} r^{d-1-\alpha} \mathrm{d} r+(\log n)^{d} \int_{\log n}^{\infty} r^{-1-\alpha} \mathrm{d} r\right) \\
& \quad \times\left(\epsilon_{n}^{2} \int_{\tau_{1}}^{T} t^{-\frac{2(d+1)}{\alpha}} \mathrm{d} t+2 \epsilon_{n} n^{-\frac{\beta(2-\alpha) d}{2(d+1)}} \int_{\tau_{1}}^{T} t^{-\frac{d+1}{\alpha}} \mathrm{~d} t+T n^{-\frac{\beta(2-\alpha) d}{(d+1)}}\right) \\
& \leq C n^{-\gamma}(\log n)^{d}\left((\log n)^{d-\alpha}+n^{\beta(\alpha-d)}\right)\left[\epsilon_{n}^{2} \tau_{1}^{1-\frac{2(d+1)}{\alpha}}+2 \epsilon_{n} n^{-\frac{\beta(2-\alpha) d}{2(d+1)}} \tau_{1}^{1-\frac{d+1}{\alpha}}+n^{-\frac{\beta(2-\alpha) d}{(d+1)}}\right] \tag{B.16}
\end{align*}
$$

Secondly, considering the case where $y \in B(z, \log n)$ and $y^{\prime} \in B(z, \log n)^{c}$ and using Points $(i i i)$ and (iv) in Lemma B.3, the corresponding integral is bounded by

$$
\begin{aligned}
& \int_{B(z, \log n)} \int_{B(z, \log n)^{c}} V_{r}\left(y, y^{\prime}\right)\left(\int_{\mathbb{R}^{d}} \zeta_{0}^{n}\left(x^{\prime} ; z, \epsilon_{n}\right)\left(t^{-\frac{d+1}{\alpha}}|z-x|+C_{d, T} n^{-\frac{\beta(2-\alpha) d}{2(d+1)}}\right) \mathrm{d} x\right) \\
& \quad \times\left(\int_{\mathbb{R}^{d}} \zeta_{0}^{n}\left(x^{\prime} ; z, \epsilon_{n}\right) e^{-\left|z-y^{\prime}\right|} \mathrm{d} x^{\prime}\right) \mathrm{d} y^{\prime} \mathrm{d} y \\
& \leq C\left(t^{-\frac{d+1}{\alpha}} \epsilon_{n}+C_{d, T} n^{-\frac{\beta(2-\alpha) d}{2(d+1)}}\right) \int_{B(z, \log n)^{c}} \int_{B(z, \log n) \cap B\left(y^{\prime}, 2 r\right)} r^{d} e^{-\left|z-y^{\prime}\right|} \mathrm{d} y \mathrm{~d} y^{\prime} \\
& \leq C\left(t^{-\frac{d+1}{\alpha}} \epsilon_{n}+C_{d, T} n^{-\frac{\beta(2-\alpha) d}{2(d+1)}}\right) r^{d}(r \wedge \log n)^{d} \frac{(\log n)^{d-1}}{n} .
\end{aligned}
$$

Integrating over $t$ and $r$ as well, we obtain

$$
\begin{align*}
& n^{-\gamma} \int_{\tau_{1}}^{T} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}}\left(t^{-\frac{d+1}{\alpha}} \epsilon_{n}+C_{d, T} n^{-\frac{\beta(2-\alpha) d}{2(d+1)}}\right) r^{d}(r \wedge \log n)^{d} \frac{(\log n)^{d-1}}{n} \mathrm{~d} r \mathrm{~d} t \\
& \quad \leq n^{-\gamma} \frac{(\log n)^{d-1}}{n}\left[\epsilon_{n} \tau_{1}^{1-\frac{d+1}{\alpha}}+C_{d, T} n^{-\frac{\beta(2-\alpha) d}{2(d+1)}}\right]\left[(\log n)^{d-\alpha}+n^{\beta(\alpha-d)}\right] \tag{B.17}
\end{align*}
$$

The case where $y \in B(z, \log n)^{c}$ and $y^{\prime} \in B(z, \log n)$ is treated in the same way. Finally, if $y, y^{\prime} \in B(z, \log n)^{c}$, Lemma B.3(iv) gives us the bound

$$
\begin{aligned}
\int_{\left(B(z, \log n)^{c}\right)^{2}} & V_{r}\left(y, y^{\prime}\right)\left(\int_{\mathbb{R}^{d}} \zeta_{0}^{n}\left(x ; z, \epsilon_{n}\right) e^{-|z-y|} \mathrm{d} x\right)\left(\int_{\mathbb{R}^{d}} \zeta_{0}^{n}\left(x^{\prime} ; z, \epsilon_{n}\right) e^{-\left|z-y^{\prime}\right|} \mathrm{d} x^{\prime}\right) \mathrm{d} y^{\prime} \mathrm{d} y \\
& \leq C r^{d} \int_{B(z, \log n)^{c}} \int_{B(z, \log n)^{c} \cap B(y, 2 r)} e^{-|z-y|} e^{-\left|z-y^{\prime}\right|} \mathrm{d} y^{\prime} \mathrm{d} y \\
& \leq C r^{d}\left(1 \wedge r^{d}\right) \frac{(\log n)^{d-1}}{n}
\end{aligned}
$$

Integrating over $t$ and $r$ gives the bound

$$
\begin{equation*}
n^{-\gamma} \int_{\tau_{1}}^{T} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}} r^{d}\left(1 \wedge r^{d}\right) \frac{(\log n)^{d-1}}{n} \mathrm{~d} r \mathrm{~d} t \leq C \operatorname{Tn}^{-\gamma} \frac{(\log n)^{d-1}}{n}\left(n^{\beta(\alpha-d)}+1\right) \tag{B.18}
\end{equation*}
$$

For the corresponding bound for (ii), the argument is again much shorter thanks to Point (v) in Lemma B.3:

$$
\begin{aligned}
& \mid \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \mathbb{1}_{\{|y-x|<r\}} \mathbb{1}_{\{|z-x|<r\}} b_{t}^{n}(x ; r)\left(1-w_{t}^{n}(y)\right)\left(1-w_{t}^{n}(z)\right) \\
& \quad\left(\zeta_{T-t}^{n,[L, \infty)}\left(y ; z_{1}, \epsilon\right)-\zeta_{T-t}^{n,[L, \infty)}\left(y ; z_{2}, \epsilon\right)\right)\left(\zeta_{T-t}^{n,[L, \infty)}\left(z ; z_{1}, \epsilon\right)-\zeta_{T-t}^{n,[L, \infty)}\left(z ; z_{2}, \epsilon\right)\right) \mathrm{d} z \mathrm{~d} y \mathrm{~d} x \mid \\
& \leq \\
& \leq \int_{\mathbb{R}^{d}}\left(\zeta_{T-t}^{n,[L, \infty)}\left(y ; z_{1}, \epsilon\right)-\zeta_{T-t}^{n,[L, \infty)}\left(y ; z_{2}, \epsilon\right)\right) \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \mathbb{1}_{\{|y-x|<r\}} \mathbb{1}_{\{|z-x|<r\}} \\
& \quad\left|\zeta_{T-t}^{n,[L, \infty)}\left(z ; z_{1}, \epsilon\right)-\zeta_{T-t}^{n,[L, \infty)}\left(z ; z_{2}, \epsilon\right)\right| \mathrm{d} z \mathrm{~d} x \mathrm{~d} y \\
& \leq 2 \sup _{t \in\left[0, T-\tau_{2}\right]}\left\|\zeta_{T-t}^{n,[L, \infty)}\left(\cdot ; z_{1}, \epsilon\right)-\zeta_{T-t}^{n,[L, \infty)}\left(\cdot ; z_{2}, \epsilon\right)\right\|_{\lambda} \\
& \quad \int_{\mathbb{R}^{d}} \zeta_{T-t}^{n,[L, \infty)}\left(y ; z_{1}, \epsilon\right) \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \mathbb{1}_{\{|y-x|<r\}} \mathbb{1}_{\{|z-x|<r\}} e^{-\lambda|z|} \mathrm{d} z \mathrm{~d} x \mathrm{~d} y \\
& \leq \\
& C_{t \in\left[0, T-\tau_{2}\right]} \sup _{T-t}\left\|\zeta_{T-t}^{n,[L, \infty)}\left(\cdot ; z_{1}, \epsilon\right)-\zeta_{T-t}^{n,[L, \infty)}\left(\cdot ; z_{2}, \epsilon\right)\right\|_{\lambda} \int_{\mathbb{R}^{d}} \zeta_{T-t}^{n,[L, \infty)}\left(y ; z_{1}, \epsilon\right)\left(r^{2 d} \wedge r^{d}\right) \mathrm{d} y \\
& \leq C_{\lambda, d, T}\left(\left|z_{1}-z_{2}\right|^{1 / 2}+\tau_{2}\right) e^{\lambda\left(\left|z_{1}\right|+\epsilon\right)}\left(r^{2 d} \wedge r^{d}\right),
\end{aligned}
$$

which yields

$$
\begin{align*}
& \left\lvert\, u^{2} n^{-\gamma} \int_{0}^{T-\tau_{2}} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}} \int_{\mathbb{R}^{d}} b_{t}^{n}(x ; r)\left\langle\mathbb{1}_{B(x, r)}\left(1-w_{t}^{n}\right), \zeta_{T-t}^{n,[L, \infty)}\left(\cdot ; z_{1}, \epsilon\right)\right.\right. \\
& \left.\quad-\zeta_{T-t}^{n, \mid L, \infty)}\left(\cdot ; z_{2}, \epsilon\right)\right\rangle^{2} \mathrm{~d} x \mathrm{~d} r \mathrm{~d} t \mid
\end{aligned} \quad \begin{aligned}
& \leq C_{\lambda, d, T} n^{-\gamma} \int_{0}^{T-\tau_{2}} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}}\left(r^{2 d} \wedge r^{d}\right)\left(\left|z_{1}-z_{2}\right|^{1 / 2}+\tau_{2}\right) e^{\lambda\left(\left|z_{1}\right|+\epsilon\right)} \mathrm{d} r \mathrm{~d} t \\
& \quad \leq C_{\lambda, d, T} n^{-\gamma}\left(\left|z_{1}-z_{2}\right|^{1 / 2}+\tau_{2}\right) e^{\lambda\left(\left|z_{1}\right|+\epsilon\right)}\left(\int_{n^{-\beta}}^{1} r^{d-1-\alpha} \mathrm{d} r+\int_{1}^{\infty} r^{-1-\alpha} \mathrm{d} r\right) \\
& \quad \leq C_{\lambda, d, T} n^{-\gamma}\left(\left|z_{1}-z_{2}\right|^{1 / 2}+\tau_{2}\right) e^{\lambda\left(\left|z_{1}\right|+\epsilon\right)}\left(n^{(\alpha-d) \beta}+C\right) \\
& \quad \leq C_{\lambda, d, T} n^{-(d-1) \beta}\left(\left|z_{1}-z_{2}\right|^{1 / 2}+\tau_{2}\right) e^{\lambda\left(\left|z_{1}\right|+\epsilon\right)}
\end{align*}
$$

since $n^{(\alpha-1) \beta} n^{-\gamma}=1$.

For $t \in\left(T-\tau_{1}, T\right)$, we apply Lemma B. 7 to obtain

$$
\begin{aligned}
& \left|\int_{\mathbb{R}^{d}} b_{t}^{n}(x ; r)\left\langle\mathbb{1}_{B(x, r)}\left(1-w_{t}^{n}\right), \zeta_{T-t}^{n,[L, \infty)}\left(\cdot ; z, \epsilon_{n}\right)\right\rangle^{2} \mathrm{~d} x\right| \\
& \quad \leq C \int \zeta_{T-t}^{n,[L, \infty)}\left(y ; z, \epsilon_{n}\right) \iint \mathbb{1}_{\{|y-x|<r\}} \mathbb{1}_{\left\{\left|y^{\prime}-x\right|<r\right\}} \zeta_{T-t}^{n,[L, \infty)}\left(y^{\prime} ; z, \epsilon_{n}\right) \mathrm{d} y^{\prime} \mathrm{d} x \mathrm{~d} y \\
& \quad \leq C_{d} \int \zeta_{T-t}^{n,[L, \infty)}\left(y ; z, \epsilon_{n}\right) \int \mathbb{1}_{\{|y-x|<r\}}\left(1 \wedge\left(\left((T-t)^{-d / \alpha}+e^{-n^{c_{5}}}\right) r^{d}\right)\right) \mathrm{d} x \mathrm{~d} y \\
& \quad \leq C_{d}\left(r^{d} \wedge\left(\left((T-t)^{-d / \alpha}+e^{-n^{c_{5}}}\right) r^{2 d}\right)\right),
\end{aligned}
$$

which implies that

$$
\begin{align*}
& \left\lvert\, u^{2} n^{-\gamma} \int_{T-\tau_{1}}^{T} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}} \int_{\mathbb{R}^{d}} b_{t}^{n}(x ; r)\left(\left\langle\mathbb{1}_{B(x, r)}\left(1-w_{t}^{n}\right), \zeta_{T-t}^{n,[L, \infty)}\left(\cdot ; z, \epsilon_{n}\right)\right\rangle^{2} \mathrm{~d} x \mathrm{~d} r \mathrm{~d} t \mid\right.\right. \\
& \leq C n^{-\gamma} \int_{0}^{\tau_{1}} \int_{n^{-\beta}}^{\infty}\left[r^{-1-\alpha} \wedge\left(t^{-d / \alpha}+e^{-n^{c}}\right) r^{d-1-\alpha}\right] \mathrm{d} r \mathrm{~d} t \\
& =C n^{-\gamma} \int_{n^{-\beta}}^{\infty} \int_{0}^{r^{\alpha} \wedge \tau_{1}} r^{-1-\alpha} \mathrm{d} t \mathrm{~d} r+C n^{-\gamma} \int_{n^{-\beta}}^{\infty} \int_{r^{\alpha} \wedge \tau_{1}}^{\tau_{1}}\left(t^{-d / \alpha}+e^{-n^{c_{5}}}\right) r^{d-1-\alpha} \mathrm{d} t \mathrm{~d} r \\
& =C n^{-\gamma} \int_{n^{-\beta}}^{\tau_{1}^{1 / \alpha}} r^{-1} \mathrm{~d} r+C \tau_{1} n^{-\gamma} \int_{\tau_{1}^{1 / \alpha}}^{\infty} r^{-1-\alpha} \mathrm{d} r+C n^{-\gamma} \int_{n^{-\beta}}^{\tau_{1}^{1 / \alpha}} \int_{r^{\alpha}}^{\tau_{1}} t^{-d / \alpha} r^{d-1-\alpha} \mathrm{d} t \mathrm{~d} r \\
& \leq C n^{-\gamma} \log n+C n^{-\gamma+\beta(\alpha-d)} \tau_{1}^{1-d / \alpha} \tag{B.20}
\end{align*}
$$

The same bound holds for (ii), with $\tau_{1}$ replaced by $\tau_{2}$.
Combining (B.15), (B.16), (B.17), (B.18) and (B.20) yields (recall that $\epsilon_{n} \leq \epsilon_{n}^{\prime}$ )

$$
\begin{aligned}
{\left[\mathcal{M}^{n, \zeta_{0}^{n}\left(\cdot ; z, \epsilon_{n}\right)-\zeta_{0}^{n}\left(\cdot ; z, \epsilon_{n}^{\prime}\right)}\right]_{T} \leq } & C n^{-(\alpha-1) \beta / 2}+n^{-\gamma+\beta(\alpha-d)} \tau_{1}^{1-d / \alpha} \\
& +n^{-\gamma}(\log n)^{d}\left((\log n)^{d-\alpha}+n^{\beta(\alpha-d)}\right)\left[\epsilon_{n}^{\prime 2} \tau_{1}^{1-\frac{2(d+1)}{\alpha}}\right. \\
& \left.+2 \epsilon_{n}^{\prime} n^{-\frac{\beta(2-\alpha) d}{2(d+1)}} \tau_{1}^{1-\frac{d+1}{\alpha}}+n^{-\frac{\beta(2-\alpha) d}{(d+1)}}\right]
\end{aligned}
$$

while combining (B.15), (B.19) and (B.20) gives us

$$
\begin{aligned}
{\left[\mathcal{M}^{n, \zeta_{0}^{n}\left(; ; z_{1}, \epsilon\right)-\zeta_{0}^{n}\left(\cdot ; z_{2}, \epsilon\right)}\right]_{T} \leq } & C n^{-(\alpha-1) \beta / 2}+C_{\lambda, d, T}\left(\left|z_{1}-z_{2}\right|^{1 / 2}+\tau_{2}\right) e^{\lambda\left(\left|z_{1}\right|+\epsilon\right)} \\
& +C_{d} n^{-\gamma+\beta(\alpha-d)} \tau_{2}^{(\alpha-d) / \alpha}
\end{aligned}
$$

Now, by the Burkholder-Davis-Gundy inequality ([12]),

$$
\mathbb{E}\left[\sup _{t \leq T}\left|\mathcal{M}_{t}^{n, \zeta_{0}^{n}\left(\cdot ; z, \epsilon_{n}\right)-\zeta_{0}^{n}\left(\cdot ; z, \epsilon_{n}^{\prime}\right)}\right|\right] \leq\left[\mathcal{M}^{n, \zeta_{0}^{n}\left(\cdot ; z, \epsilon_{n}\right)-\zeta_{0}^{n}\left(\cdot ; z, \epsilon_{n}^{\prime}\right)}\right]_{T}^{1 / 2}
$$

Combining this and the estimate for the drift term yields the desired result.

## B. 3 Lemmas

We define for $\theta \in \mathbb{R}^{d}$,

$$
\tilde{q}_{t}^{n,\{k\}}(\theta)=\mathbb{E}\left[e^{i \theta \cdot\left(X_{t}^{n}-X_{0}^{n}\right)} \mathbb{1}_{\left\{K_{t}=k\right\}}\right],
$$

and correspondingly $\tilde{q}_{t}^{n, I}(\theta)$ for $I \subset[0, \infty)$, as well as $\tilde{q}_{t}^{n}(\theta)=\tilde{q}_{t}^{n,[0, \infty)}(\theta)$. Recall the representation of $X^{n}$ using random walks in (B.9). As $X^{n}$ has independent and stationary
increments, the Lévy-Khintchine Formula (see e.g. Theorems 2.7.10 and 2.8.1 of [46]) implies that

$$
\tilde{q}_{t}^{n,[0, \infty)}(\theta)=\mathbb{E}\left[e^{i \theta \cdot\left(X_{t}^{n}-X_{0}^{n}\right)}\right]=e^{t \psi^{n}(\theta)},
$$

where

$$
\begin{equation*}
\psi^{n}(\theta)=\int_{\mathbb{R}^{d}}\left(e^{i \theta \cdot x}-1\right) \nu^{n}(\mathrm{~d} x) \tag{B.21}
\end{equation*}
$$

Similarly, we define the limiting Lévy measure

$$
\nu(\mathrm{d} x)=\int_{0}^{\infty} \frac{u V_{r}}{r^{d+1+\alpha}} \sqcap_{r}^{* 2}(x) \mathrm{d} r \mathrm{~d} x
$$

as well as the corresponding function $\psi$,

$$
\begin{equation*}
\psi(\theta)=\int_{\mathbb{R}^{d}}\left(e^{i \theta \cdot x}-1\right) \nu(\mathrm{d} x) \tag{B.22}
\end{equation*}
$$

We observe that for all $t>0,\left|e^{t \psi^{n}(\theta)}\right| \leq 1$ and hence $\left|e^{t \psi(\theta)}\right| \leq 1$.
Lemma B.4. For all $n$, we have:
(i) For all $\theta \in \mathbb{R}^{d},\left|\psi^{n}(\theta)-\psi(\theta)\right| \leq \frac{4^{d}}{3} n^{-\beta(2-\alpha)}|\theta|^{2}$.
(ii) For $|\theta| \leq n^{\beta},-\psi^{n}(\theta) \geq c|\theta|^{\alpha}$ for some positive constant $c=c_{d}$ independent of $n$. Hence $-\psi(\theta) \geq c|\theta|^{\alpha}$ for all $\theta$.

Proof. Since $\nu$ is radially symmetric, (B.21) implies

$$
\begin{aligned}
\psi^{n}(\theta) & =\frac{1}{2} \int_{\mathbb{R}^{d}}\left(e^{i \theta \cdot x}-2+e^{-i \theta \cdot x}\right) \nu^{n}(\mathrm{~d} x)=\frac{1}{2} \int_{\mathbb{R}^{d}}\left(e^{i \theta \cdot x / 2}-e^{-i \theta \cdot x / 2}\right)^{2} \nu^{n}(\mathrm{~d} x) \\
& =-2 \int_{\mathbb{R}^{d}} \sin ^{2}(\theta \cdot x / 2) \nu^{n}(\mathrm{~d} x)=-2 \int_{\mathbb{R}^{d}} \sin ^{2}(\theta \cdot x / 2) \int_{n^{-\beta}}^{\infty} \frac{V_{r}}{r^{d+1+\alpha}} \sqcap_{r}^{* 2}(x) \mathrm{d} r \mathrm{~d} x
\end{aligned}
$$

The calculations above can easily be repeated for $X$ and $\psi$, then

$$
\begin{aligned}
\frac{1}{2}\left|\psi^{n}(\theta)-\psi(\theta)\right| & =\left|\int_{0}^{n^{-\beta}} \frac{V_{r}}{r^{d+1+\alpha}} \int_{\mathbb{R}^{d}} \sin ^{2}(\theta \cdot x / 2) \int \sqcap_{r}(y) \sqcap_{r}(x-y) \mathrm{d} y \mathrm{~d} x \mathrm{~d} r\right| \\
& =\int_{0}^{n^{-\beta}} \frac{V_{r}}{r^{d+1+\alpha}} \int_{\mathbb{R}^{d}} \frac{\sin ^{2}(\theta \cdot x / 2)}{V_{r}^{2}} \int \mathbb{1}_{\{|y|<r\}} \mathbb{1}_{\{|x-y|<r\}} \mathrm{d} y \mathrm{~d} x \mathrm{~d} r \\
& \leq \int_{0}^{n^{-\beta}} \frac{1}{r^{d+1+\alpha}} \int_{\mathbb{R}^{d}} \sin ^{2}(\theta \cdot x / 2) \int \mathbb{1}_{\{|x|<2 r\}} \mathrm{d} x \mathrm{~d} r \\
& =\int_{0}^{n^{-\beta}} \frac{1}{r^{d+1+\alpha}} \int_{|x|<2 r} \sin ^{2}(\theta \cdot x / 2) \mathrm{d} x \mathrm{~d} r
\end{aligned}
$$

Since $|\sin (x)| \leq|x|$ for all $x$, we have

$$
\begin{aligned}
\frac{1}{2}\left|\psi^{n}(\theta)-\psi(\theta)\right| & \leq \frac{1}{4} \int_{0}^{n^{-\beta}} \frac{1}{r^{d+1+\alpha}} \int_{|x|<2 r}\left(\sum_{i=1}^{d} \theta_{i} x_{i}\right)^{2} \mathrm{~d} x \mathrm{~d} r \\
& \leq \frac{1}{4} \int_{0}^{n^{-\beta}} \frac{1}{r^{d+1+\alpha}} \int_{-2 r}^{2 r} \ldots \int_{-2 r}^{2 r}\left(\sum_{i=1}^{d} \theta_{i} x_{i}\right)^{2} \mathrm{~d} x_{1} \ldots \mathrm{~d} x_{d} \mathrm{~d} r \\
& \leq \frac{1}{4} \sum_{i=1}^{d} \theta_{i}^{2} \int_{0}^{n^{-\beta}} \frac{1}{r^{d+1+\alpha}} \int_{-2 r}^{2 r} \ldots \int_{-2 r}^{2 r} x_{i}^{2} \mathrm{~d} x_{1} \ldots \mathrm{~d} x_{d} \mathrm{~d} r
\end{aligned}
$$

The ( $d+1$ )-dimensional integral above is the same for all $i$ (by symmetry), and is equal to

$$
\int_{0}^{n^{-\beta}} \frac{(4 r)^{d-1}}{r^{d+1+\alpha}} \int_{-2 r}^{2 r} x_{1}^{2} \mathrm{~d} x_{1} \mathrm{~d} r=\int_{0}^{n^{-\beta}} \frac{4^{d-1}}{r^{2+\alpha}} \frac{2}{3}(2 r)^{3} \mathrm{~d} r=\frac{4^{d+1}}{3} \int_{0}^{n^{-\beta}} r^{1-\alpha} \mathrm{d} r=\frac{4^{d+1}}{3} n^{-\beta(2-\alpha)} .
$$

Hence

$$
\left|\psi^{n}(\theta)-\psi(\theta)\right| \leq \frac{4^{d}}{3} n^{-\beta(2-\alpha)}|\theta|^{2}
$$

as required by $(i)$.
For (ii), we have

$$
\begin{aligned}
-\frac{1}{2} \psi^{n}(\theta) & =\int_{\mathbb{R}^{d}} \sin ^{2}(\theta \cdot x / 2) \int_{n^{-\beta}}^{\infty} \frac{V_{r}}{r^{d+1+\alpha}} \sqcap_{r}^{* 2}(x) \mathrm{d} r \mathrm{~d} x \\
& =\int_{\mathbb{R}^{d}} \sin ^{2}(\theta \cdot x / 2) \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha} V_{r}} \int_{\mathbb{R}^{d}} \mathbb{1}_{\{|y|<r\}} \mathbb{1}_{\{|x-y|<r\}} \mathrm{d} y \mathrm{~d} r \mathrm{~d} x \\
& \geq c_{0} \int_{\mathbb{R}^{d}} \sin ^{2}(\theta \cdot x / 2) \int_{n^{-\beta}}^{\infty} \frac{1}{r^{d+1+\alpha}} \mathbb{1}_{\{|x|<r\}} \mathrm{d} r \mathrm{~d} x
\end{aligned}
$$

since the intersection of the disc $\{y:|y|<r\}$ and $\{y:|y-x|<r\}$ has volume larger than $c_{0} V_{r}$ for some positive constant $c_{0}$ (dependent on $d$ ) if $|x|<r$. For $d=1$ and $\theta_{1}>0$, we have

$$
\begin{aligned}
-\frac{1}{2} \psi^{n}\left(\theta_{1}\right) & \geq 2 c_{0} \int_{n^{-\beta}}^{\infty} \int_{0}^{r} \sin ^{2}\left(\theta_{1} x / 2\right) \frac{1}{r^{2+\alpha}} \mathrm{d} x \mathrm{~d} r \\
& =2 c_{0} \int_{0}^{\infty} \int_{n^{-\beta} \vee x}^{\infty} \sin ^{2}\left(\theta_{1} x / 2\right) \frac{1}{r^{2+\alpha}} \mathrm{d} r \mathrm{~d} x \\
& =\frac{2 c_{0}}{1+\alpha} \int_{0}^{\infty} \sin ^{2}\left(\theta_{1} x / 2\right)\left(n^{-\beta} \vee x\right)^{-(1+\alpha)} \mathrm{d} x \\
& \geq \frac{2 c_{0}}{1+\alpha} \int_{n^{-\beta}}^{\infty} \sin ^{2}\left(\theta_{1} x / 2\right) x^{-(1+\alpha)} \mathrm{d} x \\
& =\frac{2 c_{0}}{1+\alpha} \theta_{1}^{\alpha} \int_{\theta_{1} n^{-\beta}}^{\infty} \sin ^{2}(y / 2) y^{-(1+\alpha)} \mathrm{d} y
\end{aligned}
$$

Since $\theta_{1} \leq n^{\beta}$, the integral in the above is bounded below by a constant. By symmetry, with thus obtain that for any $\theta$ such that $|\theta| \leq n^{\beta}$,

$$
\begin{equation*}
-\psi^{n}(\theta) \geq c|\theta|^{\alpha} \tag{B.23}
\end{equation*}
$$

for some $c>0$. We can carry out a similar calculation for $d \geq 2$. Since $\psi^{n}$ is radially symmetric, it suffices to consider $\theta=\left(\theta_{1}, 0, \ldots, 0\right)$ with $\theta_{1}>0$ :

$$
\begin{aligned}
-\frac{1}{2} \psi^{n}(\theta) & \geq c_{0} \int_{n^{-\beta}}^{\infty} \int_{0}^{r} \int_{|x|=\rho} \sin ^{2}\left(\theta_{1} x_{1} / 2\right) \frac{1}{r^{d+1+\alpha}} \mathrm{d} x d \rho \mathrm{~d} r \\
& =c_{0} \int_{0}^{\infty} \int_{n^{-\beta} \vee \rho}^{\infty} \int_{|x|=\rho} \sin ^{2}\left(\theta_{1} x_{1} / 2\right) \frac{1}{r^{d+1+\alpha}} \mathrm{d} x \mathrm{~d} r d \rho \\
& =\frac{c_{0}}{d+\alpha} \int_{0}^{\infty} \int_{|x|=\rho} \sin ^{2}\left(\theta_{1} x_{1} / 2\right)\left(n^{-\beta} \vee \rho\right)^{-(d+\alpha)} \mathrm{d} x d \rho \\
& \geq \frac{c_{0}}{d+\alpha} \int_{n^{-\beta}}^{\infty} \int_{|x|=\rho} \sin ^{2}\left(\theta_{1} x_{1} / 2\right) \rho^{-(d+\alpha)} \mathrm{d} x d \rho \\
& =\frac{c_{0}}{d+\alpha} \int_{n^{-\beta}}^{\infty} \int_{|y|=1} \sin ^{2}\left(\rho \theta_{1} y_{1} / 2\right) \rho^{-(1+\alpha)} \mathrm{d} y d \rho \\
& =\frac{c_{0}}{d+\alpha} \theta_{1}^{\alpha} \int_{\theta_{1} n^{-\beta}}^{\infty} \int_{|y|=1} \sin ^{2}\left(r y_{1} / 2\right) r^{-(1+\alpha)} \mathrm{d} y \mathrm{~d} r
\end{aligned}
$$

Since $\theta_{1}=|\theta| \leq n^{\beta}$, the double integral in the above is bounded below by a constant. Therefore we arrive at the same estimate as in (B.23) and we have proved (ii).

Lemma B.5. (i) Let $c_{2} \in(0, \alpha)$ be a constant. If $n^{-c_{2} \beta(2-\alpha) /(2(d+1))} \leq t \leq T$, then

$$
\int_{|\theta| \leq n^{\beta}}\left|\left(e^{t\left(\psi^{n}(\theta)-\psi(\theta)\right)}-1\right) e^{t \psi(\theta)}\right| d \theta \leq C_{d, T} n^{-\beta(2-\alpha) d /(2(d+1))}
$$

(ii) Let $Z_{r}$ be a uniform random variable on $B(0, r) \subset \mathbb{R}^{d}$, then

$$
\mathbb{E}\left[e^{i \theta \cdot Z_{r}}\right]=\frac{2^{d / 2} \Gamma(d / 2+1)}{|r \theta|^{d / 2}} J_{d / 2}(|r \theta|)
$$

where $J_{d / 2}$ is the Bessel function of the first kind of order $d / 2$.
(iii) If $M \geq 2$, then under the assumptions of (i) there exist positive $a$ (with $a<1$ ) and $C_{d}$, independent of $M$, such that for all $t>0$,

$$
\int_{|\theta| \geq n^{\beta}}\left|\tilde{q}_{t}^{n,[M, \infty)}(\theta)\right| d \theta \leq C_{d} n^{\beta d} a^{M-1}
$$

Proof. Let $\epsilon=n^{-\beta(2-\alpha) d /(d+1)}$. For $|\theta| \leq \sqrt{\epsilon n^{\beta(2-\alpha)}}=n^{\beta(2-\alpha) /(2(d+1))}$, Lemma B. $4(i)$ implies for $t \leq T$ and sufficiently large $n$,

$$
\left|e^{t\left(\psi^{n}(\theta)-\psi(\theta)\right)}-1\right| \leq C t\left|\psi^{n}(\theta)-\psi(\theta)\right| \leq C_{d, T} \epsilon
$$

Hence

$$
\begin{aligned}
& \int_{|\theta| \leq n^{\beta}}\left|\left(e^{t\left(\psi^{n}(\theta)-\psi(\theta)\right.}-1\right) e^{t \psi(\theta)}\right| d \theta \\
& \quad \leq \int_{|\theta| \leq \sqrt{\epsilon n^{\beta(2-\alpha)}}}\left|\left(e^{t\left(\psi^{n}(\theta)-\psi(\theta)\right.}-1\right) e^{t \psi(\theta)}\right| d \theta+\int_{\sqrt{\epsilon n^{\beta(2-\alpha)}}<|\theta| \leq n^{\beta}}\left(e^{t \psi^{n}(\theta)}+e^{t \psi(\theta)}\right) d \theta \\
& \quad \leq C_{d, T}\left(\epsilon n^{\beta(2-\alpha)}\right)^{d / 2} \epsilon+C_{d} \int_{\sqrt{\epsilon n^{\beta(2-\alpha)}}}^{n^{\beta}} r^{d-1} e^{-c t r^{\alpha}} \mathrm{d} r
\end{aligned}
$$

by Lemma B.4(ii). The first term is equal to $C_{d, T} n^{-\frac{\beta(2-\alpha) d}{2(d+1)}}$. Since

$$
t r^{\alpha} \geq n^{\left(\alpha-c_{2}\right) \beta(2-\alpha) /(2(d+1))}
$$

in the integral, the second term is bounded by $C n^{\beta d} e^{-c n^{b}}$ (with $b=\left(\alpha-c_{2}\right) \beta(2-\alpha) /(2(d+$ $1))>0$ ). Both estimates combined give us $(i)$.

For (ii), we use Theorem 4.15 of [48], which states that the Fourier transform of the indicator function on the unit ball in $d$ dimensions is

$$
\int_{\mathbb{R}^{d}} \mathbb{1}_{[0,1]}(|x|) e^{i \theta \cdot x} \mathrm{~d} x=\left|\frac{\theta}{2 \pi}\right|^{-d / 2} J_{d / 2}(|\theta|)
$$

Hence, dividing by the volume of the unit ball in $d$ dimensions, which is $\pi^{d / 2} / \Gamma(d / 2+1)$, yields

$$
\begin{equation*}
\mathbb{E}\left[e^{i \theta \cdot Z_{1}}\right]=\frac{2^{d / 2} \Gamma(d / 2+1)}{|\theta|^{d / 2}} J_{d / 2}(|\theta|) \tag{B.24}
\end{equation*}
$$

Scaling $Z_{1}$ by a factor of $r$ gives us the desired result.
For (iii), we recall from (B.9) the representation of $X^{n}$ using random walks with step size $Y_{k}$. Let $R$ be an $\mathbb{R}$-valued r.v. distributed according to $\frac{V_{1}}{A} r^{-(1+\alpha)} \mathbb{1}_{\left\{r>n^{-\beta}\right\}} \mathrm{d} r, Z$ be
a uniformly distributed random variable in $B(0,1)$ and $\tilde{\rho}(\theta)=\mathbb{E}\left[e^{i \theta \cdot Z}\right]$. Then $\tilde{\rho}$ is given by (B.24) is real and

$$
\tilde{q}_{t}^{n,[M, \infty)}(\theta)=\mathbb{E}_{K_{t}}\left[\left(\mathbb{E}_{R}\left[\tilde{\rho}(R \theta)^{2}\right]\right)^{K_{t}} \mathbb{1}_{\left\{K_{t} \geq M\right\}}\right]
$$

where $\mathbb{E}_{K_{t}}$ and $\mathbb{E}_{R}$ are expectations taken with respect to $K_{t}$ and $R$, respectively. Observe that

$$
\mathbb{E}_{R}\left[\tilde{\rho}(R \theta)^{2}\right]=n^{-\alpha \beta} \int_{n^{-\beta}}^{\infty} r^{-(1+\alpha)} \tilde{\rho}(r \theta)^{2} \mathrm{~d} r
$$

First, we show $|\tilde{\rho}(v)|=\left|\mathbb{E}\left[e^{i v \cdot Z}\right]\right|$ is bounded above by a constant $a \in(0,1)$ for $|v| \geq 1$ uniformly. Since $Z$ is radially symmetric about 0 , we have $\tilde{\rho}(v)=\mathbb{E}[\cos (v \cdot Z)]=$ $\mathbb{E}\left[\cos \left(v_{1} Z^{(1)}\right)\right]$, where $v_{1}$ and $Z^{(1)}$ denote the first coordinate of $v$ and $Z$, respectively. It suffices to consider $v_{1} \geq 1$. Let $\delta_{1}$ be a small positive constant. If $\left|v_{1} Z^{(1)}-n \pi\right| \geq \delta_{1}$ for all $n \in \mathbb{Z}$, then $\left|\cos \left(v_{1} Z^{(1)}\right)\right| \leq \cos \delta_{1}<1$. Let $I_{n}=\left(\left(n \pi-\delta_{1}\right) / v_{1},\left(n \pi+\delta_{1}\right) / v_{1}\right)$, then

$$
\mathbb{P}\left[\left|v_{1} Z^{(1)}-n \pi\right|<\delta_{1} \text { for some } n \in \mathbb{Z}\right]=\sum_{n=-\infty}^{\infty} \mathbb{P}\left[Z^{(1)} \in I_{n}\right]
$$

Since $-1 \leq Z^{(1)} \leq 1$, the intervals $I_{n}$ for which the probabilities on the right hand side above are non-empty and have total length $\leq 2 \delta_{1}$. These intervals do not overlap. The way to arrange non-overlapping intervals $J_{n}$ of total length $2 \delta_{1}$ so that the probability $\sum_{n} \mathbb{P}\left[Z^{(1)} \in J_{n}\right]$ is maximised is to take $J_{1}=\left[-1,-1+\delta_{1}\right], J_{2}=\left[1-\delta_{1}, 1\right]$ and $J_{n}=\emptyset$ otherwise. Therefore

$$
\mathbb{P}\left[\left|v_{1} Z^{(1)}-n \pi\right|<\delta_{1} \text { for some } n \in \mathbb{Z}\right] \leq 2 \mathbb{P}\left[Z^{(1)} \geq\left[1-\delta_{1}, 1\right]\right] \leq 2 \delta_{2}
$$

for some $\delta_{2} \in(0,1 / 4)$ if we pick a sufficiently small $\delta_{1}$. This implies

$$
\begin{aligned}
\mathbb{E}\left[\cos \left(v_{1} Z^{(1)}\right)\right] & =\mathbb{E}\left[\cos \left(v_{1} Z^{(1)}\right) \mathbb{1}_{\left|v_{1} Z^{(1)}-n \pi\right| \geq \delta_{1}}\right]+\mathbb{E}\left[\cos \left(v_{1} Z^{(1)}\right) \mathbb{1}_{\left|v_{1} Z^{(1)}-n \pi\right|<\delta_{1}}\right] \\
& \leq\left(\cos \delta_{1}\right) \mathbb{P}\left[\left|v_{1} Z^{(1)}-n \pi\right| \geq \delta_{1}\right]+\mathbb{P}\left[\left|v_{1} Z^{(1)}-n \pi\right|<\delta_{1}\right] \leq a
\end{aligned}
$$

for some $a \in(0,1)$. This estimate implies

$$
\mathbb{E}_{R}\left[\tilde{\rho}(R \theta)^{2}\right] \leq a
$$

for $|\theta| \geq n^{\beta}$.
Second, plugging in $\theta=n^{\beta} \xi$ yields

$$
\begin{aligned}
\mathbb{E}_{R}\left[\tilde{\rho}\left(R n^{\beta} \xi\right)^{2}\right] & =n^{-\alpha \beta} \int_{n^{-\beta}}^{\infty} r^{-(1+\alpha)} \tilde{\rho}\left(r n^{\beta} \xi\right)^{2} \mathrm{~d} r=\int_{1}^{\infty} x^{-(1+\alpha)} \tilde{\rho}(x \xi)^{2} \mathrm{~d} x \\
& =2^{d} \Gamma(d / 2+1)^{2} \int_{1}^{\infty} x^{-(1+\alpha)} \frac{J_{d / 2}(|x \xi|)^{2}}{|x \xi|^{d}} \mathrm{~d} x \leq C_{d} \int_{1}^{\infty} x^{-(1+\alpha)}|x \xi|^{-(d+1)} \mathrm{d} x \\
& \leq C_{d}|\xi|^{-(d+1)}
\end{aligned}
$$

where we use the fact $\left|J_{\nu}(z)\right|<C z^{-1 / 2}$ for $\nu>0$ ([1], p. 362, 9.1.61). The two estimates above imply that there exist $a \in(0,1)$ and $C_{d}>0$ (both independent of $M$ ) such that for $|\xi| \geq n^{-\beta}$,

$$
\mathbb{E}_{R}\left[\tilde{\rho}\left(R n^{\beta} \xi\right)^{2}\right] \leq a \wedge C_{d}|\xi|^{-(d+1)}
$$

We use this to estimate

$$
\begin{aligned}
& \int_{|\theta| \geq n^{\beta}}\left|\tilde{q}_{t}^{n,[M, \infty)}(\theta)\right| d \theta \\
&=n^{\beta d} \int_{|\xi| \geq 1}\left|\tilde{q}_{t}^{n,[M, \infty)}\left(n^{\beta} \xi\right)\right| d \xi \\
& \leq n^{\beta d} \int_{|\xi| \geq 1}\left(a \wedge C_{d}|\xi|^{-(d+1)}\right)^{M} d \xi \\
& \leq n^{\beta d}\left(\int_{1 \leq|\xi| \leq\left(C_{d} / a\right)^{1 /(d+1)}} a^{M} d \xi+\int_{|\xi|>\left(C_{d} / a\right)^{1 /(d+1)}}\left(C_{d}|\xi|^{-(d+1)}\right)^{M} d \xi\right) \\
& \leq n^{\beta d}\left(C_{d} a^{M}\left(C_{d} / a\right)^{d /(d+1)}+\int_{\left(C_{d} / a\right)^{1 /(d+1)}}^{\infty}\left(C_{d} r^{-(d+1)}\right)^{M} r^{d-1} \mathrm{~d} r\right) .
\end{aligned}
$$

We take $\rho=r / C_{d}^{1 /(d+1)}$ (hence $C_{d} r^{-(d+1)}=\rho^{-(d+1)}$ ) to obtain

$$
\begin{aligned}
\int_{|\theta| \geq n^{\beta}}\left|\tilde{q}_{t}^{n,[M, \infty)}(\theta)\right| d \theta & \leq C_{d}^{\prime} n^{\beta d}\left(a^{M-d /(d+1)}+\int_{1 / a^{1 /(d+1)}}^{\infty}\left(\rho^{-(d+1)}\right)^{M}\left(\rho C_{d}^{1 /(d+1)}\right)^{d-1} d \rho\right) \\
& \leq C_{d}^{\prime} n^{\beta d}\left(a^{M-1}+\int_{1 / a^{1 /(d+1)}}^{\infty} \rho^{-(d+1)(M-1)-2} d \rho\right) \\
& \leq C_{d}^{\prime} n^{\beta d}\left(a^{M-1}+\left(1 / a^{1 /(d+1)}\right)^{-(d+1)(M-1)-1}\right) \\
& \leq C_{d}^{\prime} n^{\beta d} a^{M-1}
\end{aligned}
$$

if $M \geq 2$. Hence we have established (iii).
Lemma B.6. Let $c_{3} \in(0,1)$ be a constant. If $M=n^{c_{3} \alpha \beta / 2}$ and $n^{-\left(1-c_{3}\right) \alpha \beta} \leq t \leq T$, then $\mathbb{P}\left[K_{t}<M\right] \leq C e^{-n^{c_{3} \alpha \beta / 2}}$. Hence, $\int_{0}^{T} \mathbb{P}\left[K_{t}<M\right] \mathrm{d} t \leq C_{T} n^{-\left(1-c_{3}\right) \alpha \beta}$.

Proof. By a standard tail estimate for the $\operatorname{Poisson}\left(V_{1} n^{\alpha \beta} t\right)$ random variable $K_{t}$, since $M \leq V_{1} n^{\alpha \beta} t$ we can write

$$
\begin{aligned}
\mathbb{P}\left[K_{t}<M\right] & \leq e^{-V_{1} n^{\alpha \beta} t}\left(\frac{e V_{1} n^{\alpha \beta} t}{M}\right)^{M} \\
& =\exp \left(-V_{1} n^{\alpha \beta} t+M\left(1+\log V_{1}+\log \left(n^{\alpha \beta} t\right)-\log M\right)\right)
\end{aligned}
$$

The dominant term in the exponent above is $V_{1} n^{\alpha \beta} t$, which is $\geq V_{1} n^{c_{3} \alpha \beta}$, hence

$$
\mathbb{P}\left[K_{t}<M\right] \leq C e^{-n^{c_{3} \alpha \beta / 2}}
$$

This establishes the estimate on $\mathbb{P}\left[K_{t}<M\right]$. The estimate on its integral follows easily by splitting the integral over $\left[0, n^{-\left(1-c_{3}\right) \alpha \beta}\right)$ and $\left[n^{-\left(1-c_{3}\right) \alpha \beta}, T\right]$.

Finally we turn to the proof of our key lemma.

Proof of Lemma B.3. Recall from (B.9) the representation of $X^{n}$ using random walks with step size $Y_{k}$ : conditioned on $R_{k}$, which has density $n^{-\alpha \beta} r^{-(1+\alpha)} \mathbb{1}_{\left\{r>n^{-\beta}\right\}} \mathrm{d} r, Y_{k} \mid R_{k}=$ $r$ has density $\square_{r}^{* 2}(x)$. Recall also the definition of $q_{t}^{n}$ given in (B.10) and let $q$ be the density of the limiting $\alpha$-stable process with Laplace exponent $\psi$ defined in (B.22). We
write

$$
\begin{aligned}
& 2 \pi\left|q_{t}^{n,[M, \infty)}(x)-q_{t}(x)\right|=\left|\int_{\mathbb{R}^{d}}\left(e^{t \psi^{n}(\theta)}-\mathbb{E}\left[e^{i \theta \cdot\left(X_{t}^{n}-X_{0}^{n}\right)} \mathbb{1}_{\left\{K_{t}<M\right\}}\right]-e^{t \psi(\theta)}\right) e^{-i \theta \cdot x} d \theta\right| \\
& \leq\left|\int_{|\theta|<n^{\beta}}\left(e^{t\left(\psi^{n}(\theta)-\psi(\theta)\right)}-1\right) e^{t \psi(\theta)} e^{-i \theta \cdot x} d \theta\right|+\left|\int_{|\theta|<n^{\beta}} \mathbb{P}\left[K_{t}<M\right] d \theta\right| \\
&+\left|\int_{|\theta| \geq n^{\beta}} e^{t \psi(\theta)} d \theta\right|+\left|\int_{|\theta| \geq n^{\beta}} \tilde{q}_{t}^{n,[M, \infty)}(\theta) d \theta\right| .
\end{aligned}
$$

Lemma B. 5 implies that the first and fourth terms are bounded above by

$$
C_{d, T} n^{-\beta(2-\alpha) d /(2(d+1))}, C_{d} n^{\beta d} a^{M-1}
$$

respectively, where we also use $t \geq n^{-c_{2} \beta(2-\alpha) /(2(d+1))}$. The second term is bounded above by

$$
C_{d} \mathbb{P}\left[K_{t}<M\right] n^{\beta d}
$$

Lemma B.4(ii) implies that the third term is bounded by

$$
\begin{aligned}
& \int_{|\theta| \geq n^{\beta}} e^{t \psi(\theta)} d \theta \leq \int_{|\theta| \geq n^{\beta}} e^{-c t|\theta|^{\alpha}} d \theta \leq C_{d} \int_{n^{\beta}}^{\infty} r^{d-1} \exp \left(-c n^{-c_{2} \beta(2-\alpha) /(2(d+1))} r\right) \mathrm{d} r \\
& \leq C_{d} \int_{n^{\beta}}^{\infty} \exp \left(-c n^{-c_{2} \beta(2-\alpha) /(2(d+1))} r+(d-1) \log r\right) \mathrm{d} r \\
& \leq C_{d} \int_{n^{\beta}}^{\infty} \exp \left(-c n^{-c_{2} \beta(2-\alpha) /(2(d+1))} r / 2\right) \mathrm{d} r \leq C_{d} \exp \left(-\frac{c}{2} n^{\beta-c_{2} \beta(2-\alpha) /(2(d+1))}\right) .
\end{aligned}
$$

Combining the estimates for these four terms yields the desired result in $(i)$ for the case $M \geq 2$. Using Lemma B.6, the estimate for $L=n^{c_{1} \alpha \beta / 2}$ follows easily (noting that $n^{-\left(1-c_{1}\right) \alpha \beta}$ is always smaller than $n^{-c_{2} \beta(2-\alpha) /[2(d+1)]}$ whenever $\left.c_{2}<1\right)$.

For (ii), we observe that it was shown in Lemma 6.1 that the process $\eta_{t}$ with generator (6.30) is a symmetric $\alpha$-stable process, hence $\eta_{t} \stackrel{d}{=} t^{1 / \alpha} \eta_{1}$. Let $f_{\eta_{t}}$ be the density function of $\eta_{t}$. By Proposition 5.28 .1 of [46], since $\int_{\mathbb{R}^{d}}\left|e^{t \psi(\theta)} \| \theta\right|^{m} d \theta<\infty$ for all $m>0, f_{\eta_{t}}$ is $C^{m}$ for all $m>0$. In particular, this means that the first derivative of $f_{\eta_{t}}$ is uniformly bounded, therefore $f_{\eta_{1}}$ is uniformly continuous. This means that

$$
\left|f_{\eta_{t}}(x)-f_{\eta_{t}}(y)\right|=t^{-d / \alpha}\left|f_{\eta_{1}}\left(t^{-1 / \alpha} x\right)-f_{\eta_{1}}\left(t^{-1 / \alpha} y\right)\right| \leq C t^{-(d+1) / \alpha}|x-y|
$$

Hence

$$
\left|q_{t}(x)-q_{t}(y)\right| \leq C t^{-(d+1) / \alpha}|x-y|,
$$

as desired in (ii). Part (iii) follows easily from (i) and (ii).
Let $f_{X_{k}}$ denote the density of $X_{k}=\sum_{i=1}^{k} Y_{i}$. Since the density of $Y_{1}$ is radially symmetric and decreasing in $|x|$, the same properties hold for $f_{X_{k}}$. Let $X_{k, 1}$ denote the first coordinate of $X_{k}$, then for $x_{1} \in[1, \infty)$ and $\lambda>0$,

$$
\begin{aligned}
\left.f_{X_{k}}\left(x_{1}, 0, \ldots, 0\right)\right) & \leq \mathbb{P}\left[X_{k, 1} \geq x_{1}-1\right] \\
& \leq e^{-\lambda\left(x_{1}-1\right)} \mathbb{E}\left[e^{(\lambda, 0, \ldots, 0) \cdot X_{k}}\right]=e^{-\lambda\left(x_{1}-1\right)} \mathbb{E}\left[e^{(\lambda, 0, \ldots, 0) \cdot Y_{1}}\right]^{k}
\end{aligned}
$$

We would like to estimate $\mathbb{E}\left[e^{(\lambda, 0, \ldots, 0) \cdot Y_{1}}\right]$, for which we calculate, using Lemma B.5(ii),

$$
\begin{aligned}
\mathbb{E}\left[e^{(\lambda, 0, \ldots, 0) \cdot Y_{1}}\right]-1 & =n^{-\alpha \beta} \int_{n^{-\beta}}^{\infty} \frac{1}{r^{1+\alpha}}\left(\frac{2^{d} \Gamma(d / 2+1)^{2}}{(r \lambda)^{d}} J_{d / 2}(r \lambda)^{2}-1\right) \mathrm{d} r \\
& =n^{-\alpha \beta} \lambda^{\alpha} \int_{\lambda n^{-\beta}}^{\infty} \frac{1}{\rho^{1+\alpha}}\left(\frac{2^{d} \Gamma(d / 2+1)^{2}}{\rho^{d}} J_{d / 2}(\rho)^{2}-1\right) d \rho
\end{aligned}
$$

From [1], p. 362, 9.1.69, Bessel functions are related to generalised hypergeometric functions in the following way
$\Gamma\left(\frac{d}{2}+1\right) J_{d / 2}(x)(x / 2)^{-d / 2}={ }_{0} F_{1}\left(\frac{d}{2}+1 ;-x^{2} / 4\right):=1+\sum_{n=1}^{\infty} \frac{1}{\left(\frac{d}{2}+1\right) \ldots\left(\frac{d}{2}+n\right)} \frac{\left(-x^{2} / 4\right)^{n}}{n!}$.
Hence

$$
\left|\left(\Gamma\left(\frac{d}{2}+1\right) J_{d / 2}(\rho)(\rho / 2)^{-d / 2}\right)^{2}-1\right| \leq C_{d} \rho^{2}
$$

for $\rho \in[0,1]$. This implies

$$
\begin{aligned}
\mathbb{E}\left[e^{(\lambda, 0, \ldots, 0) \cdot Y_{1}}\right]-1 & \leq n^{-\alpha \beta} \lambda^{\alpha}\left(\int_{0}^{1} C_{d} \rho^{1-\alpha} d \rho+2 \int_{1}^{\infty} \rho^{-(1+\alpha)} d \rho\right) \\
& \leq C_{\lambda} n^{-\alpha \beta}
\end{aligned}
$$

where we also use $\left|\frac{2^{d / 2} \Gamma(d / 2+1)}{\rho^{d / 2}} J_{d / 2}(\rho)\right|=\left|\mathbb{E}\left[e^{i \rho \cdot Z_{1}}\right]\right| \leq 1$ in the first inequality. Hence

$$
\mathbb{E}\left[e^{(\lambda, 0, \ldots, 0) \cdot Y_{1}}\right] \leq 1+C_{\lambda} n^{-\alpha \beta} \leq e^{C_{\lambda} n^{-\alpha \beta}}
$$

which means

$$
f_{X_{k}}\left(\left(x_{1}, 0, \ldots, 0\right)\right) \leq e^{-\lambda\left(x_{1}-1\right)} e^{C_{\lambda} n^{-\alpha \beta} k}
$$

Plugging the above into the random walk representation yields

$$
q_{t}^{n,[1, \infty)}(x) \leq \mathbb{E}_{K_{t}}\left[e^{-\lambda\left(x_{1}-1\right)} e^{C_{\lambda} n^{-\alpha \beta} K_{t}} \mathbb{1}_{\left\{K_{t} \geq 1\right\}}\right] \leq e^{-\lambda\left(x_{1}-1\right)} \exp \left(V_{1} n^{\alpha \beta} t\left(e^{C_{\lambda} n^{-\alpha \beta}}-1\right)\right)
$$

since $K_{t} \sim \operatorname{Poisson}\left(V_{1} n^{\alpha \beta} t\right)$. Since $\left.n^{\alpha \beta}\left(e^{C_{\lambda} n^{-\alpha \beta}}-1\right)\right) \rightarrow C_{\lambda}$ as $n \rightarrow \infty$, we have for $t \leq T$ and $|x| \geq 1$,

$$
q_{t}^{n,[1, \infty)}(x) \leq C_{\lambda, T} e^{-\lambda(|x|-1)}
$$

as desired in part (iv).
For part (v), we obtain,

$$
\begin{align*}
& \zeta_{t}^{n,[L, \infty)}(x ; y, \epsilon)-\zeta_{t}^{n,[L, \infty)}(x ; z, \epsilon) \\
& =\int\left(\zeta_{0}^{n}\left(x^{\prime} ; y, \epsilon\right)-\zeta_{0}^{n}\left(x^{\prime} ; z, \epsilon\right)\right) q_{t}^{n,(L, \infty)}\left(x-x^{\prime}\right) \mathrm{d} x^{\prime} \\
& =\int\left(\zeta_{0}^{n}\left(x^{\prime}-y ; 0, \epsilon\right)-\zeta_{0}^{n}\left(x^{\prime}-z ; 0, \epsilon\right)\right) q_{t}^{n,[L, \infty)}\left(x-x^{\prime}\right) \mathrm{d} x^{\prime} \\
& =\int \zeta_{0}^{n}\left(x^{\prime} ; 0, \epsilon\right)\left(q_{t}^{n,[L, \infty)}\left(x-y-x^{\prime}\right)-q_{t}^{n,[L, \infty)}\left(x-z-x^{\prime}\right)\right) \mathrm{d} x^{\prime} . \tag{B.25}
\end{align*}
$$

For $t \in\left[n^{-c_{2} \beta(2-\alpha) /(2(d+1))}, T\right]$ and $|y-z| \leq 1$, we have

$$
\begin{aligned}
& \sup _{x}\left|q_{t}^{n,[L, \infty)}(y-x)-q_{t}^{n,[L, \infty)}(z-x)\right| e^{\lambda|x|} \\
& \leq \sup _{x:|x-z|<2}\left|q_{t}^{n,[L, \infty)}(y-x)-q_{t}^{n,[L, \infty)}(z-x)\right| e^{\lambda|x|} \\
& \quad \quad+\sup _{x:|x-z| \geq 2}\left|q_{t}^{n,[L, \infty)}(y-x)-q_{t}^{n,[L, \infty)}(z-x)\right| e^{\lambda|x|} \\
& \leq C_{\lambda, d, T}\left[\left(t^{-(d+1) / \alpha}|y-z|+n^{-\beta(2-\alpha) d /(2(d+1))}\right) e^{\lambda|z|}\right. \\
& \left.\quad+\sup _{x:|x-z| \geq 2} \min \left(t^{-(d+1) / \alpha}|y-z|+n^{-\beta(2-\alpha) d /(2(d+1))}, e^{-2 \lambda|x-y|}+e^{-2 \lambda|x-z|}\right) e^{\lambda|x|}\right]
\end{aligned}
$$

where we use (iii) for the first term, and (iii) and (iv) (applied with $2 \lambda$ ) for the second. Hence,

$$
\begin{aligned}
& \sup _{x}\left|q_{t}^{n,[L, \infty)}(y-x)-q_{t}^{n,[L, \infty)}(z-x)\right| e^{\lambda|x|} \\
& \quad \leq C_{\lambda, d, T}\left[\left(t^{-(d+1) / \alpha}|y-z|+n^{-\beta(2-\alpha) d /(2(d+1))}\right) e^{\lambda|z|}\right. \\
& \left.\quad+\sup _{x}\left(t^{-(d+1) / \alpha}|y-z|+n^{-\beta(2-\alpha) d /(2(d+1))}\right)^{1 / 2}\left(e^{-2 \lambda|x-y|}+e^{-2 \lambda|x-z|}\right)^{1 / 2} e^{\lambda|x|}\right] \\
& \leq C_{\lambda, d, T}\left[\left(t^{-(d+1) / \alpha}|y-z|+n^{-\beta(2-\alpha) d /(2(d+1))}+\left(t^{-(d+1) / \alpha}|y-z|\right.\right.\right. \\
& \left.\left.\quad+n^{-\beta(2-\alpha) d /(2(d+1))}\right)^{1 / 2}\right] e^{\lambda|z|} \\
& \leq C_{\lambda, d, T}\left(t^{-(d+1) /(2 \alpha)}|y-z|^{1 / 2}+n^{-\beta(2-\alpha) d /(4(d+1))}\right) e^{\lambda|z|}
\end{aligned}
$$

Plugging this estimate into (B.25) yields

$$
\begin{aligned}
\sup _{x} & \left|\zeta_{t}^{n,[L, \infty)}(x ; y, \epsilon)-\zeta_{t}^{n,[L, \infty)}(x ; z, \epsilon)\right| e^{\lambda|x|} \\
& \leq \sup _{x} \int \zeta_{0}^{n}\left(x^{\prime} ; 0, \epsilon\right)\left|q_{t}^{n,[L, \infty)}\left(x-x^{\prime}-y\right)-q_{t}^{n,[L, \infty)}\left(x-x^{\prime}-z\right)\right| e^{\lambda\left|x-x^{\prime}\right|} e^{\lambda\left(|x|-\left|x-x^{\prime}\right|\right)} \mathrm{d} x^{\prime} \\
& \leq C_{\lambda, d, T}\left(t^{-(d+1) /(2 \alpha)}|y-z|^{1 / 2}+n^{-\beta(2-\alpha) d /(4(d+1))}\right) e^{\lambda|z|} \int \zeta_{0}^{n}\left(x^{\prime} ; 0, \epsilon\right) e^{\lambda\left|x^{\prime}\right|} \mathrm{d} x^{\prime} \\
& \leq C_{\lambda, d, T} e^{\lambda \epsilon}\left(t^{-(d+1) /(2 \alpha)}|y-z|^{1 / 2}+n^{-\beta(2-\alpha) d /(4(d+1))}\right) e^{\lambda|z|}
\end{aligned}
$$

as desired. Note that we used the assumption that the support of $\zeta_{0}^{n}(\cdot ; 0, \epsilon)$ is contained in $B(0, \epsilon)$ to bound $e^{\lambda\left|x^{\prime}\right|}$ by $e^{\lambda \epsilon}$. Note also that this calculation holds even if $\epsilon=\epsilon_{n}$ depends on $n$.

Lemma B.7. There exists $c_{5}>0$ such that for all $t>0$,

$$
\sup _{x} \zeta_{t}^{n,[L, \infty)}(x ; z, \epsilon) \leq C_{d}\left(t^{-d / \alpha}+e^{-n^{c_{5}}}\right)
$$

where $\epsilon$ can depend on $n$.
Proof. Let $\tilde{\zeta}_{0}^{n}(\theta)=\int_{\mathbb{R}^{d}} e^{i \theta \cdot x} \zeta_{0}(x ; z, \epsilon) \mathrm{d} x$, then $\left|\tilde{\zeta}_{0}^{n}(\theta)\right| \leq 1$ regardless of $\epsilon$. Let $\tilde{\zeta}_{t}^{n,[L, \infty)}(\theta)=$ $\tilde{q}_{t}^{n,[L, \infty)}(\theta) \tilde{\zeta}_{0}^{n}(\theta)$, where we recall that $\tilde{q}_{t}^{n,[L, \infty)}(\theta)=\mathbb{E}\left[e^{i \theta \cdot\left(X_{t}^{n}-X_{0}^{n}\right)} \mathbb{1}_{\left\{K_{t} \geq L\right\}}\right]$. Then

$$
\begin{aligned}
\zeta_{t}^{n,[L, \infty)} & (x ; z, \epsilon) \\
& =\frac{1}{2 \pi} \int_{\mathbb{R}^{d}} \tilde{\zeta}_{t}^{n,[L, \infty)}(\theta) e^{-i \theta \cdot x} d \theta \\
& \leq\left|\frac{1}{2 \pi} \int_{|\theta|<n^{\beta}} \tilde{q}_{t}^{n,[L, \infty)}(\theta) \tilde{\zeta}_{0}^{n}(\theta) e^{-i \theta \cdot x} d \theta\right|+\left|\frac{1}{2 \pi} \int_{|\theta| \geq n^{\beta}} \tilde{q}_{t}^{n,[L, \infty)}(\theta) \tilde{\zeta}_{0}^{n}(\theta) e^{-i \theta \cdot x} d \theta\right| \\
& \leq \frac{1}{2 \pi} \int_{|\theta|<n^{\beta}}\left|e^{t \psi^{n}(\theta)}-\tilde{q}_{t}^{n,[0, L)}(\theta)\right| d \theta+\frac{1}{2 \pi} \int_{|\theta| \geq n^{\beta}}\left|\tilde{q}_{t}^{n,[L, \infty)}(\theta)\right| d \theta
\end{aligned}
$$

Since $\left|\tilde{q}_{t}^{n,[0, L)}(\theta)\right|=\left|\mathbb{E}\left[e^{i \theta \cdot\left(X_{t}^{n}-X_{0}^{n}\right)} \mathbb{1}_{\left\{K_{t}<L\right\}}\right]\right| \leq \mathbb{P}\left[K_{t}<L\right]$, we apply Lemmas B.4(ii), B. 6 and B.5(iii) to each term above to obtain

$$
\zeta_{t}^{n,[L, \infty)}(x ; z, \epsilon) \leq C_{d}\left(\int_{\mathbb{R}^{d}} e^{-c_{4} t|\theta|^{\alpha}} d \theta+n^{\beta d} e^{-n^{\left(c_{1} / 2\right) \alpha \beta}}+n^{\beta d} a^{L-1}\right)
$$

for some $c_{4}>0$ and $a \in(0,1)$. Let $f(t)=\int_{\mathbb{R}^{d}} e^{-c_{4} t|\theta|^{\alpha}} d \theta$, then $f(t)=t^{-d / \alpha} f(1)$. Hence,

$$
\zeta_{t}^{n,[L, \infty)}(x ; z, \epsilon) \leq C_{d}\left(t^{-d / \alpha} \int_{\mathbb{R}^{d}} e^{-c_{4}|\theta|^{\alpha}} d \theta+e^{-n^{c_{5}}}\right)
$$

for some $c_{5}>0$. This implies the desired result.
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