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Abstract

In cooperative game theory, the concept of interaction index is an extension
of the concept of value, considering interaction among players. In this paper we
focus on cardinal-probabilistic interaction indices which are generalizations of
the class of semivalues. We provide two types of decompositions. With the first
one, a cardinal-probabilistic interaction index for a given coalition equals the
difference between its external interaction index (or co-Mébius transfom) and
a weighted sum of the individual impact of the remaining players on the inter-
action index of the considered coalition. The second decomposition, based on
the notion of the "decomposer”, splits an interaction index into a direct part, the
decomposer, which measures the interaction in the coalition considered, and an
indirect part, which indicates how all remaining players individually affect the
interaction of the coalition considered. We propose alternative characterization
of the cardinal-probabilistic interaction indices. We then propose an illustration
with a well-known example in Multicriteria Aid for Decisions.
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1 Introduction

A large literature on cooperative games with transferable utility (TU-game), de-
scribed as a situation within which players can obtain a pay-off by cooperating, is
devoted to the definition and the characterization of a solution. A solution mea-
sures the player’s importance in the game, i.e. the average added value that a player
brings to all possible coalitions. The most well-known solutions are those of Shap-
ley (Shapley [1953]) and Banzhaf (Banzhaf [1965]). As pointed out by Grabisch and
Roubens [1999], a solution does not exhibit any information on the existing coop-
eration between players or their interactions. Consider two players i and j, and a
value function v which assigns, to every subset of players in a game, a real number.
We investigate the sign of the relation v(ij) — (v(i) + v(j)). If the sign is positive, it is
natural to say that players i and j interact positively because considering the pair of
players (ij) leads us to a situation within which the value of (ij) is more important.
In a symmetric way, if the sign is negative, it seems reasonable to say that players i
and j interact negatively because considering the pair of attributes (ij) leads us to
a situation within which the value is lower. If the difference equals zero, one can
assume that there is no interaction.

However, the presence of a third or fourth player should potentially modify the in-
teraction between players i and j. Therefore, one needs to consider a more elaborate
definition, one that takes into account what happens when i and j are in the pres-
ence of T, where T is a subset of players not containing players i and j. According
to Kojadinovic [2005], Owen [1972] was the first to define a measure that evaluates
the interaction between two players in the presence of T.

Grabisch [1997] suggested going even further by considering higher-order interac-
tions, that is interactions between s players, with s > 2. He introduced the Shapley
interaction index, which generalizes the Shapley solution. The notion of higher-
order interactions has also been considered by Marichal and Roubens [1999] and
Roubens [1996] who proposed respectively the Chaining interaction index and the
Banzhaf interaction index. The latter is an extension of the Banzhaf solution, while
the former is another extension of the Shapley solution. These three interactions
indices belong to the class of cardinal-probabilistic interaction indices introduced
by Fujimoto et al. [2006]. Cardinal-probabilistic interaction indices generalize the
concept of cardinal-probabilistic values also known as semivalues (see Dubey et al.

[1981]). In this paper, we present alternative interpretations of the cardinal-probabilistic



interaction indices. In order to do that, two disjoint decomposition approaches are
put forward.

The first one splits a cardinal-probabilistic interaction index for a given coalition
S into two parts: the first part is the external interaction index for this coalition S;
the second part is a weighted sum of the individual impact of the remaining players
on the interaction index of the considered coalition. The external interaction index
also called co-Mobius transfom (Fujimoto et al. [2006] ) is a higher-order extension
of the marginal contribution of a player to the grand coalition. The second decom-
position, based on Casajus and Huettner [2018], decomposes interaction indices into
a direct part and an indirect part: the direct part measures the interaction of a given
coalition in the game, while the indirect part indicates how the remaining players
individually affect the interaction index of the coalition considered.

These two decompositions will permit us to present a new characterization of the

class of cardinal-probabilistic interaction indices. The rest of the paper is a numeri-
cal illustration of the proposed methodology, using hypothetical data.
The paper is structured as follows: In Section 2, we present the first decomposition
approach based on the external interaction index. Section 3 introduces the Casajus
and Huettner decomposition approach and presents a new characterization of the
well-known interaction indices. Section 4 is an illustration with Multicriteria Aid
for Decisions (MCDA) and Section 5 concludes.

2 External interaction decomposition approach

2.1 Preliminaries

Let (N, v) be a game with transferable utility (TU game), where N = {1, 2,...,n} is the
set of players and let v be a characteristic function which assigns a real number v(S)
to every coalition S € N. We assume that v(0) = 0. The cardinality of sets S,T,...
will be denoted by corresponding lower cases s, t,... Following standard practice,
we often refer to the game v instead of the game (N,v). We denote by TU(N) the
set of cooperative game with transferable utility on N and denote by 2V the set of
non-empty coalitions of the players of N. We denote by P(N) = {T C N}, the set of
coalitions of the players of N.

In order to avoid heavy notation, we adopt the following conventions: we will omit



braces for singletons, e.g., by writing v(i), u\i instead of v({i}), u\{i}. Similarly, for
pairs, we will write ij instead of {i, j}.

A game v € TU(N) is monotonic if v(S) < v(T) whenever S C T. A permutation on
the set of players N is a bijective map 7 from N into itself. The pair (N, 7v) is also a
TU game where 7v(S) := v(rc"!S) for all S € N. A player i € N is dummy in the game
vifv(SUi)—v(S)=v(i) forall S C N\i.

For each game v € TU(N) and S C N, we denote by v, the game v restricted to S,
given by v°(T) := v(T),VT C S. We call this game a Restricted game.

A Reduced game, vST, is the game v € TU(N) restricted to S in the presence of T C
N\S, i.e. v5.(A):=v(AUT)-v(T),YACS.

Fujimoto et al. [2006] and Grabisch et al. [2000] propose an equivalent representa-
tion of a TU game. Any game v € TU(N) can be uniquely expressed in terms of its
dividends {m(v, S)}scn by

v(T) = Zm(v,S), VT CN.
SCT

In combinatorics, the set function m(v,.) : 2 — R is called the Mdbius transform
of v and is given by

m(v,S) = Z(—l)s_lv(L), VSCN
LCS

Fujimoto et al. [2006] and Grabisch et al. [2000] show also that Z m(v,T) = Z(—l)lv(N\L),

T2S LCS
¥S € N. The second part of this equation is called the co-Mébius transfom of v ap-

plied to S, denoted by m*(v, S).

One can now introduce how we measure the simultaneous interaction among play-
ers. An interaction index of a game v € TU(N) is a function W which assigns a vector

of real values representing the interaction of each coalition S € 2N,

Y:TUN)x2N — R
(v,S)— ¥(v,S)
A positive (negative) sign can be interpreted as a positive (respectively negative) si-

multaneous interaction among all the players in S.

One need to introduce additional notations and definitions in order to present the



class of interation index considered in that paper. Given a game v € TU(N), for any
S € 2N and for all T C N\S, we define the discrete derivative with respect to the set
S (see Fujimoto et al. [2006]), denoted Agv(T), as follows:

Asv(T) := Z(—l)s_lv(L UT)

LCS

and with convention Agv(T) := v(T). Agv(T)! can be interpreted as the simultaneous
interaction amongs players in S in the presence of T. When Agv(T) > 0 (respectively
< 0), it seems sensible to consider that there exists a positive (respectively nega-
tive) simultaneous interaction among the players in S in the presence of T. How-
ever, Agv(T) = 0 should obviously not be interpreted as an absence of interactions
among players in S in the presence of T but as an absence of simultaneous interac-
tion among the players in S in the presence of T.

If S =i, the first order derivative, A;v(T) = v(TUi)—v(T), is the marginal contribution
of a player i to a coalition T.

If S =ij, then the second order derivative (introduced by Owen [1972]),

Ajjv(T) =v(TUij)-v(TUi)-v(TUj)+v(T)
is the marginal contribution of two players i and j in the presence of a coalition T.

A probabilistic interaction index WP of a coalition S € N in a game v € TU(N) is of

the form
WP(v,S)= ) PY(T)Asv(T)
TCN\S

where, for any S C N, the family of coefficients {Pg(T)}rcans forms a probability
distribution on P(N\S). If S € N, we naturally set W?(v,S) = 0.

A cardinal-probabilistic interaction index is a probabilistic interaction index such
that, additionally, for any S C N, the coefficients P$(T) (T € N\S) depend only on
the cardinalities of the coalitions S, T, and N, i.e., for any s € {0,..., n}, there exists a

family of nonnegative real numbers {P;(t)};~¢,. s fulfilling

n-—s

PERIAGES

t=0

'Note that Agv(0) = m(v,S) and m*(v,S) = Agv(N\S)
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such that, for any S € N and any T € N\S, we have PZ\S](T) =P3(1).
Well-known examples of cardinal-probabilistic interaction indices are the Shapley
Mn—t=9) G rabisch [1997]), the Chaining interaction index

(n—s+1)!'’

(P:(t) = stert=Mn=t=5)! N farichal and Roubens [1999]) and the Banzhaf interaction

n!

index (PS(t) = 5+, Roubens [1996]).
The co-Mobius transfom of a game v € TU(N) is also a cardinal-probabilistic in-

interaction index (P;(t) =

teraction indices with P;(t) = 1 if t = n—s and 0 otherwise. Fujimoto et al. [2006]
and Grabisch et al. [2000] call this interaction index, the external interaction index
(W,..;). To resume, V,4(v,S) := m*(v,S) = Agv(N\S) VS C N. If S =i, the external
interaction index is simply the marginal contribution of a player to the grand coali-
tion, i.e. U, (v,1) = v(N)—v(N\i).

Let us now introduce some properties considered by Grabisch and Roubens [1999].
Definition 1 (Axioms).

i) Linearity: An interaction index \V satisfies the Linearity property if for two games
v,we TU(N), n>1, forany, S € 2N« € R, we have, Yv+w,S)=¥Y(,S)+
WY(w,S)and ¥(av,S)=a¥(v,S).

ii) Dummy: An interaction index V satisfies the Dummy property if for all game
ve TU(N), n> 1, for any dummy player i € N in the game v, then V(v,1) = v(i)
and for any S CN\i,s > 1, ¥(v,SU1)=0.

iii) Symmetry: An interaction index \V satisfies the Symmetry property if for all per-
mutation 1, for all TU game v € TU(N), n > 1, and for all S C N, s > 1, then
W(rv, m(S)) =¥ (v,S).

iv) Recursivity: An interaction index \V verifies the Recursivity property if for a game
veETU(N)(n>2),forall SCN (s>2)and forall je S

N\j

Y(v,S) :\I’(vuj ,

S\j) - W@V, 8\j)

Following Fujimoto et al. [2006] and Grabisch and Roubens [1999], linearity axiom
implies that interaction indices are linear combinations of the basic information re-
lated to the game: the worth of each coalition of players. The dummy axiom states

that a dummy player has a value equal to its worth and that he does not interact



with any outsider coalition. The symmetry axiom indicates that the names of the
players play no role in determining the outcome of an interaction index. According
to the recursivity axiom, the interaction at a given level is linked to the difference in
interactions defined at the previous level. For example, for two players i and j, the
axiom says that their interaction should depend on the interaction when one of the
players is removed (measured by the interaction in the corresponding reduced and
restricted game).

Note that Shapley and Banzhaf interaction indices satisfy the recursivity axiom (Gra-
bisch and Roubens [1999]), but not the Chaining interaction index. These three in-

teraction indices satisfy the linearity, the dummy and the symmetry axioms.

The following theorem was shown by Grabisch and Roubens [1999].

Theorem 1 (Grabisch and Roubens [1999]).

An interaction index \V satisfies the Linearity, Dummy and Symmetry, if and only if, for
any gamev € TU(N), n>1,and S C N, s > 1, there exists a collection of real constants
{P;(t)}s=0,..,n—s» SUch that

W(v,8)= )  Pit)Asu(T),

TCN\S

and for any S € N, we have W(v,S) = 0.

2.2 Decomposition

We introduce a new class of interaction indices and then provide an axiomatic char-
acterization. Moreover we present an alternative interpretation of well-known in-

teraction indices.

Definition 2. The class of Additive Interaction Decomposable (AID) index
An interaction index W : TU(N) x 2N — IR is an AID index if for all game v € TU(N)

and for any coalition S C N there exists a set of real numbers {f,;(t)};o,. n_s_1 such that,

.....

V(@,8) = Wr(v,5)= ) ) fi(BAsu(T)

JEN\S TCN\(SUj)

This definition states that an interaction index W is an AID index if it can be split

into two parts. The first one is the external interaction index for a given coalition S,

7



and the second one is a weighted sum of the simultaneous interactions between the
players of the coalition S and a single player j in the presence of all other coalitions

T. Naturally, the case where f,/(¢) = 0 leads to the external interaction index.
Remark 1. If the set of real numbers {f,;(t) n—s—1 fulfills the following two conditions:

i) f3(t)>0, forallt=0,---,n—s-1

n—s—1

i) ) ()2 =1
t=0

then, W(v,S) can be interpreted as the difference between the external interaction index
for a given coalition S and the sum under the player j € N\S, of the mathematical expec-

tation on P(N\(S U j)) of the discrete derivative M with respect to the probability

distribution {2 x 1 f3(T)}ren(suj) where I £3(T) = f5(#).

The next result provides an axiomatic characterization of AID interaction indices on

the class of TU game.

Theorem 2. An interaction index is AID, if and only if, it satisfies Linearity, Dummy
and Symmetry.

Note that, the notion of interaction index is a generalization of one-point solution

concept for cooperative games with transferable utility.

Corollary 1. A solution is AID, if and only if, it satisfies the following classical properties
of solutions (axioms used by Dubey et al. [1981]): Linearity, Dummy and Symmetry.

Every cardinal-probabilistic index satisfies Linearity, Dummy and Symmetry. From
Theorem 2, we can deduce a new rewriting (or interpretation) of cardinal-probabilistic

interaction indices.

Corollary 2. Every cardinal-probabilistic interaction index PP applied to a game v €
TU(N) is AID. Moreover, for any coalition S C N,

WP(0,8) = Woy(v,8) = ) ) fi(BAs;u(T)

JEN\S TCN\(SUj)

where f,;(t) is given by



5 (0) if t=0

n-s

fult) =
tx £3(t=1)+P3(t) .
—= " otherwise
and the set {P;(t)};=o,.. n—s are nonnegative constants associated to the cardinal-probabilistic

interaction index.

From Corollary 2, we obtain a new rewriting (or interpretation) of the well-known
interaction indices. The Shapley, the Chaining and the Banzhaf interaction indices
are AID.

Corollary 3. The real numbers of the Shapley interaction index as an AID index are given

by

t+1) (n—t—s—1)!
(n—s+1)!

fu ()

The real numbers of the Chaining interaction index as an AID index are given by

forallt=0,..,n—-s-1;

(t+s)(n—t—s—1)!
n!

fi(t) = forallt=0,..,n-s-1

and the real numbers of the Banzhaf interaction index as an AID index are given by

1 : —
G i 1=0

txf; (t—1)x2" 5 +1

(i) otherwise

Note that, when s = 1 the cardinal-probabilistic interaction index becomes the

semivalue. Every semivalues are AID.
Remark 2 (Chantreuil et al. [2019]). The Shapley solution (Shapley [1953]) is AID.

The following two propositions give another interpretation of the Shapley and the
Banzhaf interaction indices.

Proposition 1. For a given gamev e TU(N),n>1and SCN,s>1,

n—s—1

If fi(0) = gt then ) (") 230 =

t=0
The Shapley interaction index of the coalition S in the game v can be interpreted as

the difference between the external interaction index for a given coalition S and the

9



sum under the player j € N\S, of the mathematical expectation on P(N\(S U )) of

. . . Agyiv(T . .1 C .
the discrete derivative SU];( ) with respect to the probability distribution

{2x T f5(T)}ren\(suj) where J£3(T) = £3(t).

Proposition 2. For a given gamev e TU(N),n>1and SCN,s>1,

s if 120 —
If fi(t) = then ) (") 2f5(0)=1.
PG UL oy oppise t=0
(n—t—s)21=s

The Banzhaf interaction index new interpretation is similar to those of the Shapley

interaction index.

The next Proposition gives the necessary and sufficient condition for which an AID

interaction index is a cardinal-probabilistic interaction index.

Proposition 3. Let W be an AID interaction index with the associated family of real
numbers {f; (t)}i=o,. n-s—1. VY is a cardinal-probabilistic interaction index, if and only if,
fin—s—1)< -, f5(0)>0and fi(t)> ——f5(t-1)withO<t<n-s—1.

- n-s’ = n—t-s

Note that the class of AID index is not a subclass of the class of probabilistic inter-

action index and vice versa.

3 Casajus and Huettner decomposition approach

In this section, we are going to decompose an interaction index by using another

interaction index called the decomposer.

3.1 Decomposability

Given a game v € TU(N), the multi-linear extension (Owen [1972]) of v is a multi-

linear polynomial game v :[0,1]" — IR given by

V(X)) 0y X)) = Zv(S)l_[xi ]_[ (1-x;)

SCN €S ieEN\S
S=0

Given an interaction index W on the game v € TU(N), an auxiliary game is a game
v¥ where vV (S) = Z‘I’(vs,i) for all S C N.
i€S

10



We can now introduce the different notions of decomposability under investiga-

tion in that section.

Definition 3 (CH-decomposability (Casajus and Huettner [2018])).
An interaction index \V is CH-decomposable if there exists an interaction index ¢ such
that, for all game v € TU(N)and i € N,

W(v,i) = p,i)+ ) [p@j)-p@NY,j)]
jEN\i

@ is then called the CH-decomposer of V.

The expression ¢(v,1) reflects player i’s direct contribution subsumed under the

interaction index ¢, while the expression Z [(p(v,j) - (p(vN\i,j)] reflects player i’s
jeN\i
indirect contributions.

In order to extend this decomposability notion to higher-order interactions, one
need to introduce a rather similar notion of decomposability, the Individual-decomposability

(I-decomposability).

Definition 4 (I-decomposability).
An interaction index \V is I-decomposable if there exists an interaction index ¢ such that,
forall gamev e TU(N)andi €N,

V(i) = i)+ ) [pwi)-eNV,i)]

jeN\i
@ is then called the I-decomposer of \V.

An interaction index is I-decomposable if it can be split into a direct part and an
indirect part, where the direct part ¢(v,1) is the [-decomposer and the indirect part

Z [(p(v, i)— NV, i)] indicates how much the other players contribute to the pay-
jeN\i
off of a given player according to the I-decomposer. If the I-decomposer of W exists,

then it provides a kind of foundation for WW. The difference between the two previ-
ous notions of decomposability concerns the second part of the equations. However,
the CH-decomposability is stronger than the I-decomposability as shown by the fol-
lowing proposition.

11



Proposition 4. If an interaction index is CH-decomposable then it is I-decomposable.
Morever, the I-decomposer is unique and coincides with the unique CH-decomposer that

is itself CH-decomposable.

Considering higher-order interactions, we can extend the I-decomposability to Coalition-
decomposability (C-decomposability) as follows.

Definition 5 (C-decomposability).

An interaction index \V is C-decomposable if there exists an interaction index ¢ such that,
forall gamev e TU(N), S € N

Y(@,S)=p@S)+ ) [o@S)-p@"V,s)]
jEN\S

@ is called the C-decomposer of V.

For a given coalition S, the simultaneous interaction of the players of coalition S is
split into two parts. The direct part is the simultaneous interaction of the players
of coalition S measured by the C-decomposer. The indirect part indicates to what
extent the other players contribute individually to the interactions of coalition S

measured by the C-decomposer.

The next results present some features of the C-decomposability and of the C-decomposer.

Proposition 5. If an interaction index \V is C-decomposable, then the C-decomposer of

W is unique.

Proposition 5 clarifies the uniqueness of the C-decomposer. The next theorem shows

that the recursivity property links the CH-decomposability and the C-decomposability.

Theorem 3. Let an interaction index V satisfying the Recursive axiom. If the interaction
index V is CH-decomposable, then it is also C-decomposable, and the C-decomposer is

unique.

One need to introduce a result of Casajus and Huettner [2018] before to give the

explicit formulae for the C-decomposer of the C-decomposable interaction indices.

Proposition 6. (Casajus and Huettner [2018]) If an interaction index \V is CH-decomposable,
then its unique CH-decomposer ¢ is given by: For all game v e TU(N) and for alli € N,

. mvY, T
I
e

12



The dividents m(v', T) is the Mobius transform of V¥ applied to T.
The next result gives us the explicit formulae for the C-decomposer.

Proposition 7. Let W be an interaction index satisfying the Recursive axiom. If WV is
C-decomposable and CH-decomposable, then its unique C-decomposer ¢ which is itself
C-decomposable is given by: For all game v € TU(N), for any coalition S € 2N and any
player i€ S,

s—1
N\(S\i) . .
VP ) @@yl if 522
= TCS\i
pv,9)=1 " 5
o(,i) if s=1

@ is given by Proposition 6 when the coalition contains only one player.

3.2 Cardinal-probabilistic interaction index

We now study the interaction indices taken into consideration in that paper under
the prism of the second decomposability approach.

Firstly, we show that Shapley and Banzhaf interaction indices are C-decomposable
and that the corresponding C-decomposer is unique; and the Chaining interaction

index is not C-decomposable.

Proposition 8. The Shapley and the Banzhaf interaction indices are C-decomposables

and the C-decomposer of each of these indices is unique.
Proposition 9. The Chaining interaction index is not C-decomposable.

Secondly, we show that a cardinal-probabilistic interaction index is a unique C-

decomposer of a given AID index.

Proposition 10. Let VP be a cardinal-probabilistic interaction index . For all game v €
TU(N), WP is the unique C-decomposer of the AID index x given as follows: for any
coalition S € 2N,

X(0,9) = Wouv,S)= ) ) (=P (m]Asu(T)
jEN\S TCN\(SUj)

13



Where the coefficients {f,; (t)}=o,. n-s—1 are given by Corollary 2 and the coefficients
{P;

t+1
tion index WP.

(1)}¢=0,...n-s—1 are the nonnegative real numbers of the cardinal-probabilistic interac-

The main implications of this result are the following.

Remark 3. (Implications)

i) The Shapley interaction index is the unique C-decomposer of the external interac-

tion index.?

ii) The Banzhaf interaction index is the unique C-decomposer of the interaction index
x defined as follow: For all game v € TU(N) and for any coalition S € 2N,

X5(0,9) = We,5) = Y Y 10 5 lAsue(T)

JEN\S TCN\SUj
where f,;(t) is given in Corollary 3.

iii) The Chaining interaction index is the unique C-decomposer of the interaction index

xc defined as follow: For all game v € TU(N) and for any coalition S € 2N,

Ke,8) =W, 5)+ Yy CEDEEREme T IR )

n!
jEN\S TCN\SuUj

4 An illustration with MCDA

Under the viewpoint of cooperative game theory and multicriteria decision mak-
ing, everybody agrees that interaction phenomena do exist in real situations. The
Cardinal-probabilistic interaction index has always been central in the modelling
and analysis of preferences. The decompositions studied in this paper allow us to

propose other interpretations of the importance of criteria.

4.1 Notations and basic notions

In the context of MCDA, the players are criteria and the set N is the set of n criteria.

Let X = X; x X, x--- x X,, be the set of alternatives, with n > 2. An alternative x =

2When S = i, we obtain Theorem 3 of Casajus and Huettner [2018], page 39.

14



(x1,--+,x,) is identified to an element of X . > is a preference relation on X which is
complete (i.e., x > y or v > x, for all x,y € X) and transitive (i.e, x >y and y > z =
x >z, forall x,p,z € X).

For T C N, the notation (x7,y_7) € X is the compound alternative taking value x; if

i € T and value y; otherwise.

Definition 6.

i) T CN is preferentially independent of its complement N\T if for every x,v,2,z € X

7 7

(x7,z_7) = (¥1,2-1) = (*1,2_7) = (¥1,2_7)

ii) The criteria Xy,---,X,, are (mutually) preferentially independent if every T C N is

preferentially independent of its complement.

Following Grabisch and Labreuche [2010] when the criteria are not mutually
preferentially independent, there is interaction among the criteria, while there is no

interaction if mutual preference independence holds.
interaction & not(mutual preferential independence).

The various criteria are recoded numerically using, for each i € N, a function u;
from X; into R. We denote by U the overall utility function. For all x € X, U(x) =
(1 (x1), -+ U ().

In the context of MCDA, we consider a monotonic TU game (N, y). p is a capacity or
fuzzy measure if y(N) =1. A 2—additive capacity (Mayag et al. [2011]) is a capacity

p such that the Mobius transform of y satisfies the following conditions:
e forall S € N such that s> 2, m(y,S) =0,
* there exist T C N such that ¢t =2 and m(y,T) =0

We recall that A;;jpu(0) = m(p,ij) = p(ij) — (i) — p(j) is the interaction between the
two criteria i and j. The sign of A;;u(0) is not always stable (see Mayag and Bouyssou
[2020]). If A;ju(0) > O then criteria i and j are complementary. If A;;u(0) < 0 then
criteria i and j are reduntant. A;;u(0) can also be zero, then criteria i and j are

independent.
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Following Mayag and Bouyssou [2020], for an alternative x = (xy,...,x,) € X, the
Choquet integral w.r.t. a 2-additive capacity p, called for short the 2-additive Cho-

quet integral, is given by:

Coltr (1) ttn)) 1= 3w+ Y M) =3 Y Ayt ) - )|

ieN jEN\i {i,jJcN

Definition 7 (Mayag and Bouyssou [2020]). Let i,j € N be two distinct criteria. We
say that:

i) there exists a possible positive (resp. null, negative) interaction between i and j
if there exists a 2-additive capacity p such that A;;u(0) > 0 (resp. A;;u(0) = 0,
Aijp(0) < 0);

ii) there exists a necessary positive (resp. null, negative) interaction between i and j if
Ajijp(0) > 0 (resp.A;jp(k) = 0, Aj;p(0) < 0) for all 2-additive capacity p.

4.2 Numerical illustration

We consider the following classical example in MCDA .

Example 4.1 (A classic example of Grabisch and Labreuche [2010]). An assessment
of students with the help of three criteria: Mathematics (M), Physics (P) and Languages
kills (L) is given (the set of criteria is N = {M, P,L}). Assuming an evaluation scale from
0 to 20, consider four students a, b, c, d with the following marks (i.e. X ={a,b,c,d}):

Mathematics(M) Physics(P) Language skills(L)
Student a 8 18 12
Student b 8 12 18
Student c 16 18 12
Student d 16 12 18

To select the best students, the director expresses the following preferences

* For a bad students in Mathematics, Physics is more important than language skills:

—a>b (1)
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* Fora good students in Mathematics, Language skills is more important than Physics:

—d>c (2)

Let T ={P,L} be a subset of N. We have a =(8,18,12) = (a_r,ar), c=(16,18,12) =
(c_t,ar), b=1(8,12,18) = (b_1,br) and d = (16,12,18) = (d_1, br).
If T ={P,L}is preferentially independent of its complement N\T = {M}, then (1) =
¢ > d, which contradicts (2). So the preference informations a > b and d > c are not
representable by a model verifying mutual preferentially independence. Therefore
there exists an interaction between criteria.
Modeling: M and P have a possible negative interaction; P and L (and similarly for

M and L) have a possible positive interaction.

Subjects (S) | M P L MP ML PL MPL
u(S) 03 03 02 04 07 07 1

Alternative x a b c d
C,(x) 12.6 12 14.2 15.2

u

{i.jb | {M, P} (ML} {P,L}
Ayp@ | -02 02 0.2

These preferences are representable by the previous capacity (d > c > a > b). We are
now going to focus on the study of possible or necessary interactions between the
criteria:

i) What sort of link are we able to exhibit between the Importance, Higher-order
interaction terms and co-Mobius transfom ?

Answer: If the interaction index W is AID then the link between these three

notions can be given by the following relation:

V() =W S)= ) ) fi(BAsuu(T)

JEN\S TCN\(SUj)

where W(u, S) measures the importance of criteria belonging to S. In another words,
W(u,S) measures the degree of interaction between the criteria belongingto S. \V,;(¢, S)

is the co-Mobius transfom of u applied to S and Z Z fa(t)Asuipu(T) is the
JEN\S TCN\(SU))
higher-order interaction of criteria belonging to S with the other criteria.
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Remark 4. If n > 3 and s > n—1 then Z Z fa()Asuiu(T) = 0 (since p is
JEN\S TCN\(Suj)
2-additive) and hence W (p,S) = W, (11, S).

If we mesure the importance with the Shapley interaction index (Ws;) (or the
Banzhaf interaction index (Wg,) or the Chaining interaction index (\V;)) then we

have the following table,

Subjects (S) M| P | L |MP ML|PL|MPL
Wsr (4, S) = Wpo(1t, S) = Wep(p,S) | 0.3 1 0.3 0.4 | -0.2 | 0.2 | 0.2
Wt (1,S) 0.710.710.8|-0.2] 0.2 |0.2

S ) FWAsyuT) o04lo4l04a] 0 [ 0 |0

JEN\S TCN\(SUj)

ii) What sort of link are we able to exhibit between the Importance, Decomposer
and Contribution ?
Answer: If the interaction index W is C-decomposable then the degree of inter-

action between the criteria belonging to S can be given by the following relation:

Wi S) =S+ Y [owS)-e(uNV,s)]

jeN\S

@(u, S) is the simultaneous interaction of criteria belonging to S measured by ¢ ( the

decomposer). Z [(p S u Vs )] indicates to what extent the other criteria
jEN\S
contribute individually to the interactions of criteria belonging to S measured by

@. If we suppose that W is the Shapley interaction index (or the Banzhaf interaction
index (Wp,) or the Chaining interaction index (\V¢},)) then ¢ is the C-decomposer and
we have the following table.

Subjects (S) M| P|L|MP |ML|PL|MPL
Wap,(1,S) = Wo(1, S) = Wep(,S) | 03] 03 [ 0.4 ] 02 | 0.2 | 0.2
(1, S) 0.3]03/03]-015] 0.2 | 0.15
Z[(p(ﬂ,S)—(p(ﬂN\j,S)] o] o0 lo01]/-005] 0 |0.05
jeEN\S
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5 Conclusion

This paper was devoted to the study of the cardinal-probabilistic interaction indices,
especially the Shapley, the Chaining and the Banzhaf interaction indices. Owing
to alternative decompositions of the cardinal-probabilistic interaction indices, we
provide a numerical illustration of the proposed methodology, by using hypothetical
data.

There are several ways in which the interaction index could be explored in fur-
ther research. The most interesting direction is the extension of the interaction in-
dices to games with a priori relationships between players. In a game with a coali-
tion structure, it is supposed that players organize themselves into disjoint coalitions
which are defined a priori. The most well-known solutions are the Owen-Shapley
(Owen, 1977) and the Owen-Banzhaf solutions (Owen [1981]). A full characteriza-
tion of the interaction indices in this context would be worthwhile pursuing.

Appendix A: Proof of Section 2 results

Proof of Theorem 2.

An AID interaction index satisfies Linearity, Dummy and Symmetry.

To proof this Theorem, it suffices for us to use Theorem 1 and show that: An interac-
tion index W is AID, if and only if, for any gamev e TU(N),n>1,and SCN, s > 1,

there exists a collection of real constants {P;(f)};=o . s, such that

.....

Ww,S)= )  PBiHAsu(T),

TCN\S

and for any S € N, we have W(v,S) = 0.
Let W be an interaction index.
—) For any game v € TU(N), n > 1, if W is AID, then, for any S C N, s > 1, there

exists a collection of real constants {f,;(¢)};-o,. ,—s—1 and such that,

W(,8)=Wu(v,S)= ) ) fi(OAsyv(T)

JEN\S TCN\(SUj)

We know that,
Asv(T) = Z(—l)s_lv(L UT)

LCS
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For any player i € S, Asv(T) can be expressed recursivily as follows:
Asv(T) = AS\iV(T U 1) - AS\iV(T)
For any player i € S, we have

V(,S) = Wuu®,S)- ) ) fi(HAsuv(T)

jeN\S TCN\SUj

= Agv(N\S)- Z Z f3(t)x [Asv(T Uj)—Asv(T)]

jeN\S TCN\SUj

= Aw(N\S)= ) ) fiOx[Asw(TUij) - Asyw(T U))

jEN\S TCN\SUj
—AS\iU(T U Z) + As\iv(T)]
= Agv(N\S)—a+c+b-d

where
a = Y ) FOAa(Tui= ) ) fit-1Agw(TUi)
jEN\S TCN\(SUj) jEN\S TCN\S
jeT
= ) ) At-DAgu(TUi) = ) tfi(t-1)Aq (T Ui)
TCN\S jeT TCN\S
T+0 T+0
b = Z Z fn AS\z TUi): Z Z fn AS\z TUi)
jEN\S TCN\SUj jEN\S TCN\S
jeT
= Y ) FWAaUTU)= ) (n=s—t)f(HAsv(T Vi)
TCN\S jeTUS TcN\S
c = ) ) E®AsUTUN= ) ) fiE-1Agv(T)
jEN\S TCN\(SUj) jEN\S TCN\S
jeT
= Y Y AR-DAsw(T)= ) tfi(t-1)As\v(T)
TSN\S jeT TCN\S
T+0 T=0
and
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fn AS\z )

4= ) ) fwAawT)= ) )
jeEN\S TCN\SUj jEN\S T];é\JT\s
= Y HiWAsw(T)= ) (n-s-

TCN\S jeTUS TCN\S

t fn AS\z (T)

Using the expressions of a, b, c and d, W(v, S) can be written as

W(,S) = Asu(N\S)- Y 1fi(t- DA (T Ui+ )
TQN(Z}S TQN(Z}S
T+ T+

tf(t—1)Ag\iv(T)

+ ) (n=s=OfBAsw(TU)= ) (n=s=t)f(H)Asv(T)

TCN\S TcN\S
= Asu(N\S)= ) tfi(t=1)[Ag\io(T Ui) = Ag\v
TCN\S
T#0
+ ) (n=s=t)f5(O)]As\v(T Ui) - Agyo(T)]

TCN\S

(T)]

= ) [n=s=tf5 (O -t D]Asv(T) + (n1-5)£5(0)Asv (0

TCN\S
T=0

+[1 —(n—s)fi(n—s- 1)]ASV(N\S)

= ) [e-s=nfm-tfi¢-D]gnasr) +

TCN\S

" Z [1—(n—s)f,f(n—s—1)]kf1(t)AsV(T)

TCN\S

= ) PiHAsu(T)

TCN\S

0 otherwise 0 otherwise

and

Pi(t) = [(n=s=)f5(6) = t£3(t = D]as(8) + (n =) £ (O)r (1) +

Finally, for all S € N, for all T € N\S, we have Asv(T) =

page 76). We can deduce that W(v,S) = 0.
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Z n—s)f;(0)r, (t)Asv(T)

TCN\S

,r;;(t):{ 1 if t=0

0 otherwise

[1-(n=9)f3(n=s =1k (1)

0 (Fujimoto et al. [2006]



<) We suppose that, for any game v € TU(N), n>1,and S C N, s > 1, there exists
a collection of real constants {P;(t)};—¢, s, such that,

W(v,S)= ) PitAs(T)

TCN\S
We set,
P;(0) . _
P if t=0
Sy =4 B e oy s

txf;(t—1)+P; (t)
n—t—s

otherwise

P;(t) can be expressed as follows:

Py = [(n—s = O£ (0) = 15t = D)]ga(t) + (n =) F(O)rs(0) + [1 = (n = s)f o —s = 1[5 (1)

Finally, using the reverse of the first part of this proof, we can deduce that W is an
AID interaction index.

f,2(t) can simply give as follows

if t=0
filt) =

txf; (t=1)+D5(t)

prR— otherwise

since by linearity, everything is determined on dirac games (ex(S)=1if S=K and 0

otherwise).
W, S) = Pi(n—s)=1—(n—s)fi(n—s—1)
and then, : )
1-P(n-s
Si—s—1)= ——*~ 7
fitn-s—1)=——2"

We conclude that, an interaction index is AID, if and only if, it satisfies Linearity,

Dummy and Symmetry.

Proof of Proposition 1.
The Shapley interaction index is AID and the associated coefficient is

fu(t) = —(t+1()1!1(11:1—)s!—1)!’ with0<t<n-s-1.
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Moreover,

n—s—1 n—s—1
n—s— s n—s— (t+1)!(n_t_5_1)!
;( t 1)2fn(t) = 2;( t 1) (—s+1)
) n—s—1
- (n—s+1)(n—s) — (t+1)
3 2 (n—s)(n—-s-1)
(n—s+1)(n—s)[n_s+ 2

Proof of Proposition 2.

The Banzhaf interaction index is AID and the associated coefficient is

1 ; —
W lf t=0
fa(t) =
txf7 (1—1)x2" 5 +1 .
W otherwise
Moreover,
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n—s— s 1 n—s— t ns(t_l) 2" 41
) (7 = g2 ) () Xﬁn_t_:)zn—f
n—s—1 (nsl) n—s—1

1
(n—t—s)2n—s-1 2Z A1)

(n—s)2n—s-1

Il
+

n—s—1 (n 5— 1) n—s—2

1 t n 5— 1
= _ n—s—1 + _ n—s—1 +2 Z f”
(n—s)2 (n t—s)2

©»
N

1 n—s—1 (nts 1) 1 n—s— (n?s—l)
— n—s—1 _f_ n—s—1 + _ n—s—1 * Z,

(n—s)2 — (n—t—s)2 (n—s)2 = (n

n—s—3

2y () s
t=0

1 n—s—1 (1725—1 ) 1 n—s—2 (n?s—l )
- m+ Z (n—t—s)2n—s-1 i (n—s)2n—s-1 i Z (n—t—s)2n—s-1

1 n—s—l) 1
+--- 4+ + +
( —52”51 ; —t—52”51 (n—s)Z”_S_l

s 1 e 1 e 1 e 1
- (”05 1)211—5—1 +(”15 1)211—5—1 +(”25 1)211—5—1 +”'+(2_2_%)W

n—s—1

1
==

t=0
=1

Proof of Proposition 3.

This result come from the proof of Theorem 2.

Appendix B: Proof of Section 3 results

Proof of Proposition 4.

Given a game v € TU(N) with n > 2, i and j two players in N. It is easier to show by
induction on n that, if an interaction index is I-decomposable, then its I-decomposer
¢’ is unique. Proposition 2 (page 39) of Casajus and Huettner [2018] states that if an
interaction index is CH-decomposable, then there exists a unique CH-decomposer

@ that is itself CH-decomposable. Furthermore, Theorem 4 (page 40) of Casajus and
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Huettner [2018] shows that

[, i) =™V, i)| = [0, ) - oMY, j)]

Therefore, ¢ = ¢’. Then, the unique CH-decomposable CH-decomposer of any
CH-decomposable interaction index is a I-decomposer of this interaction index and
hence coincides with the unique I-decomposer.

CH-decomposability = I-decomposability.

Proof of Proposition 5.

Let ¢ and ¢ be two C-decomposers of W. Given a game v € TU(N) and for all S € 2N
a coalition, we will show by induction on the cardinality of # that ¢(v,S) = ¢ (v, S).
Induction basis: Given a game v € TU(N) and for all S € 2V, if n = 1 then W (v,S) =
P, S)=¢ (,5).

Induction hypothesis: Given a game v € TU(N) and for all S € 2N with 2 <n <k
(k € N), we suppose that ¢(v,5) = ¢ (v, 5)

Induction step: Given a game v € TU(N) with n =k + 1 and for all S € 2V,

Y(V,S) = + Z [(p(V,S)—(p(vN\j,S)]
jEN\S
- s ) [0 gs)
jEN\S
(n=s+1)p(,S)= ) e@NV,8)=(n-s+1)p'(v,5)- ) ¢ @"V,$)
JEN\S JEN\S

Lemma 1. An interaction index \V satisfies the Recursive axiom if and only if V is defined

as follows.
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For every game v € TU(N) with n > 2, S C N a coalition of N with 2 < s < n and any
player i € S, we have

~ N\(S\i)
W(v,S)=) (-1)f Z ‘I’(Vw(sv)\n")

Proof of Lemma 1.

<) We will show that the interaction index W satisfies the Recursive axiom.

For all game v € TU(N) with n > 2, S C N a coalition of N with 2 < s < #n and any
player i € S. W.l.o.g. we suppose that S :={iy,1i,,...,i;} and i = i;. We have,

s—2

N\ls N\(S\i}) .
W(vy,; ™ S\is) = Z q’(”u(S\ml\T’ll)
{)’:O TC(S\ip)\is
t=p
and
& N\(S\iy)
N\i _ 1 /
WENE S\ =) (1P ) P(egsury i)
B=0 TE(S\ip is
t=p
Furthermore,
= N\(S\i)
_ _ ﬁ 11 .
W(v,S) = (=1) Z ‘I’(” U((S\i\T) ! i)
p=0 TC(S\in)
t=p
e N\(S\iy) . N\(S\i)
1 . 11 .
= ) ) W(ohsumryin) T ) P ) (e i)
B=0 TCS\ip p=1 TCS\ip
t=p; iseT t=p; iseT
=2 NAGS\iy) = N\(S\y)
_ 1 . 5] .
= ) (-1 Z W(vgsyinry i)+ ) (1) Z ‘y(”u((svl)\wuis))"l)
B=0 TC(S\i1)\is B=1 TC(S\ip)\is
t=p t=p-1
& N\(S\ip) o N\(S\iy)
_ i . 1 5 .
S I A S (s Ve R N VA S s et
B=0 TC(S\i1)\is B=0 T<(S\ig)\is
t=p t=p
e N\(S\i) = N\(S\i)
_ ll . ll :
= ) (-1 Z W(v, ((5\11>\Ty11) (-1)f Z ‘I’(”u«svl)\(mis))”l)
B=0 TQ(S\iﬁl)\is =0 Tg(f\iﬁl)\is
5\ !

= Wy S\i) - N S\
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W satisfies the Recursive axiom.

—) We suppose that an interaction index W satisfies the Recursive axiom. Let us
show by induction on the cardinality of the coalition that WV is defined as follows:
For all game v € TU(N) with n > 2 and S C N a coalition of N (2 <s < n). Wl.o.g.

we suppose that{iy, iy, ..., i}.

-1

WS =) (1P Y (ol i)
0

= TC(S\ip)
P e

w»

Induction basis: For all game v € TU(N) and S any coalition of N containing two
players.
Let i; and i, be these two players. Since W satisfies the Recursive axiom, we have

N\ip . )_ \P(UN\iz, 11)

Y(v,S) i, +11

g

v

N

-1

- (-1 Z \P(vfj(}iz\wil)

TCip
t=p

o

=

Induction hypothesis: For all game v € TU(N) with n > 2, let k € N any integer such
that k <n and let S = {iy, 1,,...,i5} any coalition of N with 2 <s < k. We suppose that

~ N\(S\iy) .
W(,5)=) (-1)f Z ‘I’(Vu«sml)\T)'”)

TC(S\iq)
t=p

wn
—_

=
I
(e}

Induction step: For all game v € TU(N) with n > 2, n > k ; S := {iy,ip,...,is} any
coalition of N with s =k + 1. Let us show that,

w»
—_

~ N\(S\ip)
Y(,S)=) (-1) Z W (v5sviry i)
Tgt(fgil)

=
I
(e}
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W(,S) = \y(vN\zs S\i,) - W(v N \is ,S\is)
= N\(S\i o N\(S\iy)
1 . 1 .
= (-1)P E ‘I’(” S\111\T’1 2 2 \Ij(vu((S\ill)\(TUis))’ll)
B=0 TC(S\i1)\is =0 TC(S\ig)\is
t=p t=p
= N\(S\i1)
_ _ ﬁ 11 .
= ) V) vy i)
B=0 T%:slyl

Proof of Theorem 3.

Let W be an interaction index CH-decomposable. From Proposition 4, the I-decomposer
is unique and coincides with the unique CH-decomposable CH-decomposer. Using
Proposition 6, the I-decomposer is the interaction index ¢ given by: For all game
ve€TU(N)and forall jeN,

v
o=y M )

TCN

jeT
Let us show by induction that the unique C-decomposer of the interaction index W
is the interaction index W; defined as follows:

For all game v € TU(N), for all coalition S € 2V and for any playeri € S,

s—1
NAS\) . .
0P ) e(hgsinayi) if 522
\Ild('l/,S) _ p=0 Tfjg\z
P(v,i) if s=1

From Lemma 1, V; satisfies the Recursive axiom when the coalition contains more
than one player.
Induction basis: For all game v € TU(N), S € 2V, if s = 1 ( that is S = i) then W is
I-decomposable from the hypothesis and the I-decomposer is the interaction index
Q.

Wa(v,i) = p(v, i)

Induction hypothesis: For all game v € TU(N), let k € IN any integer such that k <n
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and let S be any coalition of N with 2 <s < k. We suppose that

W(v,S)=Y(v,S)+ Z [Wa(v,8) - Wy (v, 9)]
jeN\S

Induction step: For all game v € TU(N), n>k and S € 2V such that s = k+ 1. Let us
show that
W(v,S) =W, (v,S)+ Z [Wa(v,8) - Wy (v, 9)]
jEN\S

Leti € S. Since W satisfies the Recursive axiom, we have

W(v,S) = WV, s\i)-wENV s\
= s\ e Y [l sv) - Wl s )|
jeEN\S
“W (0N, S\ = ) [Wa@NY, S\ = W@V, 5\i)]
jeN\S
= W), 5\i) - Wy (N, S\ i) + Z[ (v, S\i)
jEN\S

MY, 5\) - (a5 - a5 \))|

= W,(v,8)+ Z [Wa(v,$) - W (MY, )]
jEN\S

Since Y, satisfies the Recursive axiom.
W, is a C-decomposer of the interaction index W.

W is C-decomposable and from Proposition 5, the C-decomposer is unique.

Proof of Proposition 7.

Let W be an interaction index that satisfies the recursivity axiom. We suppose that
W is C-decomposable and CH-decomposable. Let ¢ be the C-decomposer. Given a
game v € TU(N), forall S € 2N and a € N

If S = {i} then from Proposition 4,

W(v,i) Z [(p v,1) N\l,i)]

leN\S

If s > 2 then, W.l.o.g, we suppose that S = {iy, i,...,is_1,i;} and we have,
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_ 1B N\(S\iy) .
= ) (1) Z W(vsyiny i)
B=0 TCS\iy
=p
s—1
_ N\(S\#;) . N\(S\i;) . N\((S\i)uUl)
= (-1) Z (v, (smlw’ll Z [(P S\zll\T’ 1) g0(”u<(5\z'1>l\T> )]]
B=0 TCS\iq leN\S
=
= N\(S\i) - N\(S\iy)
_ Y i) Y i)
= ) VP ) olvhgsunryin)+ ) |2 0P ) elviisunry i)
B=0 TCS\ip IeN\S | p=0 TcS\ip
t=p t=p
“ NA(S\in)ul)
_ _ ﬁ 11U
VP o(visnn )
B=0 T%:sgil
= 9@+ ) [p@S)-p@"V,s)]
leN\S

Proof of Proposition 9.
Letve TU(N) (n>2)beagameon N and S € 2 with s> 2. Let j € S,
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\I]Ch(vf S)

s(s+t—1)(n—t—s)!

= ] Asv(T)
TCN\S
s(s+t—=1)(n—t—ys)! . s(s+t—=1)(n—t—ys)!
= ) . Asu(TUf = ) . Ao (T)
TCN\S TCN\S
s(s+t=2)(n—t—-s+1)! s(s+t—1)(n—t—s)!
- Z ! Ag\jv(T) = Z o Ag\jv(T)
TQN\(TS\]') TCN\S
je
s(s+t=2)(n—t—s+1)! s(s+t=2)(n—t—s+1)!
= Z n! AS\jv(T) - Z ol AS\jU(T)
TCN\(S\j) TENYS)
]
s(s+t—=1)(n—t—ys)!
- Z ] Ag\jv(T)
TCN\S
s(s+t=2)(n—t—s+1)!
= Z ) (n' AS\]‘V(T)
Y s+ = 2= s )
s(s+t—-2)(n—t—-s)l(n—t—s+1+s+t—-1
B Z nl AS\]V(T)
TCN\S ' : :
3 (s+t=2)(n—t—s+1)! s+t-2)(n—t—s)!
= S Z . ! AS\]‘V(T)—S Z (n_ 1)! As\jv(T)
TCN\(S\j) TCN\S
5 . ; .
= [enlv, $\j) - Wen (0N, 5\)]
For any i € S, we repeatedly apply this proccess and we obtain,
s=2 s—1 s—1
_ — _1)\8 NA((S\iNT)
%h<v,s>—[ﬂs_l_1]2< Df ) Vel /i)
1=0 ﬁZO tzsg—%\—zl

Finally, by induction on the cardinality of S, we obtain

We(v, §) = Wae(v, )+ ) [Waev,S) = W (v, 9)]
jeN\S
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where

w
—

5=2
[ s—l ) CUF Y @M s

S— i
1=0 TCS\i

Wye(v,S) = f A

Il
(=]

¢(v, i) if s=1

@ is the unique I-decomposer of the Shapley solution and it is given by Equation (3).
The Chaining interaction index is not C-decomposable.

Proof of Proposition 10.
Let WP be a cardinal-probabilistic interaction index applied to a game v € TU(N).

From Corollary 2, for any coalition S C N,

WP(0,8) =W (v,S)= ) ) fi(B)Asyu(T)

jEN\S TCN\SUj

where f;(t) is given by

50 if t=0

fult) =
Ex (=1 P (1)

s otherwise

and the set {P;(t)};,-o,. s are nonnegative constants associated to the cardinal-probabilistic
interaction index. By Fujimoto et al. [2006], the coefficients P;(t) obey the recurrence
relation:

PE(t)+ PS(t+1) = P2, (1)

WP(V,S)+ Z Z [P, 8)-wPNY,$)|

jeN\S TCN\Suj

Wou(v,S)= ) ) FBAsuu(T)+ ) ) Pilt+1D)Asuv(T)

jEN\S TCN\SUj jEN\S TCN\SUj
= Wu,S)- ) ) I(O-Pit+ D]Asyu(T)
jEN\S TCN\SU;j
= x(95)

From Proposition 5, the C-decomposer is unique.
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