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Abstract

In some pattern recognition applications, objects are represented by attributed

graphs, in which nodes represent local parts of the objects and edges represent

relationships between these local parts. In this framework, the comparison

between objects is performed through the distance between attributed graphs.

Usually, this distance is a linear equation defined by some cost functions on the

nodes and on the edges of both attributed graphs. In this paper, we present an

online, active and interactive method for learning these cost functions, which

works as follows. Graphs are provided to the learning algorithm by pairs in a

sequential order (online). Then, a correspondence between them is computed,

and there is a strategy that, given the current pair of graphs and the computed

correspondence, proposes which node-to-node mapping would most contribute

to the learning process (active). Finally, the human can correct some node-to-

node mappings if the human thinks they are wrong (interactive). This is the first

learning method applied to graph matching that has the following two features:

Being an online method and being active and interactive. These properties make

our method useful in the cases that data does not arrive at once and when the

human can interact on the system. Thus, given some human interactions the

method would have to tend to gradually increase its accuracy. The results show
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that with few interactions, we achieve better results than the offline learning

state of the art methods that are currently available.

Keywords: Online learning, Active learning, Human interaction, Graph

matching, Costs functions.

1. Introduction

Attributed graphs have found widespread applications in several research

fields of structural pattern recognition [1, 2, 3, 4]. This is due to their ability to

represent structured objects through unary and binary local entities. To com-

pare the graphs, several distance measures between attributed graphs have been5

presented [1, 4], and the problem is usually called graph matching. Typically,

the problem consists of finding the node-to-node assignment between a pair of

attributed graphs that minimizes an objective function encoding local dissimi-

larities (a linear term) and structural dissimilarities (a quadratic term). To do

so, it is necessary to define the cost functions between the linear terms and the10

quadratic terms of both attributed graphs, given the application at hand.

Note that a proper definition of these cost functions is crucial to achieve

good classification or recognition results, and it is not an easy task. In most

applications, cost functions are manually set in a trial and error process [3].

Moreover, they are usually defined as known distances, such as the Euclidean15

distance (in the case that the attributes are numbers), or other more compli-

cated ones, such as the Levenshtein distance [4] (in the case the attributes are

strings of characters). Use of learned cost functions would have to generate more

application dependent functions that would increase the recognition accuracy.

Moreover, it would not be necessary to waste time on a trial and error process20

to properly tune these cost functions.

Machine learning methods are broadly classified as either offline or online

learning. In offline methods, learning the model is performed in a first stage.

Then, use of this model occurs in a second stage in applications based on pattern

recognition or clustering, among others. In contrast, for the online learning25
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methods, the use of the model is alternated with the learning of it. This happens

when newly classified samples are available when the pattern recognition or

clustering stages (among others) are in progress.

For instance, the systems that recognize people in a set of pictures select

the ones in which a specific person appears, but at the same time, they keep30

learning how to recognize this person when new pictures appear that have been

accepted by the user as containing this person.

Figure 1: Online Active and Interactive Learning Framework: Our method updates the cost

functions every time the human interacts. Above the dashed line is a classical graph matching

with imposed cost functions.

Humans are very good at finding mappings between local sections of elements

represented by structures or images given any level of abstraction. In fact, neu-

ropsychological evidence affirms that there are four specific stages identified in35

the process of object recognition for a human being ([5, 6]). These stages involve

processing of basic object components, such as color, depth, and form, grouping

these basic components on the basis of similarity and matching with structural
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descriptions in memory. Therefore mapping process is something innate in hu-

man beings. For instance, we can easily map the elements of two drawings of40

chemical compounds, or we can map the rear wheels of two motorbikes inde-

pendent of how different the motorbikes are in the images. If these compounds

or images are seen as specific graphs, this suggests that we are good at deducing

the node-to-node mapping between two attributed graphs.

We propose a learning method that not only deduces the distance and node-45

to-node mapping between a pair of graphs but also has the ability to update the

cost functions each time the human interacts. The aim of applying a learning

strategy would be to deduce a more accurate distance and map the next time

the graph matching is computed. To that aim, we have put a human in the

loop. Because humans are good at deducing mappings between structures, in50

our method, the human validates the deduced node-to-node mapping or im-

poses a new one. We assume that this is a way to assure that the output of

the matching method tends to be the one that the human desires, given some

human interactions. We want to highlight that the human is not forced to in-

teract each time the graph matching is performed. In contrast, the human only55

interacts when one considers it is necessary. This is an important feature of

our method, as the human interaction could be much slower than the graph

matching algorithm. Moreover, we have included an active method to reduce

the effort asked of the human. Given the deduced node-to-node mapping, the

system shows a pair of nodes (one per graph) that has been mapped. This pair60

of nodes is the one that has the greatest chance of being wrong. In this way, we

do not ask the human to check the whole node-to-node mapping given a pair

of graphs, but only one pair of nodes. This selected mapping is the most in-

formative for updating the cost functions and therefore improving the following

graph matching runs.65

Figure 1 shows the main scheme of our method. The process line above

the dashed line is a classical graph matching method. That is, given a pair of

graphs and some imposed cost functions, the GraphMatching module returns

a distance and a node-to-node matching between the graphs (represented by
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blue arrows in Figure 1). The ActiveLearning module receives this mapping70

and outputs a mapping composed of only a node of the first graph and a node

of the second graph (highlighted in red in Figure 1). This mapping has a high

chance of being wrong, considering the whole graphs and the whole node-to-

node mapping. Then, the InteractiveLearning module, which is a human in

our proposal, visualizes this mapping together with the original data, and cor-75

rects this mapping when it considers it to be wrong (the corrected mapping

is highlighted in green in Figure 1). In this case, correcting means substitut-

ing one of the two nodes matched by the node-to-node mapping. Finally, the

LearningCostFunction module updates the cost functions that encode the lo-

cal and structural dissimilarities given the node-to-node mapping proposed by80

the human and the previous cost functions. Because this is an online learning

method, we do not know how many pairs of graphs are going to be introduced

into the system, or if some pairs of graphs are going to be presented to the sys-

tem several times. Nevertheless, the method is ready at any time to compute a

graph matching given the current cost functions.85

The main contributions of this paper are:

• Presenting an online method to learn the cost functions, for the first time.

• Adapting the classical active strategies to the graph matching domain.

• Selective interaction of human onto the system.

• High learning capacity given few human interactions, shown in the exper-90

imental section.

The paper is organized as follows. In Section 2, we present the literature

review of the basic used methods. Section 3 presents the basic definitions and

notations used in the rest of paper. In Section 4, we describe our proposal to

learn the cost functions for graph matching in an online, active and interactive95

way. In Section 5, we present the experimental results. Finally, Section 6

concludes the paper.
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2. Literature Review

In this section, we first present the literature review of the online (Sec-

tion 2.1), active (Section 2.2) and interactive (Section 2.3) learning methods in100

a general form. This is because our method is an adaptation of these classical

methods into the graph matching field. Finally, in Section 2.4, we summarize

the state of the art in offline machine learning methods applied to learn the

graph-matching cost functions.

2.1. Online Machine Learning Methods105

Online machine learning [7, 8] is a method of machine learning in which

data become available in a sequential order and are used to update a predictor

for future data, as the samples are obtained, to improve performance on the

new data. Conversely, batch learning methods generate the best predictor by

learning on the batch data at once. Online learning is a common technique110

used in areas of machine learning where it is computationally infeasible to train

over the entire dataset. It is also used in situations where it is necessary for

the algorithm to dynamically adapt to new patterns in the data, or when the

data are generated as a function of time. An interesting example could be

the classification of job advertisements [9], in which advertisements have to be115

constantly classified at the same time that new ones appear and other ones

disappear.

Since its introduction, many papers have appeared that address various prob-

lems of online learning. As we will discuss in next Secion 2.2, online learning has

been quickly associated with active querying strategies to decide which data are120

most useful for learning task [10]. In the papers [11, 12] the authors study the

online heterogeneous transfer (OHT) learning problem, where the target data of

interest arrive in an online manner, while the source data are from offline sources

and can be easily annotated; the authors propose some techniques that exploit

offline knowledge transfering it a online different domain. Other papers [13, 14]125

deal with the problems of limited query budget (when it is difficult to annotated

date) and the problem of highly imbalance ratio between classes.
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2.2. Active Machine Learning Methods

A machine learning algorithm can achieve a greater accuracy with fewer

classified training examples if it can choose the data from which it learns [15,130

16, 17]. In active machine learning, the learner queries some specific elements,

and the answerer informs to which classes these elements belong. It is assumed

that the answer is always correct. For this reason, the answerer, which might

be another automatic system or a human annotator, is called an oracle.

In many modern machine-learning problems, active learning is well moti-135

vated if unclassified samples may be abundant, but finding the class is difficult,

time-consuming or expensive to obtain [18]. Active learning has been applied

in several fields, such as speech recognition [19], information extraction [20],

robotics [21], transcription of text images [22] or object classification in gen-

eral [23, 24, 25, 26].140

All active learning scenarios involve evaluating the informativeness of un-

labeled instances. There have been many proposed ways of formulating such

query strategies [15]. The most commonly used ones, and therefore the ones ap-

plied in this paper, are Least Confident (LC) [27], Margin Sampling (MS) [28]

and Maximum Entropy (ME) [29]. Least Confident [27] queries the element145

whose highest probability of belonging to a class is the lowest among all the

elements. Margin Sampling [28] aims to incorporate the posterior probability of

the second most likely labeled element. Maximum Entropy [29] queries the ele-

ment with maximum Shannon Entropy [30] given the probabilities of belonging

to the classes, because this element is less informative than others.150

One of the latest paradigms of online learning is to optimise the regret func-

tion [31, 32]. Basically, this function deduces the weights to be learned by an

online gradient descendent algorithm, in which the objective function is com-

posed of the sum of a sensitivity function and a specificity function.

2.3. Interactive Machine Learning155

Interactive Machine Learning is a specific type of Active Learning in which

the human interacts with the system through a Human-Machine Interface (HMI).
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The general idea is that the human receives the information of the state of

the system through any source of information and then influences this system

through any mechanism. The HMI is the space where interactions between160

humans and machines occur. The goal of this interaction is to allow effective

operation of the machine from the human end, while the machine simultane-

ously feeds back information that aids the human to make decisions. Human

interaction has been recently applied to image alignment for robotics pose and

image alignment estimation [33, 34], 2D-camera calibration [35] or engineering165

drawing validation [36].

2.4. Learning Graph Matching Cost Functions

The aim of the learning methods applied to graph matching is to learn the

cost functions on nodes and edges. To our knowledge, only seven papers have

been published related to learning these cost functions [37, 38, 39, 40, 41, 42,170

43]. An important feature of these methods is the nature of the cost functions

the learning algorithm obtains. The method in [37] defines these costs as self-

organizing maps, and the method in [38] defines them as probability density

functions. In contrast, some methods [39, 40, 41] assume the cost functions

are weighted Euclidean distances, and the aim is to determine the weights.175

Mathematically, they define the cost functions on nodes and edges as an inner

product between the weights and the node or edge attributes. Finally, methods

in [42, 43] suppose that the graph matching is solved through an approximation

of the Graph Edit Distance [44, 45] and only learn the costs of inserting and

deleting nodes and edges, which become to be constants.180

The method we present deduces the cost functions through a supervised

classifier; thus, we consider that it is located in the same nature as the methods

from [37, 38, 39, 40, 41]. These methods are similar to our method when they

learn application dependent functions. Nevertheless, the main differences are

that we propose a general online machine learning model instead of an offline185

machine learning model. Moreover, our method is the first one that has online,

active and interactive features. These features make it new and unique.
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Reference [46] presents an active and interactive method applied to graph

matching. Nevertheless, the aim is not to learn the cost functions but to assist

the graph matching module to deduce a better node-to-node assignment. In that190

case, the human imposes some node-to-node mappings, as does our method, but

they are used only to recompute the whole graph assignment, without learning

the cost functions. That method could be used while matching large graphs (for

instance, palmprint matching with graphs that have approximately 1000 nodes),

in which it is practical for the interactive module to impose just a few correct195

node-to-node mappings. Our active methods were inspired by the methods

presented in that paper, although several modifications have been considered.

3. Definitions and notation

Given a pair of graphs, G and G′, the ith vertex in G is represented as Gi

and the ath vertex in G′ is represented as G′a. Moreover, the edge between the200

ith vertex and the jth vertex in G is represented as Gi,j . Similarly, the edge

between the ath vertex and the bth vertex in G′ is represented as G′a,b.

A correspondence f between graph G and G′ is a bijective function that

assigns one node of G to only one node of G′. We represent the mapping from

node Gi to node G′a as a = f(i). Note that we suppose that both graphs have205

the same order. If this was not the case, then they could be expanded with new

nodes that had a specific attribute. Then, a generic formulation of the graph

matching problem consists of finding the optimal correspondence f∗ given by the

solution of the quadratic assignment problem (NP-hard problem) [47] (Eq. 1).

f∗ = arg min
∀f :G→G′

∑
∀Gi

αi,f(i) +
∑
∀Gi,j

βi,j,f(i),f(j)

 (1)

Functions αi,f(i) and βi,j,f(i),f(j) represent the cost of mapping a pair of210

nodes (Gi and G′f(i)) and a pair of edges (Gi,j and G′f(i),f(j)), respectively, and

they are application dependent.

With the aim of decreasing the computational cost, some methods reduce
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the quadratic assignment into a linear assignment [48, 49, 50, 51, 52], thus,

they return a suboptimal correspondence between both graphs (Eq. 2).215

f̂∗ = arg min
∀f :G→G′

{∑
∀Gi

γi,f(i)

}
(2)

Where γi,f(i) is the cost between local structures centred at nodes Gi and

G′f(i). In the literature, one of the most used local structures is called Star,

which is composed of a central node, its edges and the nodes these edges connect

to. In [53], several local structures are analyzed from the point of view of how

close the deduced assignment is to the optimal one, and the runtime spent by220

the matching algorithm.

Two different approaches have been used to define γi,f(i) when the local

structures are Stars: The structural approach and the vectorial approach. The

structural approach is based on assuming a Star is a graph [53]. Then, Equation

1 is applied where G and G′ are the Stars centred at nodes Gi and G′f(i),225

respectively. In this case, γi,f(i) equals to the cost that generates f∗ computed

through Equation 1. The vectorial approach converts each Star into a vector

[54]. Then, γi,f(i) is defined as a distance between vectors. The simplest case is

defining it through the Euclidean distance. Nevertheless, it is usual to define it

through a learned distance, for instance through a neural network. This is the230

method we use in this paper and it is explained in Section 4.4.

4. Proposed Framework

In this section, we describe our method, schematically represented in Fig-

ure 2. First, we present a general schema of the method (Section 4.1), and then

we explain in detail the modules of our schema. The first one searches for the235

graph matching (Section 4.2), then the second one executes the active learning

strategies (Section 4.3) and finally the module that learns the cost functions

(Section 4.4).
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4.1. General problem schema

The first step of our method is devoted to finding an assignment between a240

pair of graphs. As we described in Section 3, we work within the linear assign-

ment framework based on Equation 2, solved using the Hungarian method [55].

Therefore, the graph matching step needs the cost function γi,a and the graphs

G and G′ as inputs for the C cost matrix computation. It provides the cost

matrix between all pair of nodes of G and G′. Then, a solver, such as the245

Hungarian method, is used to provide the (suboptimal) assignment f̂∗.

Then, having the cost matrix and the assignment, the second step in our

framework is the Active Learning module (Section 4.3), whose goal is to propose

a single node-to-node assignment Gi and G′a that is likely to be the worst one

in the complete assignment f̂∗. We tried three different active strategies. Then,250

the human visualizes both nodes with the original data (Section 2.3) and decides

to confirm that they map or proposes a new pair of nodes, G∗i and G′∗a .

The last step is devoted to updating cost function γi,a by adding the new

correct node-to-node mapping G∗i and G′∗a to the learning module. The first

step of this module (detailed in Section 4.4) is to take the node assignment255

provided by the human and to embed it into a vector, considering the structure

and attributes of the original graphs, G and G′. The online learning algorithm

updates its internal parameters, considering an input buffer, and provides a new

cost function γi,a by using the new data as a new training set (in an incremental

manner).260

In the first interaction, the pair of nodes proposed to the user, G∗i and G′∗a ,

are randomly selected because the cost functions γi,a are not initialized and the

cost matrix C cannot be computed yet.

4.2. Graph matching

The graph matching algorithm is composed of two main steps. In the first,265

a square cost matrix C is computed so that each cell represents a combination

γi,a. Rows represent nodes Gi and columns represent nodes G′a, then C(i, a) =

γi,a. In the second one, the assignment f̂∗ is deduced as a solution of a linear

11



Figure 2: Online Active Learning: detailed framework (see text for explanation).

assignment problem applied to this cost matrix. In the first step, it is necessary

to compute the n2 (n is the size of the graphs) combinations of γi,a. Thus,270

the computational cost of this first step is O(K · n2), where K is the cost of

computing γi,a. How K effects the global cost was analyzed in [53]. Note in

our schema, how γi,a is defined is a parameter of the Graph matching module

since it is generated in the Learning cost functions module (Section 4.4).

The second step is exactly solvable in the worst-case in cubic time, O(n3), for275

instance, using the Hungarian method [55]. The fact that solution f̂∗ appears

to be suboptimal is due to the embedding the quadratic problem into a linear

problem (converting Eq. 1 into Eq. 2), but it is not due to the solution of the

linear problem itself.

Note that all the learning method is based on deducing the graph matching280

through a linear algorithm instead of a quadratic algorithm. That is, the graph

correspondence is computed through Eq. 2 instead of Eq. 1. This is because the

run-time of computing Equation 1 has been empirically demonstrated that does

not fulfil the application temporal constraints. In our case, there is a human

waiting for the system to compute the graph correspondence. We belief it would285

be impractical to ask for the human to wait more than several seconds for check-
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Table 1: Average runtime and distance given four public databases computed through A∗ and

graph bipartite algorithm (BP) (from [48]).

A∗ BP

# graphs Avg size Avg Degree Time Dist Time Dist

Alkane 150 8.9 1.8 1.29 15 ≈ 0.001 35

Acyclic 183 8.2 1.8 6.02 17 ≈ 0.001 35

MAO 68 18.4 2.1 — — ≈ 0.001 105

PAH 94 20.7 2.4 — — ≈ 0.001 138

ing the correctness of the correspondence. To validate these reasoning, Table 1

shows a comparison between computing Equation 1 through a A∗ algorithm and

computing Equation 1 through the bipartite graph matching ([48]). The data

in Table 1 has been extracted from [56] and it shows the average run-time of290

computing the graph edit distance between all the graphs of the database and

also the average graph edit distance, given four public databases. Considering

the runtime, we realise that there is a huge difference between both algorithms.

It is reported in [56] that the computation of these values was not possible in

the MAO and PAH databases due to it would take months. Considering the295

distance, we deduce that the bipartite graph matching returns suboptimal corre-

spondences that have a distance twice the optimal one. We conclude, from this

experiment, that using the A* algorithm is not practical since the human would

have to wait too much time waiting for the correspondence proposed by the

system. Note that better correspondence returned, better system performs but300

returning the optimal correspondence is not a critical point since it is the user

that, through interacting, corrects the correspondence until the system achieves

the desired one.

4.3. Active Machine Learning strategies

In this section, we show how we have adapted the active strategies presented305

in section 2.2 to the graph matching problem. In the strategies we commented,
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the active strategy proposes an element given a specific domain, and the oracle

returns its class. In our case, the modus operandi has been adapted because

we have an active module that proposes to the human only one node-to-node

mapping given a pair of graphs and their assignment computed by the graph310

matching module. Then, the human returns the same node-to-node mapping

whether he considers it correct. In contrast, the humans returns the correct

one, in which one of the two nodes is the same as the one presented by the

active module. In this way, the “element” in the classic active strategy becomes

a node-to-node mapping in our method. Because the answerer has to return the315

“class” of the queried element, in our method, this output has been converted

into a node-to-node mapping.

We propose three active strategies. The input parameters are the cost matrix

C and the suboptimal assignment f̂∗ generated by the graph matching algorithm

(Section 3). The output is a pair of nodes Gi and G′a from each graph. It is320

assumed that their mapping, although in f̂∗, have the highest chance of being

wrong, considering the cost matrix C and the node-to-node mapping f̂∗. The

computational cost of these strategies is quadratic with respect to the number

of nodes of the graphs.

Least Confident (LC): This strategy searches for the element for which the

classifier has more doubts to deduce its class; in our case, it is the node pair

having the highest cost function among the pairs to be selected for node-to-node

mapping. Therefore, this strategy is implemented in three steps. First, the best

mappings of each node in G are selected according Equation 3.

C1 = min
1≤a≤n

{C(1, a)}, C2 = min
1≤a≤n

{C(2, a)}, · · · , Cn = min
1≤a≤n

{C(n, a)} (3)

That is, the minimum costs in the cost matrix are selected for every row, and325

the vector V = [C1, C2, · · · , Cn] is computed. Second, given these mappings,

the node in G that has the highest cost (the worst option) is selected; that

is, the maximum value is computed given the obtained vector of the minimum

values, i.e., Gi = arg max{V }. Third, the node in G′ becomes the one to be

mapped by the assignation of the selected node in G: G′a = f̂∗(Gi).330
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Margin Sampling (MS): The idea behind this strategy is that node pairs

with similar cost value are more ambiguous to be selected in the final matching.

Thus, in our case, this strategy is implemented in five steps. First, vector V is

computed as it is done in the first step of the Least Confident strategy. Second,

the same operation is performed, but discarding the nodes from G′ found in the335

previous step. Then, a new vector W is computed. Third, the margins of the

nodes in G are computed. That is, the vectors obtained in the first two steps

are subtracted, Z = V − W . Fourth, the node in G that has the minimum

margin is selected, i.e. Gi = arg min{Z}. Fifth, in a similar way to the Least

Confident strategy, G′a = f̂∗(Gi).340

Maximum Entropy (ME): The main idea of the method is to query the

elements that are more difficult to classify because the Shannon entropy is high.

This strategy is similar to the Least Confident strategy except the fact that

nodes are selected according to Eq. 4.

Ci = −
∑

1≤a≤n

{C(i, a) · logC(i, a)} (4)

Then, V = [C1, C2, · · · , Cn]. Note that in this case, the values in the cost matrix

have to be in the domain [0, 1]. Finally, Gi and G′a = f̂∗(Gi) are deduced.

4.4. Learning the cost function

In this section, we explain the method we used to learn the cost function γi,a.

Note that this function depends only on the semantic and structural information345

of nodes proposed by the human G∗i and G′∗a , from both graphs (Section 4.1).

This information is embedded into a vector because we want to use a com-

mon supervised learning algorithm, such as neural network or a support vector

machine. Several embedding methods have been presented in the literature, for

instance, there is one in [57] or two more recent proposals in [58, 59]. In our350

case, we present a simple one defined by the attribute nodes (semantic informa-

tion) and the number of edges adjacent to the node (structural information) as

we show in Figure 3. Others could be analyzed in a future work.

15



Figure 3: Embedding the local information of nodes G∗i and G′∗a into a vector. ni and n′a are

the number of edges of each node

When the interactive module returns that G∗i and G′∗a have to be mapped,

we want the cost function γi,a to be zero. Moreover, we want the cost functions355

{γi,b , a 6= b} and the cost functions {γj,a , j 6= i} to be one (or a high value).

This is because we want the linear assignment algorithm to return the mappings

from G∗i to G′∗a and discard the others.

Each time the interactive module proposes a node-to-node mapping (from

G∗i to G′∗a ), the supervised learning algorithm, which aims to learn γi,a, is fed the360

data shown in Figure 4. A is the input matrix and B is the expected outcome

vector. The order of both graphs is n and n′, respectively. Empty rows mean

that the data are exactly the same as the upper cells. Rows with dots indicate

the information of the next node in the graph. For instance, it represents that

node Gj is different from node Gj or Gk. Similarly, it represents that node G′a365

is different from node G′b or G′c. The repetition of the data (empty rows) is done

to solve the unbalancing problems.

The buffer in the learning algorithm, shown in Figure 2, contains the data

(matrices A and B) of M impositions. This buffer has been considered to enrich

the information that the learning algorithm has to consider.370

Note γi,a has been defined as the output of a neural network, being the

embedded information of a node and its local structure the input of this neural

network. Another completely different paradigm could be to define γi,a as a

weighted Euclidean distance between the embedded vectors of nodes Gi and

G′a. In this case, the weights of the Euclidean distance would have to be learned375
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Figure 4: Input matrix A and expected output vector B generated by the imposition that Gi

and G′a have to be mapped. n and n′ are the orders of graphs G and G′. Empty rows mean

that the data are exactly the same as in the upper cells.

by an optimisation method, such as [31]. This paradigm could be analyzed in a

future work.

5. Experiments and discussion

In this section we present the experimental evaluation of our mode. The

section is divided as follows. In section 5.1, we provide a general description of380

the databases used in the experiments. In section 5.2, we describe the setup in

which we conducted our experiments. In section 5.3, we show our experimental

results. Finally, in section 5.4 we compare our results with the state of the art

results.

5.1. Databases385

In our experiments, we used five different databases. First, we used the

House and Hotel databases, which are described in detail in [60] (Figure 5, left).

They consist of two frame sequences corresponding to two different computer

modeled objects; one is a House (111 frames) and the second is a Hotel (101

frames). The objects move and rotate through the frames. Each frame of these390

sequences has 30 identified and mapped salient points attributed by 60 Context
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Figure 5: Examples of House-Hotel and Horse original images with salient points and edges.

Shape features. The graphs are built using the salient points as nodes and the

edges by triangulating the nodes according to their position using the Delaunay

algorithm [61].

The other databases are the Horse (Noise, Rotate and Shear) databases (Fig-395

ure 5, right), which are based on an original drawing of a horse taken from [62].

The first paper that used these databases for graph-matching was [39]. Each

graph has 35 nodes that represent hand-marked salient points representing a

horse. Three databases of 199 graphs each (Noise, Shear and Rotate) have been

artificially generated by applying the transformations that its name indicates.400

Each node is attributed by 60 Context Shape features, as in the House and

Hotel databases, and the structure was built by triangulating the nodes using

the Delaunay algorithm.

In all databases, the more temporally separated the frames are in the se-

quence, the more different the frames are, which consequently makes the graph-405

matching process more complex. Moreover, because the nodes are labeled, we

can deduce the ground-truth correspondences between nodes of the graphs. In

the House and Hotel databases, there are 1314 ground-truth correspondences in

the learning set while in the Noise, Rotate and Shear, there are 300 of them.

5.2. Experimental setup410

We build the training, validation and testing sets following the same config-

uration as in [39] and [40]. Thus, we divided each database into three different

collections of graph pairs depending on the number of frames of separation for
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each experiment: one to train the model, another to validate it, and the last

one to test it. Each pair of graphs is separated by the same number of frames in415

order to keep the level of distortion. The number of frames of separation used

in our experiments is 90 frames for the House and Hotel and 100 frames for the

Noise, Shear and Rotate in order to compare our results with those previously

published in the literature.

On the other hand, to learn and estimate the costs, we have implemented a420

fitting neural network for parameter regression, with a fully connected hidden

layer and the sigmoid as the activation function. The input of network is the

embedded representation of a pair of nodes, while the output is the assignment

cost between this pair of nodes. We trained our network using the conjugate

gradient backpropagation with the Powell-Beale restarts algorithm [63].425

To feed the online backpropagation algorithm that trains the network for

each interaction, we have implemented a circular buffer.

To determine the parameters of the model (number of neurons and buffer

size), we performed some experiments with the validation set until we found

the parameters that maximize the performance while minimizing the number of430

neurons and the buffer size. In addition, in section 5.3.3 we analyze the influence

of these parameters on the performance in terms of accuracy and computational

cost.

5.3. Results

In this section, we present the results achieved by our method. We split435

this section into different subsections. In section 5.3.1, we describe the metrics

that we use to evaluate the results, while in section 5.3.2 we show the results

achieved by our algorithm with respect to the number of interactions. Finally, in

section 5.3.3, we show how the parameters configuration of our neural network

affects the performance of the model.440
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5.3.1. Metrics

We used three metrics to analyze and compare the performance of our

method:

• The normalized hamming distance between the correspondence deduced

by the Bipartite graph matching algorithm (given the learned parameters)445

and the ground-truth correspondence (given by the database). Because

the aim of the learning algorithm is to find the correspondences as similar

as possible to the ground-truth, we want this distance to be as low as

possible.

Eq. 5 express this metric in formula, where f̂∗ is the calculated matching,450

f is the ground truth matching, and N is the number of assignments.

NHD =
1

N

N∑
i=1

δ
(
f̂∗(Gi) 6= f(Gi)

)
(5)

• The percentage of node-to-node mappings proposed by the active mod-

ule to the user that are different from the ground-truth correspondence.

The active module only proposes node-to-node mappings that are part

of the deduced correspondence (given the current parameters). Thus, we

assume that if the active module selects the ones that are different from

the ground-truth correspondence and the user corrects them, then the

learning algorithm will properly learn the edit costs. Thus, the higher

this metric is, the better the performance. In formula:

PWM =

∣∣∣f̂∗(G)AM 6= f(G)
∣∣∣

N
(6)

where |·| represent the cardinality of a set, f̂∗ is the calculated matching, f

is the ground truth matching, the subscript AM stands for Active Module

and N is the number of assignments.

• The percentage of node-to-node mappings proposed more than once by

the active module to the user during the learning phase. We assume that
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proposing the same node-to-node mapping several times is less informative

than proposing different ones. For this reason, the lower this metric is, the

better the performance. Mathematical formula for this metric is shown

in Eq. 7 where
∣∣∣f̂∗(G)Repeated

∣∣∣ is the number of mapping proposed more

than onces by the Active module and NLP is the number of node-to-node

mappings proposed during the learning phase.

PRM =

∣∣∣f̂∗(G)
∣∣∣
Repeated

NLP
(7)

5.3.2. Performance evaluation455

To perform the experiments in this section, we have implemented a neural

network with a hidden layer of 30 neurons for all databases; the buffer has a

capacity of 40 mappings for the House and Hotel and 250 for the Noise, Shear

and Rotate databases.

Figure 6 and Figure 7 show the previously commented metrics with respect460

to the number of interactions and using the active learning strategies presented

before. In Figure 6, we show the results of the metrics applied to the House

and Hotel databases, and in Figure 7, we show the results of the metrics applied

to the Noise, Shear and Rotate databases. As described in Figure 2, the usual

modus operandi would be that at each interaction, the system proposes a node-465

to-node mapping to the user according to an active criterion, and the user

corrects this mapping, based on whether the user considers it to be wrong.

Nevertheless, to make the experimental part completely automatic, the human

correction has been simulated by the selection of the node-to-node mapping

proposed by the ground-truth correspondence in the database.470

Both experiments present similar behaviors. Considering the normalized

hamming loss (first row of Figure 6 and Figure 7), we see that our method

(given the three active strategies presented before) can reduce the hamming

distance to zero at some point (approximately 60 interactions for the House

and Hotel and approximately 120 for the Noise, Shear and Rotate) applying the475

LC or the MS strategy. Clearly, it is worth using the active strategies because
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without them (we have called it “Random”), the number of interactions needed

to reduce the hamming distance is larger. Note that the reduction of interactions

in the online learning methods is usually crucial. In this case, we consider that

asking the user to perform 60 or 100 interactions is not a burden.480

Considering the number of mappings that the human has to correct (second

row of Figure 6 and Figure 7), we observe that the active strategies have a

higher percentage than the “Random” strategy at the first interactions, but

there is a point at which this relationship is inverted or has a similar value. We

consider that having a high percentage of mappings to be corrected by the user485

is good because it makes the learning algorithm to learn faster. Moreover, it

means that when we ask the user to look at the mappings, it is to correct them

and influence the system. When the active strategy presents the user with a

mapping that does not have to be corrected, the human has to look at the data,

but the human’s impositions are not used to influence the learning algorithm.490

Through this reasoning, the three active strategies properly achieve this aim.

The “Random” strategy returns higher percentages from interaction 70 to the

end in the House database. Note that in this case, the hamming distance is zero

at this interaction in the active strategies. Then, it is not possible to improve the

performance of the system, which makes the active strategy present mappings495

that do not have to be corrected.

Finally, considering the number of mappings that are presented to the user

more than once (third row of Figure 6 and Figure 7), we realize that the three

strategies have much more ability to return different mappings, which is good

because they generate a higher chance to need to be corrected by the user.500

The active strategies present higher numbers of repeated matching than the

“Random” strategy at the last interactions because it is much more difficult to

increase the performance of the system when the hamming distance is almost

zero.

Tables 2 and 3 show the normalized Area Under Curve (AUC) and the505

runtime spent to propose a matching to the user according to the different

active learning strategies. The normalised AUC is computed as follows. The
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(a) (b)

(c) (d)

(e) (f)

Figure 6: Hamming distance (a) and (b) (the lower the better). Percentage of matchings that

need to be corrected deduced by the active algorithm (c) and (d) (the higher the better).

Percentage of proposed repeated matchings (e) and (f) (the lower the better). Horizontal axes

represent the number of interactions. Databases: House (left) and Hotel (right). “Random”

means the active module selects a random node-to-node mapping from the ones deduced by

the graph-matching algorithm.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 7: Hamming distance (a),(b) and (c) (the lower the better). Percentage of matchings

that need to be corrected deduced by the active algorithm (d),(e) and (f) (the higher the

better). Percentage of proposed repeated matchings (g),(h) and (i) (the lower the better).

Horizontal axes represent the number of interactions. Databases: Noise (left), Shear (center)

and Rotate (right). “Random” means the active module selects a random node-to-node

mapping from the ones deduced by the graph-matching algorithm.
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Table 2: Comparative table in terms of normalized Area Under Curve (AUC) and runtime per

interaction (in seconds) using different active learning strategies in Hotel and House databases.

Best results are underlined.

House Hotel

Strategy AUC Runtime AUC Runtime

Random 0.26 0.78 0.24 0.92

LC 0.08 0.81 0.10 0.88

MS 0.10 0.86 15.02 0.13

ME 0.09 0.87 13.32 0.11

number of properly deduced mappings in the test set is computed each time

the edit costs are recomputed. Then, this number is divided by the number

of mappings. Finally, the Normalised AUC is defined as the addition of these510

values among all the iterations divided by the number of iterations.

Table 2 shows the achieved results in the House and Hotel databases, and

Table 3 shows the results in the Noise, Shear and Rotate databases. The aim of

the model is to minimize the AUC because we want to minimize the hamming

distance with the minimum number of interactions. We observe that it is worth515

applying active strategies instead of proposing random pairs of nodes for each

interaction. The performance between the different active learning strategies

is quite similar; however, in the case of Noise, the ME strategy is not able

to reduce the hamming distance to 0. We conclude that using an appropriate

active learning strategy is crucial, not only because it reduces the number of520

interactions needed to decrease the hamming distance but also because it avoids

falling into local minimums (see hamming distance in the Hotel, the House,

the Noise and the Shear databases). We also realize that the runtime spent

per interaction is quite similar, independent of the strategy. This is because

the system spends much more time solving the graph-matching problem than525

training the model or applying the active learning strategy.

Finally, in Table 4 we show the heat-maps of the cost matrix computed with
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Table 3: Table comparing normalized Area Under Curve (AUC) and Runtime per interaction

(in seconds) between different active learning strategies with our mode in Noise, Shear and

Rotate databases. Best results are underlined.

Noise Shear Rotate

Strategy AUC Runtime AUC Runtime AUC Runtime

Random 0.23 2.75 0.37 2.74 0.12 2.62

LC 0.10 2.89 0.07 2.82 0.07 2.66

MS 0.10 2.82 0.08 3.11 0.08 2.79

ME 0.09 2.69 0.23 3.13 0.10 2.91

a pair of graphs of the House database after 1, 10, 20, 30 and 40 interactions

using the proposed active strategies and the estimated graph matching. The

ground-truth cost matrix (zeros on the diagonal and ones on the other positions)530

can be deduced because the ground-truth correspondences are provided by the

database. We observe how the model tends to perform better when the number

of interactions increases. We also observe that the ”Random” strategy is the

one that seems to work the worst.

5.3.3. Parameter Analysis535

There are two main parameters that must be set when we design our model:

the buffer size and the number of neurons in the hidden layer of the neural

network. In this subsection, we discuss how these parameters effect the perfor-

mance of the model.

Figure 8 shows the normalized hamming distance with respect to the number540

of interactions using several buffer sizes. When we increase the buffer size, the

hamming distance tends to decrease (the hamming distances given 40 or 80

mappings are superimposed). This means that when we increase the data used

to train the network at each interaction, the cost estimations improve until

reaching a point in which there is no more improvement.545

Table 5 shows the runtime and the Area Under the Curve (the lower the
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Table 4: Heatmaps of the cost matrix (yellow: high costs, blue: low costs) and graph matchings

(green: correct matchings, red: wrong matchings) using different strategies with respect to

the number of interactions in the House dataset and 90 frames of separation.

Strategy # Interactions Cost Matrix Graph Matching

Ground-Truth -

Random

1

10

20

30

40

LC

1

10

20

30

40

MS

1

10

20

30

40

ME

1

10

20

30

40
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Figure 8: Hamming distance using different buffer sizes using the Least Confident strategy

in the Hotel dataset with 90 frames of separation. A neural network with a hidden layer of

30 neurons was used in this experiment. The hamming distances given 40 and 80 mappings

obtained the same results.

better) given several buffer sizes. As expected, the runtime spend solving the

graph matching problem does not depend on the buffer size, while the learning

algorithm depends on the amount of data used to train the model and so the

buffer size. This is because when the buffer size increases, the training algorithm550

needs more interactions to find the weights that minimize the error. Finally,

the Area Under the Curve decreases when the buffer size increases, which is

congruent on the results shown in Figure 8.

Finally, Figure 9 shows the normalized hamming distance with respect to

the number of interactions, while Table 6 shows the normalized Area Under555

the Curve and the runtime achieved with different neural networks. We have

changed the number of neurons of the hidden layer in each run. The input layer

has always 122 neurons, 2∗(Attributes+1) = 2∗(60+1) = 122, and the output

layer has only one layer (the value of γ).

We observe that with a neural network of 5, 10 and 20 neurons, the model560

returns a high Area Under the Curve, while if we increase the size to 30 or 40,
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Table 5: Runtime per interaction (in seconds) and normalized Area Under the Curve given

several buffer sizes in the Hotel dataset using the Least Confident strategy. A neural network

with a hidden layer of 30 neurons was used in this experiment because it is the value that

obtains the best results in Figure 9. Best results are underlined.

Buffer size
Runtime

(graphs matching)

Runtime

(learning)
AUC

2 0.50 0.20 0.78

4 0.49 0.20 0.28

8 0.49 0.20 0.17

20 0.49 0.25 0.12

40 0.48 0.32 0.10

80 0.49 0.42 0.10

the Area Under the Curve is significantly reduced. As expected, there are no

differences in the graph matching runtime. Moreover, increasing the number of

neurons makes the learning runtime increase, but the increase is not significant.

5.4. Comparison to the state-of-the-art565

In Table 7, we show a comparative study between our best results applying

the proposed active learning strategies and the state-of-the-art off-line meth-

ods published in the literature. Our method returns a lower hamming dis-

tance than [39, 40] given approximately 35 interactions for the House and Hotel

databases and 100 interactions for the Noise, Rotate and Shear databases (see570

Figure 6 and Figure 7). Note that we are only using the ratio 35/1314 (2.7%)

and 100/300 (33%) of the databases, respectively. In general, when we apply

some of the proposed strategies, our method reaches the best results. Even when

the performance is similar, as in [59], our model has the crucial advantage of

using an online learning paradigm. This means that, as described above, it has575

the capacity to learn in each interaction, significantly minimizing the number

of node-to-node impositions necessary to obtain the best results. This is very
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Figure 9: Hamming distance using different numbers of neurons in the hidden layer with the

LC strategy in the Hotel dataset with 90 frames of separation.

Table 6: Runtime per interaction (in seconds) and normalized Area Under Curve given several

number of neurons. in the Hotel dataset using the Lest Confident strategy. Buffer size of 40

mappings. Best results are underlined.

Number of neurons
Runtime

(graphs matching)

Runtime

(learning)
AUC

5 0.53 0.33 0.82

10 0.50 0.39 0.65

20 0.60 0.40 0.66

30 0.56 0.35 0.10

40 0.52 0.40 0.13
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important because manually annotating mappings between nodes of two graphs

can be a very costly task.

Table 7: Comparison table of normalized hamming distance results. Best results are under-

lined.

Database

Algorithm Strategy House Hotel Noise Shear Rotate

Caetano et. al. [39] - 0.14 0.09 0.32 0 0.42

Cortés et. al. [40] - 0.24 0.21 0.19 0.55 0.18

Leordeanu et. al. [41] - 0.01 0.05 - - -

Santacruz et. al. [58] - 0.02 0.02 - - -

Cortés et. al. [59] - 0 0 0 0 0

Our proposal

Random 0.01 0.02 0.04 0.17 0

LC 0 0 0 0 0

MS 0 0 0 0 0

ME 0 0 0.01 0.08 0.01

6. Conclusions580

This paper proposes a model to learn the cost functions for graph matching in

an online, active and interactive manner. It has the restriction that the graph

matching has to be computed in a suboptimal way and modeled as a linear

assignment problem. Moreover, node and edge attributes have to be structured

as vectors.585

A human (or another intelligent system) is needed to correct the node-to-

node mappings that the active model proposes. This proposed mapping is sup-

posed to have a high chance of being wrong. Putting a human in the loop could

mean an important increase of runtime. Nevertheless, in some applications in

which graphs arrive sequentially, the human effort could make the deduced graph590

assignment be close to the one the human desires with only some interactions.
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In fact, this is what we deduce in the experimental section. We demonstrated

that in the given databases, our method achieves higher accuracy than other

off-line learning methods with a low number of interactions.

We have proposed three active strategies to present a node-to-node mapping595

to the human. The active module looks for mappings computed by the graph

matching module that have a high chance of being wrong (different from the

mapping that the human would decide), as are the ones whose correction could

generate the highest impact on the learned cost function. This supposition was

demonstrated empirically because when the ratio of selected wrong mapping600

decreases, the accuracy keeps stable. Thus, when the active module proposes

correct mappings, the system does not learn.

In the experimental section, we have analyzed the influence of the three

different active strategies and we have seen that the Least Confident one is the

strategy with the lowest Area Under the Curve, although there are no significant605

differences with respect to the Margin Sampling strategy.

As a future work, we want to study the influence of different embeddings

of the local information of the nodes. We could analyze the impact of these

embeddings with regard to the runtime and the accuracy. Moreover, we could

also present another graph matching paradigm in which the function to be610

optimized was composed of the first and second order terms. Then, the learning

module would have to learn different functions. If this module was implemented

through a neural network, we could analyze the use of more than one neural

network. Finally, we could also apply online learning algorithms other than the

neural network, such as online support vector machines.615

The overall framework is based on linear assignment and bipartite approx-

imation formulation of graph matching. This obviously limit the accuracy of

solution (even if, is still acceptable in several problems). A new direction of

research would be to reformulate the whole framework on the basis of quadratic

formulation of graph matching. In this case all the learning process must be620

revised to take into account quadratic term of the formulation.
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