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Abstract

Background—The determination of risk factors and their temporal relations in natural language 

patient records is a complex task which has been addressed in the i2b2/UTHealth 2014 shared 

task. In this context, in most systems it was broadly decomposed into two sub-tasks implemented 

by two components: entity detection, and temporal relation determination. Task-level (“black 

box”) evaluation is relevant for the final clinical application, whereas component-level evaluation 

(“glass box”) is important for system development and progress monitoring. Unfortunately, 

because of the interaction between entity representation and temporal relation representation, glass 

box and black box evaluation cannot be managed straightforwardly at the same time in the setting 

of the i2b2/UTHealth 2014 task, making it difficult to assess reliably the relative performance and 

contribution of the individual components to the overall task.

Objective—To identify obstacles and propose methods to cope with this difficulty, and illustrate 

them through experiments on the i2b2/UTHealth 2014 dataset.

Methods—We outline several solutions to this problem and examine their requirements in terms 

of adequacy for component-level and task-level evaluation and of changes to the task framework. 

We select the solution which requires the least modifications to the i2b2 evaluation framework and 

illustrate it with our system. This system identifies risk factor mentions with a CRF system 

complemented by hand-designed patterns, identifies and normalizes temporal expressions through 

a tailored version of the Heideltime tool, and determines temporal relations of each risk factor with 

a One Rule classifier.

Results—Giving a fixed value to the temporal attribute in risk factor identification proved to be 

the simplest way to evaluate the risk factor detection component independently. This evaluation 

method enabled us to identify the risk factor detection component as most contributing to the false 

negatives and false positives of the global system. This led us to redirect further effort to this 
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component, focusing on medication detection, with gains of 7 to 20 recall points and of 3 to 6 F-

measure points depending on the corpus and evaluation.

Conclusion—We proposed a method to achieve a clearer glass box evaluation of risk factor 

detection and temporal relation detection in clinical texts, which can provide an example to help 

system development in similar tasks. This glass box evaluation was instrumental in refocusing our 

efforts and obtaining substantial improvements in risk factor detection.

Graphical abstract
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1. Introduction

Medical records for diabetic patients contain information about heart disease risk factors. In 

electronic health records, this information is mainly given in the form of unstructured text. 

To improve patient care, automatic extraction of medically relevant information can provide 

clinicians with clues on diverse heart disease risk factors, and their progression over time. 

Tracking the progression over time of heart disease risk factors in diabetic patients was the 

topic of the i2b2/UTHealth 2014 challenge [1, 2]. The determination of risk factors from 

clinical texts requires to detect diseases (diabetes, coronary artery disease), associated risk 

factors (cholesterol and hyperlipidemia, hypertension, obesity, smoker status, family 
history), and clues thereof (medications); the other part of the task demands to find where in 

time most of these risk factors occurred on the patient’s timeline.

This task description led us to split our system into two components: one for risk factor 

detection (possibly decomposed into as many sub-components as types of risk factors), and 

one for temporal relation determination. Combined in a pipeline, they enumerate the risk 

factors present in a patient record then compute their temporal relations to the current visit. 

Overall system performance is indeed the most important type of evaluation for the final 

clinical task. However, when this evaluation reveals a certain number of false positives or 

false negatives, it is also important to know which component most needs improving. 

Principled system development should therefore provide a way to evaluate each component 

independently of each other and of the full system, ideally in such a way as to predict their 

impact on overall system performance.

We show in this paper that this is not straightforward to obtain in the i2b2/UTHealth 2014 

challenge risk factors task (Section 3), and explain why. We examine potential solutions to 
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this problem, find out that none is fully satisfactory, and implement the one which requires 

the least modification to the i2b2 evaluation framework (Section 4). We illustrate its 

application on our risk factor and temporal relation detection system (Sections 5 and 6) and 

use it to point more clearly at directions for its improvement. We follow the most promising 

of these directions and obtain substantial gains in system performance (Section 7), then 

conclude (Section 8).

2. Related work

Information extraction tasks often proposed dual evaluation scenarios in which both full-task 

(black box) evaluation and component (glass box) evaluation were organized. This is often 

non-trivial to achieve because of interrelationships between components. For example, the 

detection of relations generally depends on the former detection of entities which these 

relations link (note that joint methods are also proposed by some authors, but are not the 

subject of this paper).

Binary semantic relations such as those which hold between medical problems, tests, and 

treatments [3] rely on the detection of these concept types. Nevertheless, the 2010 i2b2/VA 

challenge defined and evaluated two separate sub-tasks through micro-averaged precision, 

recall and F-measure: concept extraction and relation classification. This provided a glass 

box evaluation of each sub-task. It did not propose an evaluation of end-to-end concept 

extraction and relation classification systems, but this (black-box) evaluation would have 

been easy to run based on the evaluation measures of the relation extraction sub-task.

Binary temporal relations (before, after, etc.) which link events and temporal expressions 

depend on the detection of these events and times. The 2012 i2b2 temporal relations 

challenge [4] defined sub-tasks for the identification of EVENTs, the identification of 

temporal expressions (TIMEX3s), and the detection of the temporal relations between them. 

This led participants to create three separate components and enabled them to evaluate each 

of those components through glass box evaluation. Non-trivial issues stemmed from the 

need to normalize various equivalent configurations of temporal relations. For this purpose 

their transitive closure was computed before computing their F-measure. Note that choosing 

the transitive closure instead of, e.g., a minimal underlying temporal graph [5], changes the 

number of relations that are evaluated.

Co-reference relations detect which mentions in a text refer to the same entities; therefore 

the determination of these relations also depends on the detection of entity mentions [6]. The 

2011 i2b2/VA challenge [7] defined separate sub-tasks for mention detection and co-

reference resolution, thus providing glass box evaluation for each sub-task. It also defined an 

end-to-end task where system mentions were used as input to the co-reference resolution 

step. Co-reference resolution was evaluated through the MUC, B3, and CEAF metrics. 

However, Cai and Strube (2010) [6] showed that the original B3 and CEAF measures have 

problems when applied to end-to-end systems, i.e., with concept mentions computed by a 

first component, and hence not always adequate; they proposed adaptations of these 

measures to alleviate these problems.
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Sometimes relations are viewed instead as concept attributes: this was the case of the 2014 

i2b2/UTHealth challenge [2], which defined a task where risk factors had to be detected, 

together with their temporal relation to the document creation time (DCT). This challenge 

relates to a large subset of the history of previous i2b2 challenge tasks as well as to the 2014 

ShARe/CLEF eHealth T2 shared task [8]. This challenge, which we describe in more detail 

in Section 3, only defined a black-box evaluation of the end-to-end task, but did not provide 

a separate, glass-box evaluation of risk factor detection and temporal relation detection. To 

develop an optimal end-to-end system, we considered it important to obtain a separate 

evaluation for each of these components. We present in Section 4 the issues we encountered 

when trying to obtain such a glass-box evaluation and the solution we adopted. We illustrate 

this glass-box evaluation with the system we developed for the i2b2/UTHealth 2014 

challenge (Sections 5 and 6) and discuss how it helped focus error analysis and system 

improvement (Section 7).

3. Definition of the i2b2/UTHealth 2014 composite task

3.1. Corpus

The corpus we used for the following experiments is the 2014 i2b2/UTHealth corpus, 

composed of 1,304 patient records from 3 cohorts of diabetic patients for a total of 296 

patients. For each patient, about 3 to 5 records are provided per patient, referring to different 

times in the patient’s timeline. The training corpus contained 790 records (178 patients) and 

the test corpus contained 514 records (118 patients). Patients were distinct between training 

and test corpora. Based on a random selection, we split the training corpus into our training 

sub-corpus (89 patients, 390 records) to develop our system, and our development sub-

corpus (30 patients, 131 records) to tune the system. Our internal test sub-corpus is 

composed of 269 records (59 patients).

In our experiments, results on the internal test sub-corpus were obtained with systems 

trained on the training + development sub-corpora, and results on the official test corpus 

were obtained with systems trained on the full training corpus.

3.2. Task description: risk factor detection

The task consists in identifying risk factors for diabetic patients in clinical records [9] 

among 8 categories: diabetes mellitus (DM), coronary artery disease (CAD), hyperlipidemia 

(HLD), hypertension (HTN), medication (MED), obesity (OBE), family history of CAD 

(FAM), and smoker status (SMO). The first six categories are events which may take place 

before, during or after the current visit. Information on how risk factor events are expressed 

in the document must be specified: for instance, “HTN” or “hypertension” are explicit 

mentions of the risk factor, whereas a test result such as a blood pressure measurement over 

140/90 mm/hg is categorized as a high bp. This defines sub-types of risk factor events, the 

full set of which is shown in Table 1. For instance, an expression such as “150/90” should be 

recorded as HTN with sub-type high bp.

The task is a document-level entity detection task: what must be determined is whether a 

risk factor of a given sub-type is present or not in a document, not its specific occurrences 
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and locations in the document. If multiple explicit mentions of hypertension are found in the 

document, only one HTN–mention record must be created; if the text includes one or more 

test results revealing hypertension, they must be reported independently as one HTN–high 
bp record.

3.3. Task description: temporal relation determination

Every event risk factor record must be temporally linked to the document creation time 

(DCT, assumed to represent the time of the visit) through one or more of the three relations 

BEFORE, DURING, AFTER. Multiple relations are represented by multiple records, each with the 

relevant temporal relation as an attribute. Therefore, if a text explicitly mentions that the 

patient has “hypertension” (chronically, thus before, during and after the visit) and also 

reports a test result performed during the visit revealing a high blood pressure, four records 

should be produced: HTN–mention–before; HTN–mention–during; HTN–mention–after; 
and HTN–high bp–during.

4. Black box and glass box evaluation of risk factors and their temporal 

relations

In this section, we summarize the way the i2b2/UTHealth 2014 risk factors task is evaluated. 

We point at difficulties this induces specifically on the glass box evaluation of risk factor 

detection and propose methods to cope with these difficulties.

4.1. The i2b2/UTHealth 2014 representations and evaluation

In the i2b2/UTHealth 2014 risk factors task, a risk factor is represented as an object of the 

relevant type (CAD, HTN, MED, etc.) with attributes. One of the attributes (indicator or 

type) represents what we described as its sub-type in Table 1. Another attribute (time) 

represents its temporal relation to the document creation time (DCT), i.e., the visit. The 

external representation of these objects in annotation files takes the form of XML elements, 

examples of which are shown in Figure 1.

As explained above, if a given information item is provided multiple times in the document, 

it is to be recorded only once. E.g., if blood pressure is measured twice during the visit and 

the two measurements correspond to a high blood pressure, only one (HTN–high bp–during) 
record is to be output (this is the case in Figure 1).

Conversely, if a risk factor is true in multiple time spans, one record must be output to 

represent each such temporal relation. For instance, an explicit mention of “hypertension” 

generally means that the patient has a chronic condition which spans the before, during, and 

after periods; in that case, three records are output, as in Figure 1.

The evaluation in the i2b2/UTHealth 2014 risk factors task measures the correction and 

completeness of these records to compute precision and recall.
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4.2. Issues in glass box evaluation of risk factor detection

Glass box evaluation of a single component aims at evaluating its individual successes and 

mistakes. This is hopefully useful to assess its contribution to the results obtained by the full 

system when it is evaluated as a black box. As much as possible, it is therefore advisable, for 

consistency of interpretation, to use the same evaluation measures for both the full system 

and its individual components.

Glass box evaluation of the last component in a pipeline is simple if gold standard input is 

available for this component. One only needs to run the component on this gold standard 

input and to evaluate its output with the same evaluation measures as the full system. This is 

the case of the temporal relation determination component in the present task: gold standard 

risk factors are easily derived from the gold standard representations provided with the 

training corpus by ignoring the value of the temporal relation attribute.

Conversely, glass box evaluation of a non-final component is simple if gold standard input is 

available for this component, if the component’s output has the same form as the full 

system’s output, and if the parts of the output representation that are to be contributed by 

subsequent components can be ignored by the evaluation program or can be set to the gold 

standard values. We are close to this situation for the risk factor component in the present 

task: its output has the same form as the final output (a set of risk factor objects) and it can 

be fed directly to the evaluation program (the 2014 i2b2/UTHealth evaluation program can 

be downloaded from https://github.com/kotfic/i2b2_evaluation_scripts/tree/v1.2.1).

However, this evaluation program, despite its numerous and very useful features, has no 

option to ignore temporal attributes. To cope with this limitation, we might set the temporal 

attributes of the detected risk factors to those in the gold standard. However, false positive 

risk factors are by definition not in the gold standard, therefore no temporal attribute value 

can be drawn from the gold standard to complete them. In that situation, the evaluation 

procedure must choose which temporal relations to assign to each false positive risk factor. It 

can decide to assign between one and three relations among before, during, after. Because 

multiple relations for a risk factor duplicate this risk factor, this will lead to between one and 

three complete false positive risk factors being scored for one initial relation-less false 

positive risk factor. This will thus result in different levels of penalization of each false 

positive risk factor.

More generally, what happens here is that at the level of the risk factor component, the 

detection of a risk factor sub-type (e.g., HTN–mention) will count more or less in the final 

evaluation depending on the number of temporal relations it will bear eventually. This 

highlights a difference between a component-oriented glass box evaluation, which would 

count as one such a risk factor for true positives, false positives, and false negatives, and a 

system-oriented glass box evaluation, which should count its actual impact on the final 

output of the whole system. But that impact depends on the behavior of subsequent 

components, here the temporal relation component: the number of false positive records in 

the final output depends on the number of relations it would assign to each specific false 

positive risk factor. We assume this is also why the evaluation program cannot just ignore the 

temporal relation in its evaluation.
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4.3. Methods for glass box evaluation of risk factor detection

The global task of the overall system we are considering in this paper consists in recognizing 

risk factors and assigning each risk factor a temporal relation. The task organizers provided a 

black-box evaluation procedure for such an overall system. However, since we divided the 

system into several components, a separate, glass-box evaluation of each individual 

component is desirable to trace the origin of remaining problems.

As discussed in the previous section, we encountered difficulty in scoring risk factor 

detection individually. This stems from the fact that a single risk factor gives rise to a 

variable number of final records in the task-oriented evaluation. To score risk factor 

detection individually, we consider the following two options, illustrated in Table 2 for the 

risk factors mentioned in Figure 1:

Fixed: evaluate the risk factor component according to its individual distribution of 

true positives, false positives, and false negatives, ignoring the temporal attribute, 

thus providing an unbiased evaluation of its individual worth; but this will not be 

directly comparable to the results of the full system;

Gold: evaluate the risk factor component in a way that is comparable with the full 

system, i.e., by giving gold-standard values to the temporal attribute of each 

detected risk factor; but for false positive risk factors, which are thus not in the gold 

standard, this requires to choose which number of temporal relations should be 

associated to the risk factor, in other words, how many times this false positive will 

be duplicated. This number will influence the distribution of the evaluated risk 

factors, whose evaluation will therefore no longer be an evaluation of the risk factor 

component individually.

As we can see, neither of these two methods is fully satisfactory.

Technically, the first can be implemented by replacing with a fixed value the temporal 

attribute values both in the gold standard and in the risk factor component output, and 

removing the potential duplicates this may cause.

The second requires copying the temporal attribute values of gold standard risk factors to the 

risk factor component output, and deciding what to do for false positives. One way would be 

to give each of them one dummy relation value, minimizing the final cost of false positives. 

Another way would be to give them a more realistic number of relations, such as the average 

number of relations per risk factor produced by the temporal relation component (actually, 

since an integer number of relations must be produced, one would have to simulate a 

distribution of relations whose expectation would equal that produced by the temporal 

relation component). Or yet another way would apply a similar method but with statistics 

drawn from the gold standard instead of the temporal relation component output. We might 

also discuss an intermediate way to score false negative risk factors: when assessing a 

missed risk factor, instead of counting all its gold standard relations, one might count only 

one, as in the first solution. This would lead to a mixed evaluation, where positives would 

count as in the second solution, whereas false negatives would count as in the first solution.
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Table 3 summarizes the discussed solutions to fix the temporal relations issue in the risk 

factor glass box evaluation. As one can see, depending on the chosen solution, the numbers 

of true positive, false positive and false negative risk factors vary accordingly.

Because our first goal is to produce an individual evaluation of the risk factor detection 

component, which does not depend on the choice and performance of subsequent component 

run on its output, we opted for the first solution. Besides, it is much simpler to implement.

5. A system to identify risk factors and their temporal relations

We present our system for the detection of risk factors and their temporal relations to the 

current visit. This system will be used to illustrate the use of glass box evaluation on its two 

components: risk factor detection and temporal relation determination.

5.1. Risk factor detection component

5.1.1. Lexicon mapping—A baseline approach for risk factor detection consists in 

collecting all risk factor mentions in the training corpus and extracting these mentions from 

the test corpus. In the training corpus, we collected 2,225 mentions for medications, 661 for 

CAD, 512 for hypertension, 427 for smoker status, 348 for diabetes, 97 for hyperlipidemia, 

38 for obesity and 12 for family history. Note that this collection only concerns explicit 

mentions, not test results.

5.1.2. CRF approaches—We designed experiments based on CRF [10] using the Wapiti 

implementation [11]. Since the task aims at identifying risk factors at the document level, we 

defined two CRF models: (i) a model based on a complex set of features in order to improve 

precision (Complex CRF model), and (ii) a model based on a simple set of features so as to 

improve recall (Simple CRF model). Because of its very low number of true positives, we 

did not address the Family History risk factor and gave it a constant value of “not present”. 

We sum up the experiments we made and the underlying hypotheses in Table 4.

Features: We used the following features to build our models: (i) lexical features: the token 

itself; (ii) typographical features: token length in characters, typographic case of the token, 

presence of punctuation marks, presence of digits; (iii) morpho-syntactic features: part-of-

speech of the token provided by the Tree Tagger [12] POS tagger; (iv) semantic features: 

pharmacological class of drug names (among 17 classes: aspirin, beta blocker, diuretic, 
insulin, etc.), normalization with respect to the DCT (BEFORE, DURING, AFTER) of the temporal 

expression found on the same line as the token; and (v) document structure: section in which 

the token occurs among 21 sections we manually defined, based on structure properties 

found in corpus (allergies, history of present illness, medications, etc.). For some features 

(token, typographic case, POS), we also defined bigrams of features. All features are used in 

the complex CRF model while the simple CRF model only relies on the token and the part-

of-speech tag. We did not perform any cross-validation to train our model. However, an 

automatic feature selection was performed through the l1 regularization.

Post-processing rules (PP): We designed post-processing rules to capture risk factors based 

on lab results:
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• DM: A1C test over 6.5 or two fasting glucose measurements over 126;

• HLD: total cholesterol over 240 or LDL measurement over 100 mg/dL;

• HTN blood pressure measurements over 140/90 mm/hg.

Optimization against annotation imbalance (OAI): Since we considered the risk factor 

identification task as a token tagging task, the vast majority of tokens in a document are not 

tagged (97.1%): this creates an imbalance in the annotation, where this untagged category is 

overrepresented.1 This is accentuated by the fact that not all mentions of risk factors needed 

to be marked by the human annotators, provided at least one mention was annotated for each 

relevant risk factor type. In order to reduce this issue, instead of using the whole document, 

we defined several window sizes within which unannotated tokens were kept before and 

after each annotated span. We hypothesize this should both reduce annotation imbalance and 

reduce the impact of the non-exhaustiveness of mention-level annotation. We achieved our 

best configuration using a window of 35 unannotated tokens before and after each annotated 

span.

5.2. Temporal expression extraction component

Since temporal expressions play an important role in this task, a first process detects 

temporal expressions, normalizes them, and makes them available to subsequent processes. 

We used the HeidelTime tool [13] to identify temporal expressions within clinical records. 

HeidelTime is a rule-based system composed of extraction rules and lexicons for 

normalization. Absolute and relative temporal expressions are extracted and normalized 

according to the tense of the verb used in the sentence. As a reference time, normalization 

uses the document creation time (Record date in the records). We added about 10 rules to 

normalize some specific temporal expression formats (e.g. M/DD or M/YY) and then 

computed the temporal relations (BEFORE, DURING, AFTER) by comparing the normalized value 

of each expression with the DCT. We thus used those normalizations as semantic clues to 

identify the risk factors. Figure 2 shows an example of HeidelTime outputs.

5.3. Temporal relation determination component

To compute temporal relations of risk factor events, we designed a supervised learning 

method inspired by the one we developed for the 2014 ShARe/CLEF eHealth Evaluation 

Lab [14]. We summarize below the choices we made to design features for this sub-task.

Risk factor type models—As explained earlier, six types of risk factors are events which 

may bear temporal relations (CAD, DM, HLD, HTN, OBE, MED). We observed in the 

training corpus that each of them has a distinct distribution of temporal relations. Therefore, 

we created distinct models for these six event types.

1On the training corpus, out of 603,985 tokens, 586,730 are not annotated (i.e., 97.1% of all tokens). Out of the 17.255 annotated 
tokens, 9.718 mark the beginning of an annotated span, for a mean length of 1.78 token per annotated span.
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Sub-type features—Second, these event types have sub-types, which we presented in 

Table 1. Each sub-type in Tables 1a and 1b is used as a feature. In a few cases, a medication 

can have two sub-types, but as a simplifying approximation we ignored their second type.

Document structure features—Third, a study of the training corpus showed that 

document structuring into sections often goes together with specific distributions of 

temporal relations in each section. The section of an event was thus used as a feature. 

Sections were determined with the same method as was described in the Risk factor 

detection component section. Besides, BEFORE relations tend to occur closer to the beginning 

of a document, whereas AFTER relations tend to occur closer to the end. Therefore, as a back-

off, we created features to represent this information: we modeled the position of an event in 

the text as a feature encoding its relative position by splitting the text into five equal-sized 

bins.

Sentence features—Finally, features were obtained from the sentence in which an event 

occurs: the bag of words of the sentence, specific time-related words and patterns found in 

the training corpus (today, at home, etc.), and the temporal relations inferred from the 

temporal expressions found in the sentence (see above the presentation of the Temporal 

expression extraction component). Note that these inferred temporal relations take into 

account linguistic information such as the verb tense. A simple feature selection scheme was 

applied to bag-of-word features: we defined thresholds on global token frequency (tfmin), 

number of different sentences in which the token occurred (dfmin), and kept only the top n 
most frequent tokens. We empirically set tfmin = 5, dfmin = 3, and n = 100.

As explained earlier, a given event may be assigned multiple relations among BEFORE, 

DURING, and AFTER. It is thus an instance of multi-label classification. One way to address this 

problem is to transform it according to the Label Powerset method into a single-label 

classification task with 23 classes: all combinations of these three labels. Another way 

consists in training a distinct, independent classifier for each of the three relations. We tested 

both methods (the MEKA2 extension of the WEKA3 machine learning suite was used for 

multi-label classification) and eventually kept the second. When all three classifiers return a 

negative result for a given risk factor, we assign it the BEFORE value, which we observed gave 

the best results on the training corpus.

We tested several supervised classification methods, among which we kept WEKA’s One 

Rule (which can be seen as a decision tree with only one level) and SVM (Support Vector 

Machine with the Sequential Minimal Optimization algorithm) classifiers. As a baseline, we 

also examined the majority class decision rule (Zero Rule in WEKA).

6. System Evaluation

In this section we instantiate the black box evaluation on our full system and the glass box 

evaluations on our components. By giving a fixed value to the temporal attribute in the 

2http://meka.sourceforge.net/
3http://www.cs.waikato.ac.nz/~ml/weka/
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evaluation of risk factor detection, we obtain a clearer view of where it stands with respect to 

an ideal component and of its impact on the performance of the global system. This is 

obtained similarly, albeit much more easily, for the temporal relation component evaluation 

by running it on gold standard risk factors.

6.1. Black box evaluation of the full system

6.1.1. Results—The black box evaluation of the full system is obtained by running the full 

pipeline with the risk factor detection and temporal relation detection components, then the 

evaluation program.

Table 5 shows the global performance of the full pipeline on the internal test sub-corpus. 

The One Rule classifier obtains the best micro-average precision, recall, and F-measure on 

this internal test set, and is therefore the chosen classifier for the official test set.

Table 6 shows the global performance of the full pipeline on the official test corpus. For 

reference, we include the Majority and SVM classifier results in the table.

6.1.2. Discussion—The best F-measure obtained for the full system is at 0.857, which is 

close to the median position among the twenty participants of the i2b2/UTHealth 2014 

challenge Task 2, based on the results published at the workshop.

The Majority decision method of the temporal relation component already obtains a high 

result, and has been used by several other participants of the challenge. Using an SVM 

classifier takes into account the collected features and improves this baseline for all risk 

factors except MED (the risk factor with the largest number of occurrences in the training 

corpus). Surprisingly, even a much simpler classifier such as One Rule performs as well as 

(even slightly better than) the SVM. We return to these points when discussing the temporal 

relation component (Section 6.3).

This short examination of the global system through its black box evaluation shows that it 

performs less well for CAD, Obesity, and Medication, whereas the other event risk factors 

(DM, HLD, HTN) obtain F-measures around 0.90: does that come from difficulties in the 

risk factor detection component or in the temporal relation component? This is what their 

glass box evaluation, to which we now turn our attention, should reveal.

6.2. Glass box evaluation of risk factors

6.2.1. Results—As explained above, we obtain the glass box evaluation of the risk factor 

component by giving a fixed value to the temporal attribute in its output. We do so by 

replacing all values in the gold standard and in the risk factor detection output by a generic 

‘continuing’ value, which happens to be known by the standard i2b2/UTHealth 2014 

evaluation program.

Table 7 displays the results of the mention mapping method on the official test set (micro-

average recall, precision, and F-measure). The evaluation presented in this table only takes 

into account the categories allowing the “mention” value for the indicator attribute (see 

Table 1). Since there is no “mention” attribute value for categories FAM, MED and SMO, 
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results cannot be computed for those categories. Moreover, the global results only take into 

account the results we achieved on the five first categories. The very high recall obtained (at 

least 0.988) shows that explicit mentions of risk factors exhibit little variation. The 

moderately high precision (between 0.443 and 0.897) highlights a need for disambiguation.

Table 8 shows the global results we achieved on the risk factor identification sub-task on the 

internal test set (left pane). The baseline is the mention mapping method. The F-measures 

obtained by the <Complex+PP>, <Complex+PP+OAI>, <Simple+PP>, and <Simple+PP

+OAI> configurations are very close to each other. However, <Simple+PP+OAI> achieves a 

better precision and recall balance and is thus chosen for our final risk factor detection 

component. The right pane of Table 8 shows the results obtained by this configuration on the 

official test set. For reference, it also includes the values obtained by the other 

configurations.

Table 9 displays the micro-averaged measures we achieve for each risk factor in this setting 

on the official test corpus.

6.2.2. Discussion—The detailed results on the internal test set, not displayed here for 

reasons of space, are similar to those on the official test set. They reveal that the class with 

the lowest results is CAD (F=0.697), while the rest of the event risk factors (MED, OBE, 
HLD, DM, and HTN) range from 0.864 to 0.905: the glass box evaluation thus identifies the 

risk factor component as a clear contributor to the lower performance of the full system on 

CAD (−0.30 F-measure compared to a perfect component). Among the next lowest F-

measures are those of MED (−0.14) and OBE (−0.13), which is consistent with their lower 

scores in the full system too.

An error analysis for the <Simple+PP+OAI> model on the internal test corpus reveals that 

124 CAD mentions are correctly detected but 187 are not extracted (no CAD with a test or 

event indicator was detected). 141 false positive mentions are also extracted (this is 

explained by the fact that almost all of these mentions contain the “coronary” token) and 4 

CAD mentions are extracted as medications by the CRF, these medications being used for 

CAD treatment.

We also examined an example of risk factors which need post-processing rules to capture lab 

results and check their numerical values: the case of Diabetes Mellitus. All undetected DM 

mentions can be explained by the fact that their lab results are expressed by percentages, 

which are not taken into account by our post-processing rules.

6.3. Glass box evaluation of temporal relations

6.3.1. Results—Table 10 shows the individual performance of the temporal relation 

detection component: to obtain this glass box evaluation, this component is run on gold 

standard risk factors. It is evaluated with the standard i2b2/UTHealth 2014 evaluation 

program; but since FAM and SMO risk factors cannot bear a temporal relation, they are 

excluded from the computation of the all column through an option of this program.
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6.3.2. Discussion—For most risk factors, a majority class decision produces perfect recall 

and high precision and F-measure on the internal test. This sets a very high baseline. Only 

CAD has a low recall and HTN a less high precision. This high baseline can be explained by 

the large majority of cases where a risk factor is true both before, during, and after the visit. 

Therefore, the majority predicts the systematic presence of all relations for all risk factors 

except CAD, where the majority only predicts the before relation (obtaining a high precision 

but a much lower recall).

The high performance of the One Rule classifier, already observed in the full system, can be 

partly explained by the way the problem has been modeled in our temporal relation 

component. By computing a decision separately for each type of risk factor and for each 

type of temporal relation, the problem is broken down into 6×3 = 18 sub-problems. Adding 

one additional level of discrimination is therefore close to building a decision tree with two 

or three levels. Besides, when the One Rule classifier selects an attribute, it creates a 

separate feature for each possible value of this attribute. For instance, since the document 

section attribute has 33 possible values, selecting this attribute (which is done for MED) 

gives One Rule an actual set of 33 features. The most frequent features used in these rules 

are the risk factor sub-type (see Table 1; in 9 cases), the document structure (section type in 

3 cases and relative position in 2 cases), patterns (2 cases of starting and stopping a 

medication: a drug is taken after the visit if not stopped, and during the visit unless it is to be 

started; one case of mentioning the Emergency room, which excludes an HTN during the 

visit); and 1 sentence word discovered by the classifier (a mention of abdomen excludes the 

before relation for OBE). The fact that the SVM does not improve over One Rule probably 

means that our other features lack discriminatory power given the training set.

All F-measures are fairly high (0.930 to 0.988), but they are lower for OBE, CAD, and MED 
(both for One Rule and the SVM). The glass box evaluation of this component thus shows 

that it contributes to the lower F-measure of the full system for these three risk factors, 

aggravating the lower F-measure of the risk factor component for these three risk factors: 

−0.07 for OBE and CAD and −0.05 for MED.

7. Discussion

We first performed a black box evaluation of a system which identifies risk factors and their 

temporal relations for diabetic patients from clinical records. It obtained a global micro-

averaged F-measure of 0.857 on the i2b2/UTHealth Task 2 test corpus. To obtain more 

detailed information on the system, we also designed and applied a principled glass box 

evaluation of its two components.

7.1. Lessons from the glass box evaluation

The first component identifies risk factors with a CRF system and a few post-processing 

rules based on numerical values over defined thresholds. The second component detects 

temporal relations with a One Rule classifier after a decomposition into 18 situations.

Overall, glass box evaluation measured an intrinsic F-measure of the risk factor component 

on the internal test corpus (Table 8, <Simple+PP+OAI>, Internal test, F=0.849), which has a 
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distance of 0.151 to the maximum of F=1. In contrast, on the same corpus, the temporal 

relation component (Table 10, One Rule, Internal test, F=0.960) has a much shorter distance 

of 0.040 to the maximum. This shows that in general, among the missing 0.159 F-measure 

above the score of 0.841 obtained by the full system with <Simple+PP+OAI+One Rule> 

(Table 5), the largest progress can come from improvements in the risk factor detection 

component.

Glass box evaluation also revealed more precisely that the lower scores obtained for the 

CAD risk factor are much more strongly caused by the risk factor component (Table 8, 

<Simple+PP+OAI>, Internal test, F=0.697) than by the relation detection component (Table 

10, One Rule, Internal test, F=0.934) (1−F-measure = −0.303 vs. −0.066). An error analysis 

pointed at the main cause for this observation. Glass box evaluation also showed that the 

next lower scores, for OBE and MED, are similarly explained, although in a less extremely 

unbalanced way: −0.127 vs. −0.070 for OBE, and −0.136 vs. −0.049 for MED.

We therefore devoted our subsequent work to the further examination of the risk factor 

component. Since medications are by far the most numerous mentions in the training corpus 

(see Section 5.1.1), we focused our effort on them.

7.2. Additional experiments: medication detection

We analyzed the results of glass-box evaluation of medication detection on our internal test 

sub-corpus. Since recall was much lower than precision, we started with false negatives. 

Reasons for missed medications included issues in the handling of case and multi-word 

mentions. Some of the annotated multi-word drug mentions included drug modifiers 

(enteric, coated, IV, low, regular, Sliding, sublingual), aspects of prescription (add, changes, 
discontinue, increased, restarting, start), company names (Bayer), and other precisions 

(bisulfate in clopidogrel bisulfate, or maleate in enalapril maleate). This likely made it more 

difficult for the CRF to learn the more important words, i.e., the drug names (losartan, 
nitrate, Novolin, ascorbic acid) as well as their common abbreviations (nitro, NTG for 

nitroglycerin). A number of typos were also spotted (Altase for Altace, atneolol for 

atenolol).

We realized that using the CRF to detect medications was sub-optimal because it aimed to 

find precise boundaries for each medication mention, which were not needed by the task. We 

therefore decided to use a fully different method to detect medications: the application of a 

lexicon of core medication names to the texts, using longest exact match. By core 

medication names, we mean drug names and abbreviations as exemplified above. Each entry 

maps an input term to a medication category, with one or two medication sub-types (see 

Table 1). We initialized the lexicon with medication mentions collected from the training 

corpus. We reduced its size by only keeping core names for each medication, at the same 

time making it more able to recognize multi-word mentions built around the same core 

name. For instance, since aspirin was an entry in the lexicon, there was no point in keeping 

baby aspirin or Bayer aspirin.

To augment coverage, we added medication names found in main headings and entry terms 

of the MeSH thesaurus for a number of pharmacological classes (calcium channel blocker, 
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ACE inhibitor, thiazolidinedione, ARB, sulfonylureas). For this purpose, we followed the 

MeSH hierarchies and manually selected core names as explained above. Handling typos 

(other than by adding them into the lexicon) requires a strictly controlled method to avoid 

the spurious creation of false positive medications; given their relatively small proportion 

and the risk incurred in handling them, we decided to leave typo processing for future work.

Some false positives were filtered by including longer terms in the lexicon. For instance, 

while insulin by itself most often refers to insulin medication in the training corpus, it can 

also occur in insulin dependent diabetes and other such expressions. We included non-

medication entries for these in the lexicon, longest match effectively blocking the 

recognition of the shorter insulin in this context. Specific cases of frequent false positives 

involved Lasix, a diuretic drug which however does not significantly lower blood pressure 

and should therefore not be annotated. The generic mention of beta blockers was not to be 

annotated either, and we thus removed this term and its abbreviations from our lexicon. A 

frequent cause of false positives is the mention of medications in the Allergy section. We 

therefore stipulated that medications detected in this section would not be sent to the system 

output. The largest cause of remaining false positives was the presence of negated and 

hypothetical medications, which we plan to address in future work.

This lexicon-based method obtained a glass box evaluation of P=0.920, R=0.980, F=0.949 

for medication detection on the internal test. We used it to bypass CRF processing for 

medications in a revised risk factor component (based on the Simple+PP+OAI setting), 

which was evaluated at P=0.892, R=0.887, F=0.889 on the internal test. This increased F-

measure by 4 points compared to the glass box evaluation of the initial risk factor 

component (see Table 8).

Table 11 shows the results of black box evaluation of the former and updated (+MEDLex) 

full system (with One Rule temporal relation detection). The new medication detection 

improved medication F-measure by 9 points on the internal test and by 6 points on the 

official test, thanks to a gain of 20 recall points on the internal test and of 15 points on the 

official test. It also improved the global F-measure by 4.5 points (internal test) and 3 points 

(official test).

These improvements brought the performance of medication detection closer to the top 

systems (3 F-measure points from the top reported medication detection result, P=0.901, 

R=0.959, F=0.929, [15]), with a recall close to the best (P=0.873, R=0.971, F=0.919, [16]) 

and a precision that is now the focus of further improvement. More broadly, for the detection 

of medications, the best systems in the i2b2/UTHealth 2014 challenge used a large lexicon 

and took into account cues for negation and other situations where a medication is 

mentioned but not taken by the patient, including sections such as Allergies. Two highly-

performing systems [15, 17] used MedEx [18] to collect features and detect medications: 

MedEx uses a large lexicon of drug names obtained from RxNorm.

In conclusion, the significant improvement we obtained in medication detection was 

triggered and monitored by the glass box evaluation of the risk factor component. This glass 

box evaluation allowed us to measure medication recall values close to 0.99 on the internal 

Grouin et al. Page 15

J Biomed Inform. Author manuscript; available in PMC 2016 August 08.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



test set at some points in our development and to know precisely that we were reaching a 

ceiling (and should now aim at a better balance with precision). This would not have been 

possible with the black box evaluation, where because of limitations in the temporal relation 

component, we would have reached a lower ceiling without knowing whether the remaining 

false negatives were caused by the risk factor component or by the temporal relation 

component.

While our medication lexicon still deserves to be extended, the main effort needed in future 

work on our medication detection method will be the reduction of false positives through the 

processing of context cues (mostly negated and hypothetical medications). Further error 

analysis on the training corpus also showed that while the Allergy section rule significantly 

reduced false positives, wrong detection of Allergies sections also caused false negatives.

8. Conclusion

While developing a system to detect risk factors and their temporal relations, we felt the 

need for a more precise, glass box evaluation of each component. This was not directly 

available for risk factors in the i2b2/UTHealth 2014 task 2, and we proposed a method to do 

so, consisting in standardizing to a fixed value the temporal relation attribute of all risk 

factors.

We applied this method to perform glass box evaluations of our risk factor and relation 

detection components. It revealed that the individual performance of the relation detection 

component was quite high. This can be explained partly by the fact that after breaking down 

the problem into 18 sub-problems of the form (risk factor type + temporal relation), in each 

sub-problem a majority decision provides a high baseline method for temporal relation 

detection. In this situation, training a simple classifier such as One Rule on each sub-

problem could obtain a high performance, using risk factor sub-type features in most cases. 

Temporal relation detection for MED and OBE has however still room for improvement. 

Individual F-measure was much lower for the risk factor component. A first error analysis 

pointed at directions for improvement in this component: fixing the post-processing rules 

which detect CAD, and investigating further the detection of MED and OBE.

This diagnosis led us to decide that further effort would be better invested in improving the 

risk factor component. We did so, focusing on the detection of medications, radically 

changed its method, and significantly improved its performance, with gains of 3 to 6 F-

measure points and of 7 to 20 recall points depending on the corpus and evaluation.

Defining an independent evaluation of the risk factor detection component proved to be the 

delicate point in this process and was instrumental in reaching these conclusions and 

improvements.
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Highlights

• A system to detect risk factors and temporal relations in clinical records

• Black box and glass box evaluations are both needed to develop 

complex systems

• Proposed a way to limit the impact of a component when evaluating the 

other

• Glass box evaluation of individual components shows directions for 

improvement
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Figure 1. 
Example risk factor representations in external (XML) format
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Figure 2. 
HeidelTime outputs: normalization of absolute/relative dates and temporal relations with 

respect to the record date
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Table 1

Sub-types of medications (b) and other risk factor events (a)

event type sub-type

(a)

diabetes mellitus (DM) mention, A1C, glucose

coronary artery disease (CAD) mention, event, symptom, test

hyperlipidemia (HLD) mention, high LDL, high chol.

hypertension (HTN) mention, high bp

obesity (OBE) mention, BMI

event type sub-type

(b) medication
(MED)

insulin, metformin, calcium channel blocker, statin,
aspirin, ACE inhibitor, beta blocker, nitrate, diuretic,
ezetimibe, ARB, sulfonylureas, fibrate, thienopyri-
dine, niacin, thiazolidinedione, DPP4 inhibitors
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Table 2

Methods to handle temporal relations when scoring the three example risk factors of Fig 1. HTN = 

Hypertension. See text for the meaning of Fixed and Gold

Method Risk factor 1 Risk factor 2 Risk factor 3

Source CAD mention HTN mention HTN high bp

Fixed CAD mention dummy HTN mention dummy HTN high bp dummy

Gold CAD mention before HTN mention before

Gold CAD mention during HTN mention during HTN high bp during

Gold CAD mention after HTN mention after
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Table 3

Number of risk factor true positives (TP), false positives (FP) and false negatives (FN) depending on the 

chosen solution for glass box evaluation of risk factor detection

Temporal relation
solution

TP FP FN

#1 Fixed value One relation One relation One relation

#2 Copy gold
standard

All relations
(up to 3)

Dummy relations
(1, or up to 3)

All relations (up
to 3, or only 1)
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Table 4

Summary of experiments performed to identify risk factors. PP=post-processing rules, OAI=optimization 

against annotation imbalance (n=number of tokens before/after annotated tokens)

CRF model PP OAI Tested hypothesis

Complex No No A CRF with complex features identifies more risk
factors than a lexicon projection

Complex Yes No Post-processing rules identify risk factors repre-
sented as numerical values higher than defined
threshold

Simple Yes No A CRF with simple features (the token and its
part-of-speech tag) identifies already known risk
factors

Simple Yes Yes
(n =
35)

The reduction of unannotated tokens occurring
before and after annotated tokens counters anno-
tation imbalance and improves results
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Table 8

Micro measures for risk factor identification on both internal and official test sets. Bold font highlights 

improvement of results with respect to the preceding experiment

Experiment Internal test Official test

P R F P R F

Baseline .580 .795 .671 .591 .807 .682

Complex .914 .753 .826 .915 .749 .824

Complex+PP .917 .791 .849 .915 .781 .843

Complex+PP+OAI .912 .792 .848 .909 .797 .850

Simple+PP .900 .796 .845 .900 .806 .851

Simple+PP+OAI .893 .809 .849 .898 .823 .859
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