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Abstract

Unsupervised change detection techniques are generally constrained to two multi-band optical images acquired at different
times through sensors sharing the same spatial and spectral resolution. In the case of the optical modality, largely studied in the
remote sensing community, a straight comparison of homologous pixels such as pixel-wise differencing is suitable. However, in
some specific cases such as emergency situations, punctual missions, defense and security, the only available images may be those
acquired through different kinds of sensors with different resolutions. Recently some change detection techniques, dealing with
images with different spatial and spectral resolutions, have been proposed. Nevertheless, they are focused on a specific scenario
where one image has a high spatial and low spectral resolution while the other has a low spatial and high spectral resolution. This
paper addresses the problem of detecting changes between any two multi-band optical images disregarding their spatial and spectral
resolution disparities. To overcome resolution disparity, state-of-the art methods apply conventional change detection methods after
preprocessing steps applied independently on the two images, e.g. resampling operations intended to reach the same spatial and
spectral resolutions. Nevertheless, these preprocessing steps may waste relevant information since they do not take into account the
strong interplay existing between the two images. Conversely, in this paper, we propose a method that more effectively uses the
available information by modeling the two observed images as spatially and spectrally degraded versions of two (unobserved) latent
images characterized by the same high spatial and high spectral resolutions. Covering the same scene, the latent images are expected
to be globally similar except for possible changes in spatially sparse locations. Thus, the change detection task is envisioned through
a robust fusion task which enforces the differences between the estimated latent images to be spatially sparse. We show that this
robust fusion can be formulated as an inverse problem which is iteratively solved using an alternating minimization strategy. The
proposed framework is implemented for an exhaustive list of applicative scenarios and applied to real multi-band optical images.
A comparison with state-of-the-art change detection methods evidences the accuracy and the versatility of the proposed robust
fusion-based strategy.
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1. Introduction

Remote sensing consists in collecting measurements, with-
out any physical contact, about an object or phenomenon. This
paper focuses on applications to Earth observation and surface
monitoring [1, 2, 3, 4]. The type of acquired measurements,5

also referred to as modality, is intimately related to the sensor.
Each modality provides a predefined amount and type of infor-
mation about the scene. The technological growth and new data
policies increase the availability of multi-temporal data (i.e.,
acquired at different time instants) [5], while simultaneously10

introducing new challenges. Notably, multi-temporal data ac-
quired over the same geographical location can be used to de-
tect changes or variations. Thus, analyzing multi-temporal data
has culminated in the development of an extremely important
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area for the remote sensing community, namely, change detec-15

tion (CD).
CD refers to the techniques used to detect areas where po-

tential changes have occurred between multiple multi-temporal
and possibly multi-source (i.e., from different sensors) images
acquired over the same scene (geographical location) [6, 7]. CD20

is generally conducted within a supervised or unsupervised con-
text [5]. The former requires prior ground-truth knowledge in
order to train algorithms maximizing the detection rate while
minimizing the false alarm rate [8, 9, 10]. Conversely the latter
tries to infer changes after carefully designing a blind model-25

based distance operator. As ground-truth information is hardly
available, significant efforts have been made so that unsuper-
vised CD techniques reach the supervised CD performance. For
instance, by combining the results of traditional CD techniques
in order to obtain a more reliable change map [11]. Neverthe-30

less, almost all unsupervised CD methods only focus on a par-
ticular scenario, actually the most favorable one, which consid-
ers two multi-band optical images with same spatial and spec-
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tral resolutions [8, 5, 11]. There are two main reasons for con-
sidering such a scenario: i) multi-band optical images represent35

the most commonly used remote sensing modality [12], and
ii) images with same spatial and spectral resolutions are pixel-
wisely comparable, which eases the use of distance operators.

Multi-band optical sensors provide a particular representa-
tion of the observed scene according to some of its intrinsic40

characteristics, particularly, its ability of reflecting the incom-
ing light. Well suited to map horizontal structures like land-
cover type at large scales [13], easy to interpret, optical im-
agery is widespread. Another important aspect of optical im-
agery is the commonly admitted Gaussian modeling of the sen-45

sor noise, which has lead to a massive development of least-
squares like methods, specially for CD. Indeed, the properties
of the noise model, for instance the symmetry of the Gaussian
probability distribution function, justify the implementation of
CD techniques through image differencing, as noticed in [6]50

and [5]. Although differencing methods have been adapted to
handle multi-band images by considering spectral change vec-
tors [14, 15] and transform analysis [16, 17], they generally rely
on the crucial premise that the observed images share the same
spatial and/or spectral resolutions.55

However, the need for flexible and reliable CD techniques
that are able to handle more scenarios is real. In some situ-
ations, for instance consecutive to natural disasters or within
punctual imagery missions, the limited availability of the sen-
sors and the time constraints may preclude the use of the same60

sensor at two distinct time instants. Thus, in these cases, ob-
served images are possibly from different modalities and may
not share the same spatial and/or spectral resolutions. To make
existing conventional CD methods usable in these cases, one
strategy, hereafter referred to as the worst-case (WC) method,65

consists in individually and independently, spatially and/or spec-
trally, resampling the images to reach the same spatial and spec-
tral resolutions. Although this WC technique allows off-the-
shelf CD techniques to be used directly, it may remain sub-
optimal since i) resampling operations independently applied70

to each image do not take into account their joint characteris-
tics and thus crucial information may be missed and ii) these
spatial and spectral operations are generally from a higher to a
lower resolution, which results in a significant loss of informa-
tion. To overcome these limitations, the authors in [18] and [19]75

recently proposed two CD approaches specifically designed to
deal with multi-band images with different spatial and spectral
resolutions. Both approaches rely on the inference of a latent
(i.e., unobserved) image which results from the fusion of the
two observed images. Fusing information contained in remote80

sensing images has motivated a lot of research works in the
literature [20, 21, 22, 23, 24, 11, 10]. Within a CD context,
the underlying assumption is that most of pixels of the fused
image, who remain unchanged during the time interval, pro-
duce consistent information while the few others, locating in the85

change regions, produce aberrant information. More precisely,
the method proposed in [19] is based on a 3-step procedure
(namely fusion, prediction and detection) which, instead of in-
dependently preprocess each observed image, recovers a latent
high spatial and spectral resolution image containing changed90

and unchanged regions by fusing observed images. Then, it
predicts pseudo-observed images by artificially degrading this
estimated latent image using forward models underlying the ac-
tually observed images. The result is two pairs, each composed
of a predicted image and an observed image with the same spa-95

tial and spectral resolutions. Finally, any classical multi-band
CD method can be applied to estimate two change images, that
can be thresholded to build the change maps. Conversely, the
robust fusion-based CD technique proposed in [18] aims at re-
covering two high spatial and spectral resolution latent images100

related to the observed images via a double physically-inspired
forward model. Even if they have shown significant improve-
ments in the detection rate when compared to WC method, they
are also still limited to a single scenario: one high spatial low
spectral resolution image and one low spatial high spectral res-105

olution image.
In this paper, capitalizing on the appealing results reported

in [18], we show that the unsupervised CD problem can be for-
mulated as a generic robust-fusion task for an exhaustive set
of experimental scenarios, extending significantly the work in110

[18]. The two observed images are modeled as spatially and
spectrally degraded versions of two (unobserved) latent images
characterized by the same high spatial and high spectral res-
olutions. Covering the same scene, the latent images are ex-
pected to be globally similar except for possible changes in115

spatially sparse locations. The resulting objective function is
solved through the use of an alternating minimization (AM) al-
gorithm, which iteratively optimizes with respect to (w.r.t.) one
latent image and the change image. This unifying framework
has the major asset of encompassing all possible situations that120

can be encountered when detecting changes between two multi-
band optical images. More precisely, we exhaustively identify
ten different acquisition scenarios that differ by the respective
spatial and spectral resolutions of the two images to be ana-
lyzed. In particular, one scenario will correspond to detecting125

changes between images of same spatial and spectral resolu-
tions, as conveniently considered in the literature [8, 5, 11].
Another particular scenario will consist in conducting CD be-
tween two images with the same spatial resolution but differ-
ent spectral resolution, considered in [16] and [17]. Among130

the ten scenarios, a third specific one will correspond to de-
tecting changes between images of complementary spatial and
spectral resolutions, as considered in our previous contributions
[25, 18, 19, 26]. The proposed generic robust-fusion formu-
lation is subsequently instantiated for each of these identified135

applicative scenarios1. Remarkably, regardless the considered
scenario, each of the steps embedded in the resulting AM algo-
rithms can be interpreted as well-documented image restoration
procedures, namely multiband image fusion, spatial deblurring,
spectral deblurring and denoising. Moreover, these steps can140

be efficiently conducted using state-of-the-art strategies from
the literature. To summarize, one of the major contributions
reported in this manuscript consists in demonstrating that a uni-

1Note that the solution introduced by [18] is a specific instance of the gen-
eral framework developed in this paper dedicated to the sole third scenario high-
lighted in this introduction.
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fying framework, that is robust fusion, offers the possibility of
addressing the problem of CD, whatever the spatial and spectral145

resolutions of the observed images. To the best of our knowl-
edge, no work from the literature has conducted such an exhaus-
tive case study and has proposed such a versatile and efficient
CD framework able to indistinctly handle all possible acquisi-
tion scenarios.150

The paper is organized as follows. Section 2 formulates
the problem of CD between multi-band optical images as a ro-
bust fusion task. It also draws an exhaustive list of ten possible
scenarios that could be encountered in real-world applications.
These scenarios mainly differ by the dissimilarities of the two155

images in terms of spatial and spectral resolutions. Section 3
presents the generic algorithm proposed to conduct this robust
fusion task. It also discusses its particular instances with re-
spect to the scenarios previously identified. In Section 4, the
performance of the proposed solution is quantitatively assessed160

on a set of simulated datasets for the five most representative
applicative scenarios. Section 5 allows the versatility and ac-
curacy of the solution to be visually assessed based on exper-
iments conducted on real images for all possible scenarios de-
scribed in Section 2.3. Section 6 concludes the paper.165

2. Problem formulation

2.1. Generic forward model for multi-band optical images

The image formation process, inherent to multi-band opti-
cal sensors, can be generally modeled as a sequence of succes-
sive transformations and degradations. These transformations
are applied over the original scene and result in an output dig-
ital image, commonly referred to as the observed image and
denoted Y ∈ Rmλ×m where mλ and m are the numbers spectral
bands and of pixels in the observed image. Y corresponds to
the particular limited representation of the original scene the
sensor is able to acquire. The original scene cannot be exactly
represented because of its continuous nature, but it can be con-
veniently approximated by an (unknown) latent digital image
of higher spatial and spectral resolutions, X ∈ Rnλ×n, where
nλ ≥ mλ and n ≥ m are the numbers of spectral bands and
of pixels, respectively. In what follows, as a well-admitted ap-
proximation, the observed and latent images are assumed to be
related according to the generic forward model [27, 28, 29]

Y = LXR + N (1)

where

• L ∈ Rmλ×nλ is a spectral degradation matrix,

• R ∈ Rn×m is a spatial degradation matrix,170

• N is an additive term comprising sensor noise and mod-
eling errors.

In (1), the left-multiplying matrix L and right-multiplying ma-
trix R spectrally and spatially degrade the latent image, re-
spectively, by combining some spectral bands of each pixel or
by combining neighboring pixel values in each spectral band.

More precisely, the spectral degradation L represents a spec-
tral resolution reduction with respect to the latent image X, as
already considered in [28], [29] and [30]. In practice, this ma-
trix is fully defined by spectral filters characterizing the opti-
cal sensors. When the specifications of the sensor are avail-
able, these filters are known. Otherwise, they can be learned
by cross-calibration, e.g., following the strategies proposed in
[29] or [31]. On the other hand, the spatial degradation matrix
R models the combination of different spatial transformations
applied to the pixel values within each spectral band. These
transformations are specific of the sensor architecture and in-
clude warp, blur, translation and decimation [31, 30]. In this
work, geometrical transformations such as warp and translation
are assumed to have been previously corrected, e.g., using im-
age spatial alignment techniques. Thus, similarly to the model
considered in [30], the spatial degradation matrix R only stands
for a spatially invariant blurring, followed by a decimation (i.e.,
downsampling) operation. Thus, in what follows, the spatial
degradation matrix R will be assumed of the form

R = BS. (2)

The sparse symmetric Toeplitz matrix B ∈ Rn×n in (2) operates
a cyclic convolution on each individual band to model a space-
invariant blur associated with a symmetric convolution kernel.175

The decimation operation, denoted by the n × m matrix S in
(2), corresponds to a uniform downsampling operator2 of factor
d = dr × dc with m = n/d ones on the block diagonal and zeros
elsewhere, such that ST S = Im [30].

The noise corrupting multi-band optical images is generally
modeled as additive and Gaussian [5, 2, 32, 30]. Thus the noise
matrix N in (1) is assumed to be distributed according to the
following matrix normal distribution (see Appendix A)

N ∼ MNmλ,m(0mλ×m,Λ,Π).

The row covariance matrix Λ carries information regarding the180

between-band spectral correlation. In what follows, similarly to
the approach by [30], this covariance matrix Λ will be assumed
to be diagonal, which implies that the noise is spectrally inde-
pendent and characterized by a specific variance in each band.
Conversely, the column covariance matrix Π models the noise185

correlation w.r.t. to the pixel locations. Following a hypothesis
widely admitted in the literature, this matrix is assumed to be
identity, Π = Im, to reflect the fact that the noise is spatially
independent. In real applications, both matrices Λ and Π can
be estimated by calibration [31].190

2.2. Problem statement
Let us consider two co-registered multi-band optical images

Y1 ∈ Rmλ1×m1 and Y2 ∈ Rmλ2×m2 acquired by two sensors S1 and
S2 at times t1 and t2, respectively. The chronological order of
acquisitions is indifferent: either t2 < t1 or t2 > t1 are possible
cases. The problem addressed in this paper consists in detect-
ing significant changes between these two multi-band optical

2The operator ST represents an upsampling transformation by zero-
interpolation from m to n.
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images. This is a challenging task mainly due to the possible
spatial and/or spectral resolution dissimilarity (i.e., mλ1 , mλ2

and/or m1 , m2), which prevents the use of any pixel-wise dif-
ferencing operations [6, 5]. To alleviate this issue, this work
proposes to generalize the CD framework introduced in [18] to
handle all possible combinations (scenarios) of the multi-band
optical image resolutions. More precisely, following the widely
admitted forward model (1) described in Section 2.1 and adopt-
ing consistent notations, the observed images Y1 and Y2 can be
related to two latent images X1 ∈ Rnλ×n and X2 ∈ Rnλ×n with
the same spatial and spectral resolutions

Y1 = L1X1R1 + N1 (3a)
Y2 = L2X2R2 + N2. (3b)

where L1 and L2 denote two spectral degradation operators and
R1 and R2 denote two spatial degradation operators that can
be decomposed according to (2). Note that (3a) and (3b) are a
specific double instance of the model (1). In particular, the two
multi-band latent images X1 and X2 share the same spectral and
spatial resolutions, generally higher than those of the observed
images:

nλ ≥ max
{
mλ1 ,mλ2

}
and/or n ≥ max {m1,m2} . (4)

Thereby, after inferring the latent images, any classical differ-
encing technique can be subsequently implemented to compute
a change image ∆X = [∆x1, . . . ,∆xn] ∈ Rnλ,n defined by

∆X = X2 − X1 (5)

where ∆xp ∈ Rnλ denotes the spectral change vector in the pth
pixel (p = 1, . . . , n). It is worth noting that, under the assump-
tions (4), these changes can be identified at a high spatial and
spectral resolutions. Finally this change image can be further
exploited by conducting a pixel-wise change vector analysis
(CVA) which exhibits the polar coordinates (i.e., magnitude and
direction) of the spectral change vectors [33]. Then, to spatially
locate the changes, a natural approach consists in monitoring
the information contained in the magnitude part of this repre-
sentation, summarized by the change energy image [6, 14, 15]

e = [e1, . . . , en] ∈ Rn

with
ep =

∥∥∥∆xp

∥∥∥
2 , p = 1, . . . , n.

When the CD problem in the pth pixel is formulated as the bi-
nary hypothesis testing{

H0,p : no change occurs in the pth pixel
H1,p : a change occurs in the pth pixel (6)

a pixel-wise statistical test can be written by thresholding the
change energy image pixels

ep

H1,p

≷
H0,p

τ. (7)

The final binary CD map denoted d = [d1, . . . , dn] ∈ {0, 1}n can
be derived as

dp =

{
1 if ep ≥ τ (H1,p),
0 otherwise (H0,p).

As a consequence, to solve the multi-band image CD problem,
the key issue lies in the joint estimation of the pair of latent
images {X1,X2} from the joint forward model (3) or, equiva-
lently, the joint estimation of one latent image and the differ-195

ence image, i.e., {X1,∆X}. Finally the next paragraph draws
an exhaustive list of possible applicative scenarios that can be
encountered in real-world problems. These scenarios differ by
the corresponding spatial and spectral degradations relating the
pair of observed images {Y1,Y2} and the pair of latent images200

{X1,X2} (or, equivalently, {X1,∆X}).

2.3. Comprehensive taxonomy of applicative scenarios

The possible applicative scenarios covered by the generic
formulation (3) differ by the combination of spectral degrada-
tions Li (i ∈ {1, 2}) and spatial degradations R j ( j ∈ {1, 2}) ac-205

tually involved in the joint forward model (3), i.e., when these
operators are different from the identity matrix I. Table 1 makes
an exhaustive list of the 10 distinct scenarios according to the
degradations operated on the two latent images X1 and X2. To
cover all cases, these scenarios are denoted Sαβ where α ∈210

{s, d, δ} and β ∈ {s, d, δ} refer to the possible differences in terms
of spectral and spatial resolutions, respectively, between the
two observed images Y1 and Y2. The index s, related to either
spectral or spatial resolution, indicates that the observed images
Y1 and Y2 share the same corresponding resolution, i.e., there215

is no degradation or, equivalently, the corresponding degrada-
tion operators reduce to the identity matrix I. When these two
images are of different resolutions, two cases may occur. Either
the underlying downsamplings are conducted on superimpos-
able grids (scenario indexed by d), for which a unique actual220

degradation is involved while the other reduces to the identity
operator. Conversely, the sampling can be conducted on non-
superimposable sampling grids, which requires the simultane-
ous use of two degradation operators (scenario indexed by δ).
Moreover, two different instances of the scenario Sdd can be en-225

countered. Recall that it corresponds to the acquisitions of two
images of different spatial and spectral resolutions, yet acquired
on the same spatial and spatial sampling grids, thus relying on
one spatial and one spectral degradation operators. In this case,
the so-called balanced scenario, denoted Sb

dd, is characterized230

by one image of high spatial and low spectral resolutions while
the other is of low spatial and high spectral resolutions. The
dual unbalanced scenario, denoted Su

dd, occurs when one image
is of high spatial and spectral resolutions while the other is of
low spatial and spectral resolution. The specificities of these235

scenarios are also discussed in what follows.

Sss is devoted to a pair of observed images sharing the same
spatial and spectral resolutions. In this case, CD can be
conducted by pixel-wise comparisons, as classically ad-
dressed in the literature [6, 5].240
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Forward model ]1 Forward model ]2
CommentsSpectral Spatial Spectral Spatial

degradation degradation degradation degradation

Sss − − − −
Conventional CD framework –

Y1 and Y2 of same spatial and spectral resolutions

Sds L1 − − −
Y1 of lower spectral resolution

Y1 and Y2 of same spatial resolutions

Sδs L1 − L2 −
Generalization of Sds with

non-superimposable spectral sampling grids

Ssd − R1 − −
Y1 of lower spatial resolution

Y1 and Y2 of same spectral resolutions

Ssδ − R1 − R2
Generalization of Ssd with

non-superimposable spatial sampling grids

Sb
dd − R1 L2 − Y1 and Y2 of complementary resolutions

Sδd L1 R1 L2 −
Generalization of Sb

dd with
non-superimposable spectral sampling grids

Su
dd L1 R1 − − Y1 of low spatial and spectral resolutions

Sdδ L1 R1 − R2
Generalization of Su

dd with
non-superimposable spatial sampling grids

Sδδ L1 R1 L2 R2
Generalization of Sb

dd and Su
dd with

non-superimposable spatial and spectral sampling grids

Table 1: Overview of the spectral and spatial degradations w.r.t. to experimental scenarios. The symbol “−” stands for “no degradation” (i.e., corresponding operator
replaced by the identity matrix I).

Sds consists in conducting CD between two images with the
same spatial resolution but different spectral resolutions,
under the assumption that the underlying spectral sam-
pling grids of the two observed images can be superim-
posed, as considered in [16] and [17].245

Sδs generalizes the previous scenario Sds where the difference
in spectral resolutions cannot be expressed using a unique
spectral degradation matrix due to non-superimposable
spectral sampling grids.

Ssd consists in conducting CD between two images with the250

same spectral resolution but different spatial resolutions.
In this case, the underlying spatial sampling grids of the
two observed images can be superimposed.

Ssδ generalizes the scenario Ssd where the difference in spa-
tial resolutions cannot be expressed using a unique spa-255

tial degradation matrix due to non-superimposable spatial
sampling grids. As a consequence, the latent images X1
and X2 are characterized by a common spatial resolution
which is higher than those of both observed images. The
choice of the virtual upsampling factors (from Y1 to X1260

and from Y2 to X2) is based on the greatest common di-
visor between spatial resolutions.

Sb
dd relies on two complementary images of different spatial

and spectral resolutions: the first image with high spec-
tral and low spatial resolutions, the second image with265

low spectral and high spatial resolutions. This is the bal-
anced CD scenario considered in [25, 19, 18]. When the

two observed images have been acquired at the same time
instants (ti = t j), this scenario corresponds to the multi-
band image fusion task considered in numerous works270

[27, 28, 29].

Sδd generalizes the scenario Sb
dd, but the difference in spectral

resolutions cannot be expressed using a single degrada-
tion matrix due to different spectral sampling grid.

Su
dd represents the unbalanced counterpart of Sb

dd where one275

image is of high spatial and spectral resolutions while the
other is of low spatial and spectral resolutions.

Sdδ generalizes the scenario Su
dd, but the difference in spatial

resolutions cannot be expressed using a single degrada-
tion matrix due to different spatial sampling grid.280

Sδδ generalizes the scenarios Sb
dd and Su

dd, but the difference in
spatial and spectral resolutions cannot be expressed using
unique spatial and spectral degradation matrices, due to
non-aligned sampling grids.

The next section formulates the joint estimation of the latent285

image X1 and the difference image ∆X as an optimization prob-
lem. It describes a generic alternating minimization scheme
which solves this problem and discusses its particular instances
with respect to these applicative scenarios.
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3. Robust multi-band image fusion algorithm290

3.1. Optimization problem
Following a Bayesian approach, the joint maximum a poste-

riori (MAP) estimator
{
X̂1,MAP,∆X̂MAP

}
of the latent and change

images can be derived by maximizing the posterior distribution

p(X1,∆X|Y2,Y1) ∝ p(Y2,Y1|X1,∆X)p(X1)p(∆X)

where p(Y2,Y1|X1,∆X) is the joint likelihood function and p(X1)
and p(∆X) correspond to the prior distributions associated with
the latent and change images, respectively, assumed to be a pri-
ori independent. Because of the additive nature and statistical
properties of the noise discussed in Section 2.1, this boils down
to solve the following minimization problem{

X̂1,MAP,∆X̂MAP

}
∈ argmin

X1,∆X
J (X1,∆X) (8)

with

J (X1,∆X) =
1
2

∥∥∥∥∥Λ− 1
2

2 (Y2 − L2 (X1 + ∆X) R2)
∥∥∥∥∥2

F

+
1
2

∥∥∥∥∥Λ− 1
2

1 (Y1 − L1X1R1)
∥∥∥∥∥2

F

+ λφ1 (X1) + γφ2 (∆X)

(9)

where ‖·‖F denotes the Frobenius norm. The regularizing func-
tions φ1(·) and φ2(·) can be related to the negative log-prior dis-
tributions of the latent and change images, respectively, and the
parameters λ and γ tune the amount of corresponding penaliza-
tions in the overall objective function J(X1,∆X). These func-
tions should be carefully designed to exploit any prior knowl-
edge regarding the parameters of interest. As discussed in Sec-
tion 3.2.1, numerous regularizations can be advocated for the
latent image X1. In this work, to maintain computational effi-
ciency while providing accurate results [32], a Tikhonov regu-
larization proposed in [27] has been adopted

φ1 (X1) =
∥∥∥X1 − X̄1

∥∥∥2
F

where X̄1 refers to a crude estimate of X1.
Regarding the regularizing function φ2(·), as already men-

tioned in the previous section, it should reflect the fact that most
of the pixels are expected to remain unchanged i.e., most of the
columns of the change image ∆X are expected to be null vec-
tors. Thus, the regularizing function φ2(·) is chosen as in [34]
as the `2,1-norm of the change image

φ2 (∆X) = ‖∆X‖2,1 =

n∑
p=1

∥∥∥∆xp

∥∥∥
2 . (10)

As mentioned above, the parameter γ adjusts the weight of the
regularization (10) in the overall objective function (9), i.e., the
expected level of spatial sparsity of the recovered change image295

∆X. Interestingly, this parameter implicitly determines the op-
erating point of the corresponding detector, in place of the con-
ventional decision threshold τ defined in the hypothesis testing

(6). Indeed, for 1/γ = 0, the change image ∆X will be only
composed of 0’s. All pixels are thus identified as unchanged.300

In this limit case (where γ goes to infinity), the operating point
of the underlying detector is characterized by a probability of
false alarm (or type I error) and a probability of detection (or
sensitivity) of PFA = 0 and PD = 0, respectively. Conversely,
for 1/γ going to infinity, no spatial sparsity will be promoted305

and the change image ∆X will be only composed of 1’s. All
pixels are thus identified as changed with PFA = PD = 1. In-
termediate values of 1/γ allows the full range of the detector
operating points to be explored, reflecting the intrinsic trade-off
between the PFA and the PD.310

3.2. Generic resolution
Computing the joint MAP estimator of the latent image X1

at time t1 and of the change image ∆X can be achieved by solv-
ing the minimization problem in (8). However, no closed-form
solution can be derived for this problem for all the scenarios of315

interest. Thus this section introduces a minimization algorithm
which iteratively converges to this solution. This alternating
minimization (AM) algorithm, summarized in Algo. 1, con-
sists in iteratively minimizing the objective function (9) w.r.t.
X1 and ∆X, within so-called fusion and correction step detailed320

below.

Algorithm 1 Algorithm for robust multi-band image fusion

Input: Y1, Y2, L1, L2, R1, R2, Λ1, Λ2.
1: Set ∆X1.
2: for k = 1, . . . ,K do
3: % Fusion step
4: X(k+1)

1 = arg minX1
J(X1,∆X(k))

5: % Correction step
6: ∆X(k+1) = arg min∆XJ(X(k+1)

1 ,∆X)
7: end for

Output: X̂1,MAP , X(K+1)
1 and ∆X̂MAP , ∆X̂(K+1)

3.2.1. Fusion step
As mentioned above, the forward model (3) relying on the

pair {X1,X2} of latent images can be rewritten as a function of
{X1,∆X}, i.e.,

Y1 = L1X1R1 + N1 (11a)
Y2 = L2 (X1 + ∆X) R2 + N2. (11b)

Generalizing the strategy proposed in [18], given the change
image ∆X and the image Y1 observed at time t1, a corrected
image denoted Ỹ2 that would have been acquired by the sensor
S2 at time t1 can be defined as

Ỹ2 = Y2 − L2∆XR2. (12)

With this notation, the forward model (11) can be easily rewrit-
ten, leading to

Y1 = L1X1R1 + N1 (13a)

Ỹ2 = L2X1R2 + N2. (13b)
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Thus, the fusion step, at iteration k, consists in minimizing (9)
w.r.t. X1, i.e.,

X̂(k+1)
1 = argmin

X1

J (f) (X1)

with
J (f) (X1) , J

(
X1,∆X(k)

)
=

1
2

∥∥∥∥∥Λ− 1
2

2

(
Ỹ(k)

2 − L2X1R2

)∥∥∥∥∥2

F

+
1
2

∥∥∥∥∥Λ− 1
2

1 (Y1 − L1X1R1)
∥∥∥∥∥2

F

+ λ
∥∥∥X1 − X̄1

∥∥∥2
F .

(14)

The double forward model (13), as well as the optimization
problem (14), underlie the estimation of an image X1 from an
observed image Y1 and a pseudo-observed image Ỹ2. Various325

instances of this pixel-level fusion problem have been widely
considered in the literature [20, 22, 23, 24]. For instance, the
authors in [35] and [36] have addressed the problem of single
mono-band image superresolution from a single observed im-
age Y1, i.e., with L1 = Imλ1

and mλ1 = nλ = 1. The problem of330

fusing several degraded mono-band images to recover a com-
mon high resolution latent image has been considered in [37].
Similarly, the model (13) generalizes the conventional observa-
tional model widely adopted by the remote sensing community
to conduct multi-band image fusion [38, 39, 40, 28, 21, 29, 41,335

27, 30]. Within this specific scenario corresponding to S(b)
dd , a

high spatial and high spectral resolution latent image X1 is es-
timated from two observed images, one of low spatial and high
spectral resolutions (i.e., L1 = Imλ1

) and the other of high spatial
and low spectral resolutions (i.e., R2 = In2 ).340

In this context, the CD task considered in this paper can be
cast as a so-called robust fusion problem since the multi-band
image fusion model (13) implicitly depends on the (unknown)
change image ∆X. More precisely, since the two latent images
X1 and X2 are related to the same scene observed at two time in-345

stants, they are expected to share a high level of similarity, i.e.,
the change image ∆X is expected to be spatially sparse. Thus,
this additional unknown change image ∆X to be inferred can be
considered as an outlier term, akin to those encountered in sev-
eral robust factorizing models such as robust principal compo-350

nent analysis (RPCA) [42] and robust nonnegative factorization
[34]. A particular instance of this strategy has been successfully
adopted in [18] to detect changes between two complementary
multi-band images, i.e., in the particular scenario Sb

dd where
L1 = Imλ1

and R2 = In2 . In this work, we propose to follow355

a similar route while significantly generalizing the approach to
the much more generic model (3) to handle all the practical sce-
narios of CD identified in Section 2.3.

3.2.2. Correction step
Given the current state X1 of the latent image, the predicted

image that would be observed by the sensor S2 at time t1 can
be defined as

Y̌(k)
2 = L2X(k)

1 R2 (15)

leading to the predicted change image

∆Y̌2 = Y2 − Y̌2. (16)

Then, the correction step in Algo. 1 consists in solving

∆X̂(k+1) = argmin
∆X

J (c) (∆X) (17)

with

J (c) (∆X) , J
(
X(k)

1 ,∆X
)

=

∥∥∥∥∥Λ− 1
2

2

(
∆Y̌(k)

2 − L2∆XR2

)∥∥∥∥∥2

F
+ γ ‖∆X‖2,1 .

(18)

This correction can be interpreted as a joint spatial and spectral360

deblurring of the predicted change image ∆Y̌(k)
2 . Note that this

ill-posed inverse problem is regularized through an `2,1-norm
penalization, which promotes the spatial sparsity of the change
image ∆X.

365

It is worth noting that the difficulty of conducting the two
steps of the AM algorithm detailed above is highly related to
the presence or absence of spatial and/or spectral degradations
operated on the two latent images, according to the applicative
scenarios detailed in section 2.3. Interestingly, the following370

paragraph shows that, for each of these ten scenarios, these two
steps generally reduce to ubiquitous (multi-band) image pro-
cessing tasks, namely denoising, spectral deblurring or spatial
super-resolution from a single or multiple images, for which ef-
ficient and reliable strategies have been already proposed in the375

literature.

3.3. Specific instances w.r.t. applicative scenarios
Specific instances of the generic AM algorithm proposed

in Section 3.2 can be derived for each of the ten scenarios dis-
cussed in Section 2.3. Interestingly, these particular instances380

relate the embedded steps, namely fusion and correction, with
ubiquitous image processing tasks that can be performed ef-
ficiently thanks to recent contributions proposed in the image
processing literature. Table 2 provides a natural interpretation
of each step encountered in each scenario as well as correspond-385

ing off-the-shelve algorithms to perform this task. More techni-
cal details on the implementation for all scenarios are reported
in Appendix B.

Remark: Scenario Sss is the only one that considers two im-390

ages of same spatial and spectral resolutions. Even if the pro-
posed unifying framework is able to handle this simplest sce-
nario, its corresponding instance does not pretend to achieve
state-of-the-art detection performance. Since this situation fre-
quently assumed in the literature is not of primary importance395

in this study, interested readers are invited to consult recent
overviews dedicated to particular sensors, techniques or ap-
plications underlying images of same spatial and spectral res-
olutions [43, 5, 44, 45].

4. Experiments on simulated images400

4.1. Simulation framework
Conducting a quantitative analysis of detection performance

on real datasets requires these datasets to be accompanied by
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Fusion Step Correction Step
Algorithm Operation Algorithm Operation

Sss Least squares Denoising `2,1-prox. mapping Denoising
Sds Least squares Spectral deblurring `2,1-prox. mapping Denoising
Sδs Least squares Spectral deblurring Forward-backward Spectral deblurring
Ssd [36] Spatial super-resolution `2,1-prox. mapping Denoising

Ssδ

A
D

M
M [36] Spatial super-resolution

A
D

M
M [36] Spatial super-resolution

[36] Spatial super-resolution `2,1-prox. mapping Denoising

Sb
dd [30] Multi-band image fusion Forward-backward Spectral deblurring

Sδd

A
D

M
M Least squares Spectral deblurring Forward-backward Spectral deblurring[36] Multi-band image fusion

Su
dd

A
D

M
M Least squares Spectral deblurring

`2,1-prox. mapping Denoising[36] Spatial super-resolution

Sdδ

A
D

M
M [30] Multi-band image fusion

A
D

M
M [36] Spatial super-resolution

[36] Spatial super-resolution `2,1-prox. mapping Denoising

Sδδ

A
D

M
M [30] Multi-band image fusion

A
D

M
M `2,1-prox. mapping Denoising

[36] Spatial super-resolution [36] Spatial super-resolution
Least squares Spectral deblurring Least squares Spectral deblurring

Table 2: Overview of the steps of the AM algorithm w.r.t. applicative scenarios.

reliable ground truth information. Unfortunately, as previously
pointed out in [15] and [19], such information is generally hard405

and expensive to acquire, in particular for all scenarios listed
in Section 2.3. To alleviate this issue, this section proposes
to evaluate the performance of the proposed change detection
techniques on real datasets affected by simulated yet realis-
tic changes. More precisely, the evaluation framework pro-410

posed in [19] is adopted to generate pairs of before- and after-
change multi-band optical images for which the ground truth
(i.e., actual change maps) is available. Inspired by the well-
known Wald’s evaluation protocol dedicated to pansharpening
algorithms [46], this framework only requires a single high-415

resolution hyperspectral (HR-HS) reference image Xref and gen-
erates a pair of latent HR-HS images X1 and X2 resulting from
an unmixing-mixing procedure. In this work, the HR-HS refer-
ence image Xref is chosen as the HS image of Pavia University,
Italy, acquired by the reflective optics system imaging spec-420

trometer (ROSIS) sensor. This image is of size 610 × 340 with
a spatial resolution of 1.3m and, after removing those affected
by vapor water absorption, the number of spectral bands is 103
with a spectral coverage ranging from 0.43 to 0.86µm. This
HR-HS reference image is submitted to the unmixing-mixing425

procedure proposed in [19], yielding two HR-HS latent images
X1 and X2. These latent images only differ by some simulated
changes generated according to predefined change rules with
respect to a given HR binary change masks DHR. Then, pairs
of observed images Y1 and Y2 are generated by spatially and/or430

spectrally degrading each HR-HS latent images following (3).
Given the large number of scenarios handled by the proposed
CD framework, only the most representative scenarios (e.g.,
Sss, Sds, Ssd, Sb

dd and Su
dd) are considered in this section. In-

deed, as emphasized in Table 1, the remaining scenarios (Sδs,435

Ssδ, Sδd, Sdδ and Sδδ) are generalized counterparts of the previ-
ous ones when considering non-superimposable spatial and/or
spectral grids. Note however that the performance of the pro-
posed framework will be qualitatively assessed for all scenarios
on real datasets in Section 5. According to the five considered440

scenarios, the real images result from i) a spatial degradation
characterized by a 5 × 5 Gaussian kernel filtering followed by
down-sampling with a decimation factor d = 5 and ii) a spectral
degradation corresponding to a 4-band LANDSAT-like spectral
response such that445

Sss considers a pair of HR-HS images,

Sds considers a pair of HR-MS and HR-HS images,

Ssd considers a pair of LR-HS and HR-HS images,

Sb
dd considers a pair of LR-HS and HR-MS images

Su
dd considers a pair of LR-MS and HR-HS images450

where LR means low resolution and MS denotes multispectral
(i.e. lower spectral resolution than HS). To evaluate the robust-
ness of the proposed method against noise, observed images
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for each simulated pair have been corrupted by a zero mean
Gaussian noise whose variance has been adjusted to obtain a455

signal-to-noise ratio SNR= 30dB.

4.2. Compared methods

As previously exposed, the proposed robust fusion-based
CD framework (referred to as RF) is able to deal with all com-
binations of mono- and multi-band optical images of different460

spatial and spectral resolutions. It is compared with the fusion-
based CD framework (referred to as F) proposed in [19]. This
state-of-the-art technique has been originally designed to han-
dle scenario Sb

dd but its fusion and prediction steps can be easily
adapted to fit the requirements of other scenarios. More pre-465

cisely, the fusion step of the F method can be conducted by
reusing the fusion step of the proposed RF framework (see sec-
tion 3.2.1) after setting ∆X = 0. Then the prediction step of the
F method can be achieved following the generic forward model
(3) according to the specificities of each scenario. Finally, the470

detection step of the F method provides a HR estimated change
map by using a conventional CD technique comparing observed
and predicted HR images of same spatial and spectral resolu-
tions.

Up to the authors’ knowledge, there is no other CD tech-475

nique in the literature with such a versatility, i.e., able to directly
address all these scenarios. Thus, the F- and proposed RF-based
CD techniques are also compared to a family of empirical CD
methods whose rationale boils down to producing pairs of im-
ages of the same spatial and spectral resolutions, which can be480

subsequently compared by conventional pixel-wise CD tech-
niques. More precisely, we consider the so-called worst-case
(WC) method which consists in spatially and/or spectrally de-
grading the observed images to reach a pair of images of low
spatial and low spectral resolutions. The second method, de-485

noted SD, applies a spatial super-resolution followed by a spec-
tral degradation of the image Yi (i = 1 or i = 2) with the lowest
spatial resolution, to finally produce a pair of images of high
spatial and low spectral resolutions. The third method, denoted
DS, follows the same process of the SD method but in a re-490

versed order, by first applying a spectral degradation and then a
spatial super-resolution.

For the F, WC, SD and DS methods, the comparisons be-
tween the images of same spatial and spectral resolutions are
achieved thanks to two pixel-wise CD techniques, namely change495

vector analysis (CVA) [33] and the iteratively reweighted mul-
tivariate alteration detection (IRMAD) method [17]. Note that
the spatial resolution of the resulting CD binary maps produced
by the WC method is driven by the image Yi with the lowest
spatial resolution. Conversely, the RF, F, SD and DS methods500

lead to CD maps whose spatial resolution is defined by the im-
age with the highest spatial resolution.

4.3. Figures-of-merit

The CD performance of the three methods has been as-
sessed from empirical receiver operating characteristics (ROC)505

curves, representing the estimated pixel-wise probability of de-
tection (PD) as a function of the probability of false alarm (PFA)

[47, 48, 49]. ROC curves have been a privileged figure-of-merit
for CD between remote sensing images [50, 9, 51]. By sum-
marizing the detector sensitivity in a single graph, they pro-510

vide a fair and comprehensive description of the detection per-
formance. Besides, deriving these ROC curves avoids to de-
termine a decision threshold beforehand, which is application-
dependent, since this threshold directly sets the trade-off be-
tween good detections and false alarms. In practice, to evaluate515

the performance of F, WC, SD and DS methods, CVA and IR-
MAD are conducted for a wide range of threshold values, e.g.,
from τ ∈ (0,+∞). For each value τ of this threshold, the empir-
ical probabilities of false alarm and detection are computed by
comparing the ground truth and the estimated CD maps. In the520

limit cases, for τ → +∞, all pixels are identified as unchanged
(i.e., PFA = PD = 0), whereas, for τ = 0, all pixels are iden-
tified as changed (i.e., PFA = PD = 1). Intermediate values of
τ ∈ (0,+∞) are associated with detector operating points char-
acterized by PFA values ranging from 0 to 1. Conversely, for525

the proposed RF method, as explained in Section 3.1, a similar
strategy is conducted using the regularizing parameter γ.

Moreover, two quantitative criteria derived from these ROC
curves have been computed, namely, i) the area under the curve
(AUC), corresponding to the integral of the ROC curve and ii)530

the distance between the no detection point (PFA = 1,PD = 0)
and the equal error rate point (i.e., the intercept of the ROC
curve with the diagonal line defined by PD = 1 − PFA). For
both metrics, closer to 1 the criterion, better the detection. Note
that the AUC, sometimes referred to as the c-statistic [52, Chap.535

9], is a well-documented and statistically sound measure of per-
formance for detection problems [53, 54, 55, 56].

4.4. Results

This paragraph provides the results associated with the five
considered scenarios. For each scenario, according to the pro-540

tocol described in Section 4.1, the performance measures have
been averaged other 450 simulated pairs of observed images.
The quantitative measures are reported in Table 3 for all meth-
ods, as well as the computational times. Note that the results of
the SD and/or DS methods are not reported for scenarios Sss,545

Sds, Sss and Su
dd since, in these cases, they are equivalent to

the WC method. Complementary results, including alternative
visualizations, are reported in the companion document [57].

4.4.1. Scenario Sss (HR-HS and HR-HS)550

This scenario considers two HR-HS observed images of
same spatial and spectral resolutions. As stated before, even
if the proposed framework is able to handle this simplest case,
it is of limited interest since the particular instance of the main
steps of the AM algorithm boil down to naive pixel-wise de-555

noising (see Table 2). Yet, the results reported here demon-
strate that the proposed RF method provides good results, as
illustrated by the ROC curves depicted in Fig. 1 and the quan-
titative metrics reported in Table 3 (first two rows). Indeed the
proposed RF achieves results comparable to the F method. In560

this simple case, the WC method does not apply any spatial nor
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RF FCVA FIRMAD WCCVA WCIRMAD SDCVA SDIRMAD DSCVA DSIRMAD

Sss

AUC 0.997685 0.98429 0.988043 0.960281 0.960935 n/a n/a n/a n/a

Dist. 0.988799 0.985099 0.968997 0.913291 0.913191 n/a n/a n/a n/a

Time 1.41 0.45 0.12 n/a n/a

Sds

AUC 0.975428 0.966545 0.952212 0.969078 0.970259 n/a n/a n/a n/a

Dist. 0.947595 0.925193 0.89649 0.929393 0.929893 n/a n/a n/a n/a

Time 24.2 4.08 0.22 n/a n/a

Ssd

AUC 0.998422 0.990585 0.989943 0.983735 0.954326 0.839961 0.852711 n/a n/a

Dist. 0.991799 0.961396 0.960496 0.941694 0.910691 0.772377 0.780978 n/a n/a

Time 63.5 13.5 1.72 7.6 n/a

Sb
dd

AUC 0.993315 0.985439 0.983908 0.943492 0.943578 0.859931 0.847857 0.839166 0.847457

Dist. 0.984298 0.957096 0.954595 0.891189 0.892989 0.792179 0.776078 0.766377 0.775678

Time 31.0 3.8 0.04 19.1 0.25

Su
dd

AUC 0.995969 0.77304 0.821478 0.950671 0.950053 n/a n/a n/a n/a

Dist. 0.987699 0.69777 0.756476 0.89949 0.89719 n/a n/a n/a n/a

Time 442.9 337.8 6.2 n/a n/a

Table 3: Scenarios Sss, Sds, Ssd, Sb
dd and Su

dd: quantitative detection performance (AUC and distance) and computational times (s).

spectral degradation, hence CVA and IRMAD are directly ap-
plied on the observed images. The better results obtained by the
F and RF methods with respect to CVA and IRMAD can be ex-
plained by the intrinsic denoising operated by the latent image565

estimation.
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Figure 1: Scenario Sss (HR-HS and HR-HS): ROC curves.

4.4.2. Scenario Sds (HR-MS and HR-HS)
The ROC curves displayed in Fig. 2 with corresponding

metrics in Table 3 (3rd and 4th rows) correspond to the CD re-
sults obtained from a pair of HR-MS and HR-HS observed im-570

ages. The proposed robust fusion-based CD technique outper-
forms the other CD techniques. It is worth noting that the pro-
posed RF approach and the F approach compute change maps

from a pair of HR-HS images, while the WC approach, due to
the degradations, only maps the changes from a pair of HR-MS575

images. The lower performance of the F approach can be ex-
plained by the difference of noise levels between the predicted
and observed image in the decision step. This problem is over-
come by the proposed RF approach thanks to the intrinsic de-
noising operation performed during the latent image estimation.580

0 0.2 0.4 0.6 0.8 1

PFA

0

0.2

0.4

0.6

0.8

1

P
D

RF

FCVA

FIRMAD

WCCVA

WCIRMAD

0 0.2 0.4 0.6 0.8 1

PFA

0

0.2

0.4

0.6

0.8

1

P
D

RF

FCVA

FIRMAD

WCCVA

WCIRMAD
Figure 2: Scenario Sds (HR-MS and HR-HS): ROC curves.

4.4.3. Scenario Ssd (LR-HS and HR-HS)
In Scenario Ssd, the HR-MS observed image of Scenario

Sds is replaced by an LR-HS observed image. The ROC curves
are displayed in Fig. 3 with corresponding metrics in Table
3 (5th and 6th rows). As in Scenario Sds, comparing curves585
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in Fig. 3 shows that the proposed method offers a higher pre-
cision than the compared methods even when analyzing a LR
observed image. In this scenario, the CD masks D̂WC estimated
by the WC method combined with CVA or IRMAD are defined
at a LR which contributes to decrease the performance of this590

method. The CVA- and IRMAD-based SD methods fail to pro-
vide competitive results, despite the superresolution of the LR-
HS image..
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Figure 3: Scenario Ssd (LR-HS and HR-HS): ROC curves.

4.4.4. Scenario Sb
dd (LR-HS and HR-MS)

Following the same strategy, as for the previous scenarios,595

but now considering a LR-HS and a HR-MS observed images,
the results lead to very similar overall performance. This sce-
nario represents a more difficult situation for CD than the two
previous ones due to the differences in both resolutions between
observed images. The ROC curves are displayed in Fig. 4 with600

corresponding metrics in Table 3 (7th and 8th rows). Compar-
ing curves in Fig. 4 shows that the proposed RF method offers
reliable detection accuracy. The performance of the proposed
RF method can be explained by the estimated HR-HS change
maps, while the F approach estimates changes from HR-MS605

images and the WC approach estimates changes from LR-MS
images. Again, in this scenario, the SD and DS methods, com-
bined with CVA and IRMAD, fail to provide competitive re-
sults.

610

4.4.5. Scenario Su
dd (LR-MS and HR-HS)

This scenario represents an unbalanced counterpart of Sce-
nario Sb

dd since one of the image is of lower spatial and spectral
resolutions than the other. The corresponding ROC curves are
depicted in Fig. 5 with quantitative metrics reported in Table615

3 (last two rows). As for the other scenarios, the proposed RF
method demonstrates its superiority with respect to the CVA-
and IRMAD-based WC methods which operate on a pair of
LR-MS images after degrading the HR-HS image, yielding to
a significant loss of information. More interestingly, this sce-620

nario exhibits the low performance of the F method. Indeed, in
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Figure 4: Scenario Sb
dd (HR-MS and LR-HS): ROC curves.

this case, the fusion step fails to provide a relevant latent image
since most of the information is brought by the HR-HS image.
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Figure 5: Scenario Su

dd (LR-MS and HR-HS): ROC curves.

5. Experiments on real images

5.1. Reference images625

To illustrate the performance of the proposed algorithmic
framework using real multi-band optical images on each spe-
cific scenario discussed in Section 2.3, observed images from 4
largely studied open access multi-band sensors have been cho-
sen, namely Landsat-8 from [58], Sentinel-2 from [59], Earth630

observing-1 Advanced Land Imager (EO-1 ALI) [60] and Air-
borne Visible Infrared Imaging Spectrometer (AVIRIS) from
[61]. These images have been acquired over the same geo-
graphical location, i.e., the Mud Lake region in Lake Tahoe,
CA, USA between June 8th, 2011 and October 29th, 2016.635

Unfortunately, no ground truth information is available for the
chosen image pairs, as experienced in numerous experimental
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situations [15]. However, this region is characterized by inter-
esting natural meteorological changes, e.g., drought of the Mud
Lake, snow falls and vegetation growth, occurring along the640

seasons which help to visually infer the major changes between
two dates and to assess the relevance of the detected changes.
All considered images have been manually geographically and
geometrically aligned to fulfill the requirements imposed by the
considered CD setup.645

In addition to the data provided by these sensors, comple-
mentary images have been synthetically generated by consid-
ering so-called virtual sensors derived from the real ones. The
specifications of these virtual sensors, summarized in Fig. 6,
are chosen such that all applicative scenarios previously dis-650

cussed can be diversely represented. They are met by selecting
a subset of the initial spectral bands or by artificially degrading
the spatial resolution of the real sensors.
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Figure 6: Spectral and spatial characteristics of real (green) and virtual (red)
sensors.

5.1.1. Landsat-8 images
Landsat-8 is the eighth Earth observation satellite series of655

the US LANDSAT Program [58], launched on February 11th,
2013 with 16-days revisiting period. It is equipped with the
Operational Land Imager (OLI) and the Thermal InfraRed Sen-
sor (TIRS). In the conducted experiments, 3 sets of real images
acquired at the dates 10/18/2013, 04/15/2015 and 09/22/2015660

have been considered. For each acquisition, Landsat-8 provides

• one panchromatic image over the spectral range 0.503–
0.676µm (band ]8) at a 15m spatial resolution (denoted
PAN),

• one multispectral image of 8 spectral bands (bands ]1–]7665

and ]9) at a 30m resolution (denoted MS-8).

To enrich this experimental study, as explained above, these real
images are complemented with the following virtually acquired
images

• one multispectral image of 5 spectral bands (bands ]1–]4670

and ]7) at a 30m spatial resolution (denoted MS-5),

• one red-green-blue (RGB) multispectral image of 3 spec-
tral bands (bands ]2–]4) at a 30m spatial resolution (de-
noted MS-3).

5.1.2. Sentinel-2 images675

Sentinel-2 is a series of two identical satellites for Earth ob-
servation missions developed by ESA [59] as part of the Coper-
nicus Program launched in 2015 and 2017 with 5-days revis-
iting period. The multi-spectral instrument embedded on each
platform is composed of two different sensors for acquisition680

in the visible and infrared spectral domains, respectively. The
actual dataset used in the experiments is composed of two im-
ages acquired on 04/12/2016 and 10/29/2016 and, for each real
scene, among all available spectral bands, one considers

• one multispectral image of 4 visible/near infrared (VNIR)685

spectral bands (bands ]2–]4 and ]8) at a 10m spatial res-
olution (denoted MS-4)

• one multispectral image of 6 short wave infrared spectral
range (SWIR) spectral bands (bands ]5–]8a and ]11–]12)
at a 20m spatial resolution (denoted by MS-6)690

and one additional virtually image, namely,

• one RGB multispectral image of 3 spectral bands (bands
]2–]4) at a 10m spatial resolution (denoted by MS-3).

5.1.3. EO-1 ALI images
Operated by NASA, EO-1 ALI is a Earth observation satel-695

lite part of the New Millennium Program launched in 2000
with 16-days repeat cycle and decommissioned in 2017 [60].
The main embedded sensor Advanced Land Imager (ALI) is
complemented with the Hyperion spectrometer and the Linear
Etalon Imaging Spectrometer Array (LEISA) for atmospheric700

correction. The considered dataset corresponds to 2 acquisition
dates, 06/08/2011 and 08/04/2011, for

• one panchromatic image over the spectral range 0.48–
0.69µm (band ]1) at a 10m spatial resolution (denoted
PAN),705

• one multispectral image of 9 spectral bands (bands ]2–
]10) at a 30m resolution (denoted MS-9),

in addition to the virtual acquisition of

• one RGB multispectral image of 3 spectral bands (bands
]3–]5) at a 30m spatial resolution (denoted MS-3).710

5.1.4. AVIRIS images
AVIRIS is the second aircraft embedding an image spec-

trometer developed by Jet Propulsion Laboratory (JPL) for Earth
remote sensing [61]. It delivers calibrated images in 224 con-
tiguous 10nm-width spectral channels ranging from 0.4µm to715

2.5µm. Since it is an airborne-dependent system, the spatial
resolution is not a priori fixed and is designed for each individ-
ual acquisition. The dataset considered in the conducted exper-
iments is composed by two real images acquired on 04/10/2014
and 09/19/2014. For each scene, one considers720

• the original hyperspectral image of 224 spectral bands at
a 15m spatial resolution (denoted HS-224)

• one virtual hyperspectral image of 29 spectral bands (cor-
responding to the RGB domain) at a 15m spatial resolu-
tion (denoted HS-29)725
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5.2. Design of the spatial and spectral degradations

The proposed model requires the prior knowledge of spec-
tral and spatial degradation matrices L and R = BS, respec-
tively. Regarding the spectral degradation matrices required in
each simulation scenario, they can be easily derived from the730

intrinsic sensor characteristics freely available by averaging the
spectral bands corresponding to the prescribed response. Con-
versely, the spatial degradation is not a sensor specification. It
depends not only on the considered systems as well as external
factors but also on the targeted resolution of the fused image.735

This work relies on commonly adopted assumptions by consid-
ering R as a Gaussian blur and by adjusting the down-sampling
factor in S as an integer value corresponding to the relative ratio
between spatial resolution of both observed images.

Image ]1 Image ]2

Sensor
Spatial
resol.

Spectral
resol. Sensor

Spatial
resol.

Spectral
resol.

Sss

Landsat-8 15 PAN Landsat-8 15 PAN
Landsat-8 30 MS-3 Landsat-8 30 MS-3
AVIRIS 15 HS-224 AVIRIS 15 HS-224

Ssd
Sentinel-2 10 MS-3 EO-1 ALI 30 MS-3
Sentinel-2 10 MS-3 Landsat-8 30 MS-3

Ssδ EO-1 ALI 10 PAN Landsat-8 15 PAN

Sds
EO-1 ALI 10 PAN Sentinel-2 10 MS-3
Landsat-8 15 PAN AVIRIS 15 HS-29

Sδs Landsat-8 30 MS-8 EO-1 ALI 30 MS-9

Sb
dd

Landsat-8 15 PAN Landsat-8 30 MS-3
EO-1 ALI 10 PAN Landsat-8 30 MS-3
Landsat-8 15 PAN EO-1 ALI 30 MS-3

Sδd Landsat-8 30 MS-5 Sentinel-2 10 MS-4

Su
dd

EO-1 ALI 30 MS-3 AVIRIS 15 HS-29
Landsat-8 30 MS-3 AVIRIS 15 HS-29

Sdδ Sentinel-2 10 MS-3 Landsat-8 15 PAN
Sδδ Sentinel-2 20 MS-6 EO-1 ALI 30 MS-9

Table 4: Pairs of real and/or virtual images, and their spatial and spectral char-
acteristics, used for each applicative scenario.

5.3. Results740

The following paragraphs discuss the CD performance of
the WC, F and proposed RF methods for each applicative sce-
nario detailed in paragraph 2.3 (see also Table 1). The WC and
F methods are coupled with CVA as a detector since, from the
results reported in Section 4, there is no a clear advantage of745

using IRMAD. The SD and DS methods are not considered for
comparison since these results also showed that they were not
able to provide interesting results w.r.t. the WC method. De-
pending on the considered scenario, pairs of real and/or virtual
images described in paragraph 5.1, associated to different ac-750

quisition times but common acquisition location, are selected.
Table 4 summarizes the pair of observed images provided by
the real and/or virtual sensors used in each scenario. Note that
several combinations of images can be made for some scenar-
ios.755

5.3.1. Scenario Sss

In the first scenario, CD is conducted on a pair of images
of same spatial and spectral resolutions, which corresponds to
the most favorable and commonly considered CD framework.
Figures 7 to 9 present the CD binary masks recovered by the760

proposed RF-based CD method as well as by the F and WC
methods for three pairs of panchromatic, multispectral and hy-
perspectral images, respectively. Note that, in this scenario, the
WC boils down to conduct CVA directly on the observed im-
ages since they already share the same spatial and spectral res-765

olutions and, thus, do not require to be degraded before pixel-
wise comparison. Conversely, the fusion step of the F-based
CD method only consists in a denoising. These change maps
show that all CD methods detect the most significant changes,
in particular the draught of the lake. However, for all configura-770

tions, the proposed RF method visually presents CD maps with
better detection/false alarm rates, followed by the F and WC
methods. This can be explained by the fact that both RF and
F methods denoise the observed image while, in addition, the
RF method jointly estimates the change image ∆X. Conversely,775

the WC method directly uses the observed images to derive the
change image: the noise may introduce false alarms and mis-
detections. This is particularly visible in Fig. 9 depicting the
results obtained from an hyperspectral image, known to be of
lower signal-to-noise ratio.780

5.3.2. Scenario Sds

This CD scenario deals with observed images of same spa-
tial resolution but different spectral resolutions. Figures 10 and
11 illustrate two possible situations and show the CD results of
the proposed RF-based CD compared with the F and WC meth-785

ods. In this scenario, similarly to scenario Sss, both RF and F
estimated change maps have the same spatial resolution as the
observed image pair, which means that there is no loss of spa-
tial resolution. Moreover, both methods deliver change maps
estimated from ∆X and the predicted pseudo-observed image,790

respectively, with the highest spectral resolution of the two ob-
served images. Conversely, the WC method conducts CVA on
a pair of images after spectral degradation to reach the lowest
spectral resolution, which possibly results in loss of significant
information. The resulting impact on the change/no-change de-795

cision is the visual reduction of false alarm rate for the RF and
F methods, even if all change maps have the same spatial reso-
lution.

5.3.3. Scenario Sδs
Scenario Sδs is more challenging than the previous scenario800

Sds, since it handles a pair of images with non-superimposable
spectral sampling grids. This configuration requires the simul-
taneous use of two spectral degradation matrices in the pro-
posed RF method. Fig. 12 provides one instance of this sce-
nario. Due to the presence of non-overlapping bands, before805

conducting CVA, the WC requires to ignore the spectral bands
which are not common to the two observed images. Conversely,
by fully exploiting the whole available spectral information, the
proposed method combines the overlapped bands and the non-
overlapping bands to estimate a change image ∆X̂ of higher810
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(a) Y1

(b) Y2

(c) D̂WC

(d) D̂F

(e) D̂RF

(f) zoomed Y1

(g) zoomed Y2

(h) zoomed D̂WC

(i) zoomed D̂F

(j) zoomed D̂RF

Figure 7: Scenario Sss: (a) Landsat-8 15m PAN observed image Y1 ac-
quired on 04/15/2015, (b) Landsat-8 15m PAN observed image Y2 acquired
on 09/22/2015, (c) change mask D̂WC estimated by the WC approach from a
pair of 15m PAN degraded images, (d) change mask D̂F estimated by the F ap-
proach from a pair of 15m PAN observed and predicted images and (e) change
mask D̂RF estimated by the proposed RF approach from a 15m PAN change
image ∆X̂. From (f) to (j): zoomed versions of the regions delineated in red in
(a)–(e).

spectral resolution than the two observed images. This higher
amount of information leads to visually more consistent results
in Fig. 12(e). The F method, on one hand, outperforms the WC
method by estimating the change map with the highest spectral
resolution of the observed image pair, in this case 30m MS-9.815

On the other hand, the F-based CD method is not able to exploit
the high resolution spectral content as the proposed RF method.

5.3.4. Scenario Ssd

In scenario Ssd, corresponding to the reverse situation en-
countered in scenarioSds, observed images share the same spec-820

tral resolution but with different spatial resolution. Figures 13

(a) Y1

(b) Y2

(c) D̂WC

(d) D̂F

(e) D̂RF

(f) zoomed Y1

(g) zoomed Y2

(h) zoomed D̂WC

(i) zoomed D̂F

(j) zoomed D̂RF

Figure 8: Scenario Sss: (a) Landsat-8 30m MS-3 observed image Y1 ac-
quired on 04/15/2015, (b) Landsat-8 30m MS-3 observed image Y2 acquired
on 09/22/2015, (c) change mask D̂WC estimated by the WC approach from a
pair of 30m MS-3 degraded images, (d) change mask D̂F estimated by the F ap-
proach from a pair of 30m MS-3 observed and predicted images and (e) change
mask D̂RF estimated by the proposed RF approach from a 30m MS-3 change
image ∆X̂. From (f) to (j): zoomed versions of the regions delineated in red in
(a)–(e).

and 14 present the results obtained for two possible real situa-
tions. Note that change maps obtained by the F and RF methods
are of higher spatial resolutions than the ones estimated by the
WC approach. Thus, this scenario is the first to illustrate a very825

important advantage of these two approaches, i.e., the higher
spatial resolutions of the change maps. In scenario Sds, the re-
sults have shown that the loss of spectral information inherent
to the WC approach leads to an increase of false alarms and
misdetections. Here, the loss of spatial information when ap-830

plying the WC approach results in an inaccurate localization of
the changes.
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(a) Y1

(b) Y2

(c) D̂WC

(d) D̂F

(e) D̂RF

(f) zoomed Y1

(g) zoomed Y2

(h) zoomed D̂WC

(i) zoomed D̂F

(j) zoomed D̂RF

Figure 9: Scenario Sss: (a) AVIRIS 15m HS-224 observed image Y1 ac-
quired on 04/10/2014, (b) AVIRIS 15m HS-224 observed image Y2 acquired
on 09/19/2014, (c) change mask D̂WC estimated by the WC approach from a
pair of 15m HS-29 degraded images, (d) change mask D̂F estimated by the F
approach from a pair of 15m HS-29 observed and predicted images and (e)
change mask D̂RF estimated by the proposed RF approach from a 30m MS-3
change image ∆X̂. From (f) to (j): zoomed versions of the regions delineated
in red in (a)–(e).

5.3.5. Scenario Ssδ

This scenario is more challenging than the previously dis-
cussed scenario Ssd. Indeed, it handles two observed images of835

spatial resolutions related by a non-integer downsampling ra-
tio (i.e., on non-superimposable spatial sampling grids), which
precludes the use of a unique spatial degradation matrix in the
RF-based CD method. As detailed in Appendix B.5, super-
resolutions are conducted during the fusion and correction steps840

of the AM algorithm, which leads to a change image ∆X̂ with
a spatial resolution higher than the ones of the two observed
images (defined as the greatest common divisor of the resolu-
tions). For instance, Fig. 15 illustrates one possible config-

(a) Y1

(b) Y2

(c) D̂WC

(d) D̂F

(e) D̂RF

(f) zoomed Y1

(g) zoomed Y2

(h) zoomed D̂WC

(i) zoomed D̂F

(j) zoomed D̂RF

Figure 10: Scenario Sds: (a) EO-1 ALI 10m PAN observed image Y1 ac-
quired on 06/08/2011, (b) Sentinel-2 10m MS-3 observed image Y2 acquired
on 04/12/2016, (c) change mask D̂WC estimated by the WC approach from a
pair of 10m PAN degraded images, (d) change mask D̂F estimated by the F ap-
proach from a pair of 10m MS-3 observed and predicted images and (e) change
mask D̂RF estimated by the proposed RF approach from a 10m MS-3 change
image ∆X̂. From (f) to (j): zoomed versions of the regions delineated in red in
(a)–(e).

uration for which the observed images Y1 and Y2, depicted845

in Figures 15(a) and 15(b), are of 15m and 10m spatial reso-
lutions, respectively. Thus the change image ∆X̂ and change
mask d̂RF estimated by the RF method are at a 5m resolution.
The F method produces a change map with the highest spa-
tial resolution of the two observed images, in this case, 10m.850

Conversely, the WC method provides a change map at a spa-
tial resolution equal to the least common multiple, which is, in
this case, 30m. The significantly higher spatial resolution of the
change map is clear in Fig. 15(e).
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(a) Y1

(b) Y2

(c) D̂WC

(d) D̂F

(e) D̂RF

(f) zoomed Y1

(g) zoomed Y2

(h) zoomed D̂WC

(i) zoomed D̂F

(j) zoomed D̂RF

Figure 11: Scenario Sds: (a) Landsat-8 15m PAN observed image Y1 ac-
quired on 09/22/2015, (b) AVIRIS 15m HS-29 observed image Y2 acquired
on 04/10/2014, (c) change mask D̂WC estimated by the WC approach from a
pair of 15m PAN degraded images, (d) change mask D̂F estimated by the F ap-
proach from a pair of 15m HS-29 observed and predicted images and (e) change
mask D̂RF estimated by the proposed RF approach from a 15m HS-29 change
image ∆X̂. From (f) to (j): zoomed versions of the regions delineated in red in
(a)–(e).

5.3.6. Scenario Sb
dd855

This scenario has been deeply investigated in [18] who con-
ducted a comprehensive analysis of the performance of the RF-
based method. This scenario corresponds to a more difficult
CD investigation than all previous ones since the pair of ob-
served images have not the same spatial neither spectral reso-860

lutions. As a consequence, the conventional WC approach is
constrained to compare a spatially degraded version of one ob-
served image with a spectrally degraded version of the other
observed image. Irredeemably, these degradations result in a
loss of spectral information, essential to assess the presence of865

change, and a loss of spatial information, required to accurately

(a) Y1

(b) Y2

(c) D̂WC

(d) D̂F

(e) D̂RF

(f) zoomed Y1

(g) zoomed Y2

(h) zoomed D̂WC

(i) zoomed D̂F

(j) zoomed D̂RF

Figure 12: Scenario Sδs: (a) Landsat-8 30m MS-8 observed image Y1 ac-
quired on 04/15/2015, (b) EO-1 ALI 30m MS-9 observed image Y2 acquired
on 06/08/2011, (c) change mask D̂WC estimated by the WC approach from a
pair of 30m MS-7 degraded images, (d) change mask D̂F estimated by the F ap-
proach from a pair of 30m MS-9 observed and predicted images and (e) change
mask D̂RF estimated by the proposed RF approach from 30m MS-10 change
image ∆X̂. From (f) to (j): zoomed versions of the regions delineated in red in
(a)–(e).

localize the possible changes. On the contrary, the proposed RF
method is able to derive the change mask from a change image
characterized by the best of the spectral and spatial resolution
of the observed images. The F method, while it estimates the870

change map with the same spatial resolution as the RF method,
proceeds on a lower spectral resolution image. This results in
a higher false-alarm/detection rate than the one obtained with
the RF method, yet lower than the one obtained with the WC
method. Figures 16 to 18 depict the CD results obtained for875

three common configurations and illustrate the superiority of
the proposed RF-based CD method.
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(a) Y1

(b) Y2

(c) D̂WC

(d) D̂F

(e) D̂RF

(f) zoomed Y1

(g) zoomed Y2

(h) zoomed D̂WC

(i) zoomed D̂F

(j) zoomed D̂RF

Figure 13: Scenario Ssd: (a) Sentinel-2 10m MS-3 observed image Y1 ac-
quired on 10/29/2016, (b) EO-1 ALI 30m MS-3 observed image Y2 acquired
on 08/04/2011, (c) change mask D̂WC estimated by the WC approach from a
pair of 30m MS-3 degraded images, (d) change mask D̂F estimated by the F ap-
proach from a pair of 10m MS-3 observed and predicted images and (e) change
mask D̂RF estimated by the proposed RF approach from a 10m MS-3 change
image ∆X̂. From (f) to (j): zoomed versions of the regions delineated in red in
(a)–(e).

5.3.7. Scenario Sδd
This scenario corresponds to a modified instance of the pre-

vious scenario Sb
dd (images of different spatial and spectral res-880

olutions) where the two spectral sampling grids cannot be su-
perimposed. The results obtained for one configuration are de-
picted in Fig. 19. In this case, the change image ∆X̂ is char-
acterized by a spatial resolution equal to the highest spatial res-
olution of the observed images and with a spectral resolution885

higher than the spectral resolution of both observed images.
The F-based CD method produces a change map with the high-
est spatial resolution but with lower spectral resolution than the
RF method, in this example 10m MS-4. Once again, the re-

(a) Y1

(b) Y2

(c) D̂WC

(d) D̂F

(e) D̂RF

(f) zoomed Y1

(g) zoomed Y2

(h) zoomed D̂WC

(i) zoomed D̂F

(j) zoomed D̂RF

Figure 14: Scenario Ssd: (a) Sentinel-2 10m MS-3 observed image Y1 ac-
quired on 04/12/2016, (b) Landsat-8 30m MS-3 observed image Y2 acquired
on 09/22/2015, (c) change mask D̂WC estimated by the WC approach from a
pair of 30m MS-3 degraded images, (d) change mask D̂F estimated by the F ap-
proach from a pair of 10m MS-3 observed and predicted images and (e) change
mask D̂RF estimated by the proposed RF approach from a 10m MS-3 change
image ∆X̂. From (f) to (j): zoomed versions of the regions delineated in red in
(a)–(e).

sults show the accuracy of the proposed RF method in terms of890

detection and spatial resolution of the estimated change map.

5.3.8. Scenario Su
dd

This scenario also handles images which do not share the
same spatial neither spectral resolutions. However, contrary to
scenario Sb

dd, this scenario considers one of the two images of895

higher spatial and spectral resolutions. Again, the WC is ex-
pected to be less reliable (in terms of decision and localization)
due to the loss of spectral and spatial information consecutive
to the degradations before conducting CVA. Figures 20 and 21
present the results obtained from two possible real configura-900
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(a) Y1

(b) Y2

(c) D̂WC

(d) D̂F

(e) D̂RF

(f) zoomed Y1

(g) zoomed Y2

(h) zoomed D̂WC

(i) zoomed D̂F

(j) zoomed D̂RF

Figure 15: Scenario Ssδ: (a) Landsat-8 15m PAN observed image Y1 ac-
quired on 10/18/2013, (b) EO-1 ALI 10m PAN observed image Y2 acquired
on 08/04/2011, (c) change mask D̂WC estimated by the WC approach from a
pair of 30m PAN degraded images, (d) change mask D̂F estimated by the F ap-
proach from a pair of 10m PAN observed and predicted images and (e) change
mask D̂RF estimated by the proposed RF approach from 5m PAN change image
∆X̂. From (f) to (j): zoomed versions of the regions delineated in red in (a)–(e).

tions. As expected the RF-based CD method provides visu-
ally more satisfactory results. The F-based method provides
change maps of same spatial and spectral resolutions as the RF-
based method. Nevertheless, as it compares an estimated image
with the raw observed image, the SNR difference between them905

may increase the false alarm/detection rate compared to the RF-
based method. Besides, as shown in Fig. 21, the WC method is
unable to accurately localize the change due to the lake drought
from the pair of multispectral and hyperspectral images.

5.3.9. Scenario Sdδ910

This scenario corresponds to a more challenging context
than scenarioSu

dd since it handles images with non-superimposable

(a) Y1

(b) Y2

(c) D̂WC

(d) D̂F

(e) D̂RF

(f) zoomed Y1

(g) zoomed Y2

(h) zoomed D̂WC

(i) zoomed D̂F

(j) zoomed D̂RF

Figure 16: Scenario Sb
dd: (a) Landsat-8 15m PAN observed image Y1 ac-

quired on 09/22/2015, (b) Landsat-8 30m MS-3 observed image Y2 acquired
on 04/15/2015, (c) change mask D̂WC estimated by the WC approach from a
pair of 30m PAN degraded images, (d) change mask D̂F estimated by the F ap-
proach from a pair of 15m PAN observed and predicted images and (e) change
mask D̂RF estimated by the proposed RF approach from a 15m MS-3 change
image ∆X̂. From (f) to (j): zoomed versions of the regions delineated in red in
(a)–(e).

spatial sampling grids. As before, the change image ∆X̂ and the
binary change mask D̂RF estimated by the RF-based method
are defined at a higher spatial resolution than the observed im-915

ages. Fig. 22 presents one example of this scenario. The
F-based CD method outperforms the WC method because it
estimates a change map with the highest spatial resolution of
the pair of observed images. Nevertheless, this change map is
of lower spectral resolution than the one estimated by the RF-920

based method. This explains the observed differences on the
false alarm/detection rates for the three methods.
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(a) Y1

(b) Y2

(c) D̂WC

(d) D̂F

(e) D̂RF

(f) zoomed Y1

(g) zoomed Y2

(h) zoomed D̂WC

(i) zoomed D̂F

(j) zoomed D̂RF

Figure 17: Scenario Sb
dd: (a) EO-1 ALI 10m PAN observed image Y1 ac-

quired on 06/08/2011, (b) Landsat-8 30m MS-3 observed image Y2 acquired
on 09/22/2015, (c) change mask D̂WC estimated by the WC approach from a
pair of 30m PAN degraded images, (d) change mask D̂F estimated by the F ap-
proach from a pair of 10m PAN observed and predicted images and (e) change
mask D̂RF estimated by the proposed RF approach from a 10m MS-3 change
image ∆X̂. From (f) to (j): zoomed versions of the regions delineated in red in
(a)–(e).

5.3.10. Scenario Sδδ
The last scenario combines the difficulties previously en-

countered: images of different spatial and spectral resolution,925

characterized by a non-integer relative downsampling factor and
non-superimposable spectral sampling grids. As for scenarios
Ssδ and Sdδ, the change image ∆X̂ and change mask D̂RF re-
covered by the RF-based method is of higher spatial resolution
than the two observed images. In addition, as for scenarios Sδs930

and Sδd, the change image is also defined at a higher spectral
resolution. The F-based CD method produces a change map D̂F
with the highest spatial resolution of the pair of observed im-
ages but with lower spectral resolution than the RF-based CD

(a) Y1

(b) Y2

(c) D̂WC

(d) D̂F

(e) D̂RF

(f) zoomed Y1

(g) zoomed Y2

(h) zoomed D̂WC

(i) zoomed D̂F

(j) zoomed D̂RF

Figure 18: Scenario Sb
dd: (a) Landsat-8 15m PAN observed image Y1 ac-

quired on 09/22/2015, (b) EO-1 ALI 30m MS-3 observed image Y2 acquired
on 06/08/2011, (c) change mask D̂WC estimated by the WC approach from a
pair of 30m PAN degraded images, (d) change mask D̂F estimated by the F ap-
proach from a pair of 15m PAN observed and predicted images and (e) change
mask D̂RF estimated by the proposed RF approach from a 15m MS-3 change
image ∆X̂. From (f) to (j): zoomed versions of the regions delineated in red in
(a)–(e).

method. Conversely, the WC approach derives a change im-935

age of lower spatial and spectral resolutions before conducting
CVA. Fig. 23 depicts the results obtained by all methods. In
this particularly challenging scenario, the proposed approach
demonstrates its superiority in recovering relevant changes and
in localizing them accurately.940

6. Conclusion

This paper derived a robust fusion framework to perform
change detection between optical images of different spatial
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(a) Y1

(b) Y2

(c) D̂WC

(d) D̂F

(e) D̂RF

(f) zoomed Y1

(g) zoomed Y2

(h) zoomed D̂WC

(i) zoomed D̂F

(j) zoomed D̂RF

Figure 19: Scenario Sδd: (a) Landsat-8 30m MS-5 observed image Y1 ac-
quired on 09/22/2015, (b) Sentinel-2 10m MS-4 observed image Y2 acquired
on 04/12/2016, (c) change mask D̂WC estimated by the WC approach from a
pair of 30m MS-3 degraded images, (d) change mask D̂F estimated by the F ap-
proach from a pair of 10m MS-4 observed and predicted images and (e) change
mask D̂RF estimated by the proposed RF approach from a 10m MS-6 change
image ∆X̂. From (f) to (j): zoomed versions of the regions delineated in red in
(a)–(e).

and spectral resolutions. The versatility of the proposed ap-
proach allowed all possible real scenarios to be handled effi-945

ciently. The technique was based on the definition of two high
spatial and spectral resolution latent images related to the ob-
served images via a double physically-inspired forward model.
The difference image between these two latent images was as-
sumed to be spatially sparse, implicitly locating the changes at950

a high resolution scale. Inferring these two latent images was
formulated as an inverse problem which was solved within a
2-step iterative scheme. Depending on the considered scenario,
these 2 steps can be interpreted as ubiquitous image processing
problems (namely spatial super-resolution, spectral deblurring,955

(a) Y1

(b) Y2

(c) D̂WC

(d) D̂F

(e) D̂RF

(f) zoomed Y1

(g) zoomed Y2

(h) zoomed D̂WC

(i) zoomed D̂F

(j) zoomed D̂RF

Figure 20: Scenario Su
dd: (a) EO-1 ALI 30m MS-3 observed image Y1 ac-

quired on 08/04/2011, (b) AVIRIS 15m HS-29 observed image Y2 acquired on
04/10/2014, (c) change mask D̂WC estimated by the WC approach from a pair of
30m MS-3 degraded images, (d) change mask D̂F estimated by the F approach
from a pair of 15m HS-29 observed and predicted images and (e) change mask
D̂RF estimated by the proposed RF approach from a 15m HS-29 change image
∆X̂. From (f) to (j): zoomed versions of the regions delineated in red in (a)–(e).

denoising or multi-band image fusion) for which closed-form
solutions or efficient algorithms had been recently proposed in
the literature. A simulation protocol allowed the performance
of the proposed technique in terms of detection and precision to
be assessed and compared with the performance of state-of-the-960

art algorithms. Real images acquired by four different sensors
were used to illustrate the accuracy and the flexibility of the
proposed method, as well as its superiority with respect to the
state-of-the-art change detection methods. Future works will
assess the robustness of the proposed technique w.r.t. nonlin-965

ear effects (e.g., due to atmospheric effects, geometric and ra-
diometric distortions). Detecting changes between optical and
non-optical data is also under investigation and preliminary re-
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(a) Y1

(b) Y2

(c) D̂WC

(d) D̂F

(e) D̂RF

(f) zoomed Y1

(g) zoomed Y2

(h) zoomed D̂WC

(i) zoomed D̂F

(j) zoomed D̂RF

Figure 21: Scenario Su
dd: (a) Landsat-8 30m MS-3 observed image Y1 ac-

quired on 04/15/2015, (b) AVIRIS 15m HS-29 observed image Y2 acquired on
09/19/2014, (c) change mask D̂WC estimated by the WC approach from a pair of
30m MS-3 degraded images, (d) change mask D̂F estimated by the F approach
from a pair of 15m HS-29 observed and predicted images and (e) change mask
D̂RF estimated by the proposed RF approach from a 15m HS-29 change image
∆X̂. From (f) to (j): zoomed versions of the regions delineated in red in (a)–(e).

sults are discussed in [62].

Appendix A. Matrix normal distribution970

The probability density function p(X|M,Σr,Σr) of a matrix
normal distributionMNr,c(M,Σr,Σc) is given by [63]

p (X|M,Σr,Σr) =
exp(− 1

2 tr[Σ−1
c (X−M)TΣ−1

r (X−M)])
(2π)rc/2 |Σc |

r/2 |Σr |
c/2

where M ∈ Rr×c is the mean matrix, Σr ∈ Rr×r is the row co-
variance matrix and Σc ∈ Rc×c is the column covariance matrix.975

(a) Y1

(b) Y2

(c) D̂WC

(d) D̂F

(e) D̂RF

(f) zoomed Y1

(g) zoomed Y2

(h) zoomed D̂WC

(i) zoomed D̂F

(j) zoomed D̂RF

Figure 22: Scenario Sdδ: (a) Sentinel-2 10m MS-3 observed image Y1 ac-
quired on 04/12/2016, (b) Landsat-8 15m PAN observed image Y2 acquired on
09/22/2015, (c) change mask D̂WC estimated by the WC approach from a pair
of 30m PAN degraded images, (d) change mask D̂F estimated by the F approach
from a pair of 10m MS-3 observed and predicted images and (e) change mask
D̂RF estimated by the proposed RF approach from 5m MS-3 change image ∆X̂.
From (f) to (j): zoomed versions of the regions delineated in red in (a)–(e).

Appendix B. Detailed implementations of the AM algorithm

This appendix details the specific implementations of the
generic AM algorithm introduced in paragraph 3.2 when con-
sidering each of the 10 scenarios identified in paragraph 2.3
and summarized in Table 1. For each scenario, we show that980

the fusion and correction steps can be cast as standard image
processing tasks (see also Table 2).
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(a) Y1

(b) Y2

(c) D̂WC

(d) D̂F

(e) D̂RF

(f) zoomed Y1

(g) zoomed Y2

(h) zoomed D̂WC

(i) zoomed D̂F

(j) zoomed D̂RF

Figure 23: Scenario Sδδ: (a) Sentinel-2 20m MS-6 observed image Y1 ac-
quired on 04/12/2016, (b) EO-1 ALI 30m MS-9 observed image Y2 acquired
on 06/08/2011, (c) change mask D̂WC estimated by the WC approach from a
pair of 60m MS-4 degraded images, (d) change mask D̂F estimated by the F ap-
proach from a pair of 20m MS-6 observed and predicted images and (e) change
mask D̂RF estimated by the proposed RF approach from a 10m MS-11 change
image ∆X̂. From (f) to (j): zoomed versions of the regions delineated in red in
(a)–(e).

Appendix B.1. Scenario Sss

Considering the degradation matrices specified in Table 1
for this scenario, the forward model (11) can be rewritten as

Y1 = X1 + N1 (B.1a)
Y2 = (X1 + ∆X) + N2 (B.1b)

As expected, for this scenario, the observed, latent and change
images share the same spatial and spectral resolutions. The re-

sulting objective function, initially in (9), is simplified as

Jss (X1,∆X) =
1
2

∥∥∥∥∥Λ− 1
2

2 (Y2 − (X1 + ∆X))
∥∥∥∥∥2

F

+
1
2

∥∥∥∥∥Λ− 1
2

1 (Y1 − X1)
∥∥∥∥∥2

F

+ λ
∥∥∥X1 − X̄1

∥∥∥2
F + γ ‖∆X‖2,1 .

(B.2)

The two steps of the AM algorithm are detailed below.

Appendix B.1.1. Fusion: optimization w.r.t. X1985

At the kth iteration of the AM algorithm, let assume that
the current value of the change image is denoted by ∆X(k). As
suggested in Section 3.2.1, a corrected image Ỹ(k)

2 that would
be observed at time t1 by the sensor S2 given the image Y2 ob-
served at time t2 and the change image ∆X(k) can be introduced
as

Ỹ(k)
2 = Y2 − ∆X(k). (B.3)

Updating the latent image X1 consists in minimizing w.r.t. X1
the partial function

J
(f)
ss (X1) , Jss

(
X1,∆X(k)

)
=

∥∥∥∥∥Λ− 1
2

1 (Y1 − X1)
∥∥∥∥∥2

F

+

∥∥∥∥∥Λ− 1
2

2

(
Ỹ(k)

2 − X1

)∥∥∥∥∥2

F
+ λ

∥∥∥X1 − X̄1
∥∥∥2

F .

This formulation shows that recovering X1 in Scenario Sss re-
duces to a denoising problem from an observed image Y1 and
a pseudo-observed image Ỹ(k)

2 . A closed-form solution of this
`2-penalized least-square problem can be easily and efficiently
computed.990

Appendix B.1.2. Correction: optimization w.r.t. ∆X
Following the strategy proposed by [18], let Y̌(k)

2 denote the
predicted image that would be observed by the sensor S2 at time
t1 given the current state of the latent image X(k)

1 . Since the two
sensors share the same spatial and spectral characteristics, one
has

Y̌(k)
2 = X(k)

1 . (B.4)

Similarly to (5), the predicted change image can thus be defined
as

∆Y̌(k)
2 = Y2 − Y̌(k)

2 . (B.5)

The objective function (B.2) w.r.t. ∆X is then rewritten by com-
bining (B.4) and (B.5) with (B.2), leading to

J
(c)
ss (∆X) , Jss(X(k)

1 ,∆X)

=

∥∥∥∥∥Λ− 1
2

2

(
∆Y̌(k)

2 − ∆X
)∥∥∥∥∥2

F
+ γ ‖∆X‖2,1 .

(B.6)

Again, since the observed, latent and change images share the
same spatial and spectral resolutions, this correction step re-
duces to a denoising task of the predicted change image ∆Y̌(k)

2 .
With the particular CD-driven choice of φ2 (·) in (10), minimiz-995

ing J (c)
ss (∆X) is an `2,1-penalized least square problem. Mini-

mizing (B.6) also defines the proximal operator associated with
the `2,1-norm and can be directly achieved by applying a group-
soft thresholding on the predicted change image ∆Y̌(k)

2 .
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Appendix B.2. Scenario Sds1000

In this scenario, the two observed images are of same spatial
resolution (as for scenario Sss) but with different spectral res-
olution, which precludes a simple comparison between pixels.
For this scenario, the joint forward observation model derived
from (11) can be written as

Y1 = L1X1 + N1, (B.7a)
Y2 = (X1 + ∆X) + N2, (B.7b)

which results in the objective function

Jds (X1,∆X) =
1
2

∥∥∥∥∥Λ− 1
2

2 (Y2 − (X1 + ∆X))
∥∥∥∥∥2

F

+
1
2

∥∥∥∥∥Λ− 1
2

1 (Y1 − L1X1)
∥∥∥∥∥2

F

+ λ
∥∥∥X1 − X̄1

∥∥∥2
F + γ ‖∆X‖2,1 .

Within an AM algorithmic scheme, the two sub-problems of
interest are detailed below.

Appendix B.2.1. Fusion: optimization w.r.t. X1

The same strategy as for scenarioSss in paragraph Appendix
B.1.1 is adopted. Since model (B.7b) is the the same as model
(B.1b) associated with scenario Sss, the corrected image Ỹ(k)

2
is defined following (B.3). Then, updating the latent image X1
consists in minimizing the partial objective function

J
(f)
ds (X1) , Jds

(
X1,∆X(k)

)
=

∥∥∥∥∥Λ− 1
2

1 (Y1 − L1X1)
∥∥∥∥∥2

F

+

∥∥∥∥∥Λ− 1
2

2

(
Ỹ(k)

2 − X1

)∥∥∥∥∥2

F
+ λ

∥∥∥X1 − X̄1
∥∥∥2

F .

(B.8)

This problem can be interpreted as a spectral deblurring of the
observed image Y1 where the corrected image Ỹ(k)

2 plays the1005

role of prior information. Minimizing (B.8) can be easily con-
ducted by computing the standard least square solution.

Appendix B.2.2. Correction: optimization w.r.t. ∆X
As both models (B.7b) and (B.1b) are the same, optimiz-

ing w.r.t ∆X can be conducted following the procedure detailed1010

in paragraph Appendix B.1.2 (i.e., denoising of the predicted
change image).

Appendix B.3. Scenario Sδs
This scenario is similar to the Scenario Sds described in

paragraph Appendix B.2. It relies on two images of same
spatial resolution but of distinct spectral resolution. However,
contrary to Scenario Sds, this difference in spectral resolutions
cannot be expressed with a unique spectral degradation matrix,
e.g., due to non-superimposable spectral sampling grids. In this
case the joint forward observation model is

Y1 = L1X1 + N1. (B.9a)
Y2 = L2 (X1 + ∆X) + N2. (B.9b)

with the resulting objective function

Jδs (X1,∆X) =
1
2

∥∥∥∥∥Λ− 1
2

2 (Y2 − L2 (X1 + ∆X))
∥∥∥∥∥2

F

+
1
2

∥∥∥∥∥Λ− 1
2

1 (Y1 − L1X1)
∥∥∥∥∥2

F

+ λ
∥∥∥X1 − X̄1

∥∥∥2
F + γ ‖∆X‖2,1 .

The choice of which degradation matrices applies to the change
image ∆X is driven by considering the matrix with larger num-1015

ber of bands, which results in a change image of higher spectral
resolution. The associated sub-problems are described in what
follows.

Appendix B.3.1. Fusion: optimization w.r.t. X1

By defining the corrected image as Ỹ(k)
2 = Y2 − L2∆X(t),

updating the latent image X1 consists in minimizing

J
(f)
δs (X1) , Jδs

(
X1,∆X(k)

)
=

∥∥∥∥∥Λ− 1
2

1 (Y1 − L1X1)
∥∥∥∥∥2

F

+

∥∥∥∥∥Λ− 1
2

2

(
Ỹ(k)

2 − L2X1

)∥∥∥∥∥2

F
+ λ

∥∥∥X1 − X̄1
∥∥∥2

F .

(B.10)

Minimizing (B.10) formulates a joint spectral deblurring prob-1020

lem from an observed image Y1 and a pseudo-observed image
Ỹ(k)

2 . Thanks to its quadratic form, this least-square problem
can be easily solved.

Appendix B.3.2. Correction: optimization w.r.t. ∆X
The predicted image that would be observed by sensor S2

at time t1 can be defined as

Y̌(k)
2 = L2X(k)

1 (B.11)

with the resulting predicted change image

∆Y̌(k)
2 = Y2 − Y̌(k)

2 . (B.12)

The objective function (9) w.r.t. ∆X is then rewritten by com-
bining (B.11) and (B.12) with (Appendix B.3), leading to

J
(c)
δs (∆X) , JSδs (X

(k)
1 ,∆X)

=

∥∥∥∥∥Λ− 1
2

2

(
∆Y̌(k)

2 − L2∆X
)∥∥∥∥∥2

F
+ γ ‖∆X‖2,1 .

(B.13)

Minimizing (B.13) is a spectral deblurring of the predicted change1025

image ∆Y̌(k)
2 , which can be achieved using a forward-backward

algorithm as proposed by [18].

Appendix B.4. Scenario Ssd

In this scenario, the two observed images share the same
spectral resolution but differ by their spatial resolutions. These
spatial resolutions are related by an integer relative downsam-
pling factor, i.e., based on superimposable sampling grids, which
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allows a unique spatial degradation matrix R1 to be used3. The
joint forward observation model derived from (11) using the
specific degradation matrices presented in Table 1 can be writ-
ten as

Y1 = X1R1 + N1 (B.14a)
Y2 = (X1 + ∆X) + N2 (B.14b)

with the objective function

Jsd (X1,∆X) =
1
2

∥∥∥∥∥Λ− 1
2

2 (Y2 − (X1 + ∆X))
∥∥∥∥∥2

F

+
1
2

∥∥∥∥∥Λ− 1
2

1 (Y1 − X1R1)
∥∥∥∥∥2

F

+ λ
∥∥∥X1 − X̄1

∥∥∥2
F + γ ‖∆X‖2,1 .

Appendix B.4.1. Fusion: optimization w.r.t. X1

The same strategy as for previous scenarios is adopted here.
As the model (B.14b) is the same as model (B.1b), the corrected
image Ỹ(k)

2 is defined following (B.3). Then, updating the latent
image consists in minimizing w.r.t. X1 the partial function

J
(f)
sd (X1) , Jsd

(
X1,∆X(k)

)
=

∥∥∥∥∥Λ− 1
2

1 (Y1 − X1R1)
∥∥∥∥∥2

F

+

∥∥∥∥∥Λ− 1
2

2

(
Ỹ(k)

2 − X1

)∥∥∥∥∥2

F
+ λ

∥∥∥X1 − X̄1
∥∥∥2

F .

This fusion task can be interpreted as a set of nλ super-resolution1030

problems associated with each band of the observed image Y1,
where the corrected image Ỹ(k)

2 acts here as a prior information.
Closed-form expressions of these nλ solutions are given by [36].

Appendix B.4.2. Correction: optimization w.r.t. ∆X
As the model (B.14b) is the same as the model (B.1b) of1035

scenarios Sss, optimizing w.r.t. ∆X can be conducted follow-
ing the procedure detailed in paragraph Appendix B.1.2 (i.e.,
denoising of the predicted change image).

Appendix B.5. Scenario Ssδ

As for scenario Ssd, scenario Ssδ considers two observed
images of same spectral resolutions but with distinct spatial
resolutions. However, contrary to scenario Ssd, this difference
in spatial resolutions cannot be expressed thanks to a unique
spatial degradation matrix R1 due to non-superimposable spa-
tial sampling grids (i.e., corresponding to a non-integer relative
downsampling factor). Thus the forward model is written

Y1 = X1R1 + N1 (B.15a)
Y2 = (X1 + ∆X) R2 + N2 (B.15b)

3The case of observed images with non-integer relative spatial downsam-
pling factor is discussed in the next presented scenario.

with the following objective function

Jsδ (X1,∆X) =
1
2

∥∥∥∥∥Λ− 1
2

2 (Y2 − (X1 + ∆X) R2)
∥∥∥∥∥2

F

+
1
2

∥∥∥∥∥Λ− 1
2

1 (Y1 − X1R1)
∥∥∥∥∥2

F

+ λ
∥∥∥X1 − X̄1

∥∥∥2
F + γ ‖∆X‖2,1 .

(B.16)

In (B.15), both latent images are supposed to suffer from spa-1040

tial degradations. Thus, choosing which spatial degradation af-
fects the change image ∆X results in a particular spatial res-
olution for this change map. To derive a CD map at a high
spatial resolution, the spatial degradation applied to ∆X should
be chosen as the one with the lowest virtual downsampling fac-1045

tor. The minimization of (B.16) according to the AM strategy
is addressed in the following paragraphs.

Appendix B.5.1. Fusion: optimization w.r.t. X1

For this scenario, the corrected image in (12) is defined as

Ỹ(k)
2 = Y2 − ∆X(k)R2.

Then, updating the latent image X1 consists in minimizing w.r.t.
X1 the partial function

J
(f)
sδ (X1) , Jsδ

(
X1,∆X(k)

)
=

∥∥∥∥∥Λ− 1
2

1 (Y1 − X1R1)
∥∥∥∥∥2

F

+

∥∥∥∥∥Λ− 1
2

2

(
Ỹ(k)

2 − X1R2

)∥∥∥∥∥2

F
+ λ

∥∥∥X1 − X̄1
∥∥∥2

F .

(B.17)

As for scenario Ssd, minimizing (B.17) can be interpreted as re-
covering a spatially super-resolved image X1 from the observed
image Y1 and the corrected image Ỹ(k)

2 . However, contrary to
scenario Ssd, here, Ỹ(k)

2 rather defines an additional data-fitting
term instead of a prior information [37]. Moreover, this sub-
problem cannot be solved directly since no closed-form solu-
tion can be efficiently derived, mainly due to the simultaneous
presence of the two spatial degradation operators. Thus, one
proposes to resort to an iterative algorithm, namely the alter-
nating direction method of multipliers (ADMM). It consists in
introducing the splitting variable U ∈ Rnλ×n = X1. The result-
ing scaled augmented Lagrangian can be written as

Lµ(X1,U,V) =

∥∥∥∥∥Λ− 1
2

1 (Y1 − UR1)
∥∥∥∥∥2

F

+

∥∥∥∥∥Λ− 1
2

2

(
Ỹ(k)

2 − X1R2

)∥∥∥∥∥2

F
+ λ

∥∥∥X1 − X̄1
∥∥∥2

F

+
µ

2
‖X1 − U + V‖2F .

(B.18)

The ADMM iteratively minimizes Lµ w.r.t. U and X1 and up-
dates the dual variable V. The two minimizations of (B.18)1050

w.r.t. U and X1 can be conducted band-by-band following the
strategy proposed by [36], which provides closed-form solu-
tions of the underlying single-image super-resolution problems
and also ensures the convergence of the AM algorithm.
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Appendix B.5.2. Correction: optimization w.r.t. ∆X1055

For this scenario, a predicted image that would be observed
by the sensor S2 at time t1 can be defined as

Y̌(k)
2 = X(k)

1 R2 (B.19)

with the resulting predicted change image

∆Y̌(k)
2 = Y2 − Y̌(k)

2 . (B.20)

The objective function w.r.t. ∆X is then rewritten by combining
(B.19) and (B.20) with (B.16), leading to

J
(c)
sδ (∆X) , Jsδ(X(k)

1 ,∆X)

=

∥∥∥∥∥Λ− 1
2

2

(
∆Y̌(k)

2 − ∆XR2

)∥∥∥∥∥2

F
+ γ ‖∆X‖2,1 .

(B.21)

The minimization of (B.21) can be interpreted as a super-resolution
problem. Even if a forward-backward algorithm could be used
to iteratively minimize this objective function, the size of the
spatial degradation matrix R2 suggests to resort to an ADMM.
By introducing the splitting variable W ∈ Rnλ×m2 = ∆XR2, the
resulting scaled augmented Lagrangian for the problem is ex-
pressed as

Lµ(∆X,W,V) =

∥∥∥∥∥Λ− 1
2

2

(
∆Y̌(k)

2 −W
)∥∥∥∥∥2

F
+ λ ‖∆X‖2,1

+
µ

2
‖∆XR1 −W + V‖2F .

(B.22)

Closed-form expressions of the minimizers of (B.22) w.r.t. ∆X
and W can be derived, following a group soft-thresholding op-
eration and the technique proposed by [36], respectively.

Appendix B.6. Scenario Sb
dd

Scenario Sb
dd is specifically addressed by [18] with the joint

forward model

Y1 = X1R1 + N1,

Y2 = L2 (X1 + ∆X) + N2.

The two observed images have complementary information since
Y1 and Y2 are of high spectral and spatial resolutions, respec-
tively. The resulting objective function writes

Jb
dd

(X1,∆X) =
1
2

∥∥∥∥∥Λ− 1
2

2 (Y2 − L2 (X1 + ∆X))
∥∥∥∥∥2

F

+
1
2

∥∥∥∥∥Λ− 1
2

1 (Y1 − X1R1)
∥∥∥∥∥2

F

+ λ
∥∥∥X1 − X̄1

∥∥∥2
F + γ ‖∆X‖2,1 .

(B.23)

When these images have been acquired at the same time instant,1060

the change image is ∆X = 0 and this configuration boils down
to a multiband image fusion problem addressed by [30]. Thus,
minimizing (B.23) can be conducted following the AM strategy
by combining a multiband image fusion step [30] and a spectral
deblurring step of the predicted change image. The interested1065

reader is invited to consult the work by [18] for a comprehen-
sive description of the resolution.

Appendix B.7. Scenario Sδd
This scenario generalizes the previous scenario Sb

dd for situ-
ations where the spectral sampling grids associated with the two
observed image cannot be superimposed, which requires the si-
multaneous use of two spectral degradation operators. The joint
forward observation model is then

Y1 = L1X1R1 + N1. (B.24a)
Y2 = L2 (X1 + ∆X) + N2. (B.24b)

which yields the objective function

Jδd (X1,∆X) =
1
2

∥∥∥∥∥Λ− 1
2

2 (Y2 − L2 (X1 + ∆X))
∥∥∥∥∥2

F

+
1
2

∥∥∥∥∥Λ− 1
2

1 (Y1 − L1X1R1)
∥∥∥∥∥2

F

+ λ
∥∥∥X1 − X̄1

∥∥∥2
F + γ ‖∆X‖2,1 .

Note that the estimated latent and change images are defined at
the highest spatial resolution while benefiting from the spectral1070

resolutions of both observed images. The choice of assuming
that the image acquired by sensor S2 does not suffer from spa-
tial degradation has been motivated by an easier and accurate
estimation of the change image ∆X by avoiding additional spa-
tial super-resolution steps. The resulting sub-problems involved1075

in the AM algorithm are detailed below.

Appendix B.7.1. Fusion: optimization w.r.t. X1

As for scenario Sb
dd, the corrected image Ỹ(k)

2 can be defined
as Ỹ(k)

2 = Y2 − L2∆X(k). Thus, updating the latent image X1
consists in minimizing

J
(f)
δd (X1) , Jδd

(
X1,∆X(k)

)
=

∥∥∥∥∥Λ− 1
2

1 (Y1 − L1X1R1)
∥∥∥∥∥2

F

+

∥∥∥∥∥Λ− 1
2

2

(
Ỹ(k)

2 − L2X1

)∥∥∥∥∥2

F
+ λ

∥∥∥X1 − X̄1
∥∥∥2

F .

(B.25)

Minimizing (B.25) is challenging mainly due to the simulta-
neous presence of spatial and spectral degradation matrices R1
and L2 with an additional spatial degradation L1. Therefore,
there is no closed-form solution for this problem, which can be
eventually solved thanks to ADMM, by introducing the split-
ting variable U ∈ Rmλ×m1 = X1R1. The resulting scaled aug-
mented Lagrangian is

Lµ(X1,U,V) =

∥∥∥∥∥Λ− 1
2

1 (Y1 − L1U)
∥∥∥∥∥2

F

+

∥∥∥∥∥Λ− 1
2

2

(
Ỹ(k)

2 − L2X1

)∥∥∥∥∥2

F
+ λ

∥∥∥X1 − X̄1
∥∥∥2

F

+
µ

2
‖X1R1 − U + V‖2F .

(B.26)

Closed-form expressions of the minimizers of (B.26) w.r.t. X1
and U can be derived, following the approach proposed by [30]
and a least-square formulation, respectively.1080
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Appendix B.7.2. Correction: optimization w.r.t. ∆X
As both models (B.24b) and (B.9b) are the same, optimiz-

ing w.r.t. ∆X can be achieved following the strategy detailed
in paragraph Appendix B.3.2, i.e., by spectrally deblurring a
predicted change image ∆Y̌(k)

2 thanks to the forward-backward1085

algorithm proposed by [18].

Appendix B.8. Scenario Su
dd

Under this scenario, the observed image Y2 is of higher spa-
tial and spectral resolutions than the observed image Y1. Within
a conventional fusion context, one would probably discard Y1
since it would not bring additional information to the one pro-
vided by Y2. Conversely, within a CD context, both observed
images are of interest and should be exploited. More precisely,
here, the joint forward observation model derived from (11) is
specifically written

Y1 = L1X1R1 + N1, (B.27a)
Y2 = (X1 + ∆X) + N2, (B.27b)

with the resulting objective function

Ju
dd

(X1,∆X) =
1
2

∥∥∥∥∥Λ− 1
2

2 (Y2 − (X1 + ∆X))
∥∥∥∥∥2

F

+
1
2

∥∥∥∥∥Λ− 1
2

1 (Y1 − L1X1R1)
∥∥∥∥∥2

F

+ λ
∥∥∥X1 − X̄1

∥∥∥2
F + γ ‖∆X‖2,1 .

Its minimization relies on the two steps detailed below.

Appendix B.8.1. Fusion: optimization w.r.t. X1

After defining the corrected image Ỹ(k)
2 by (B.3), updating

the the latent image X1 consists in minimizing

J
(f)
u
dd

(X1) , Ju
dd

(
X1,∆X(k)

)
=

∥∥∥∥∥Λ− 1
2

1 (Y1 − L1X1R1)
∥∥∥∥∥2

F

+

∥∥∥∥∥Λ− 1
2

2

(
Ỹ(k)

2 − X1

)∥∥∥∥∥2

F
+ λ

∥∥∥X1 − X̄1
∥∥∥2

F .

(B.28)

Minimizing (B.28) can be interpreted as a simultaneous spatial
super-resolution and spectral deblurring of the multiband image
Y1, with prior information brought by Ỹ(k)

2 . This minimization
is a much more challenging task than the fusion steps previ-
ously encountered for scenarios Sss or Sb

dd. Indeed, the simul-
taneous spatial and spectral degradations applied to X1 prevents
a closed-form solution to be efficiently computed. Thus, as for
scenario Ssδ, one resorts to the ADMM scheme by introducing
the splitting variable U ∈ Rmλ1×n = L1X1. The resulting scaled
augmented Lagrangian for the problem is expressed as

Lµ(X1,U,V) =

∥∥∥∥∥Λ− 1
2

1 (Y1 − UR1)
∥∥∥∥∥2

F
+∥∥∥∥∥Λ− 1

2
2

(
Ỹ(k)

2 − X1

)∥∥∥∥∥2

F
+

λ
∥∥∥X1 − X̄1

∥∥∥2
F +

µ

2
‖L1X1 − U + V‖2F .

(B.29)

By comparing the partial objective function (B.28) and its aug-1090

mented counterpart (B.29), it clearly appears that the splitting
strategy allows the spectral and spatial degradations to be de-
coupled. Thus, within the ADMM framework, minimizingLµ(X1,U,V)
w.r.t. U and X1 can be easily conducted. More precisely, op-
timizing w.r.t. U consists in conducting a super-resolution step1095

achieved as for scenario Ssd by resorting to the algorithm pro-
posed by [36]. Conversely, optimizing w.r.t. X1 consists in
solving a least-square problem whose closed-form solution can
be computed (akin to scenario Sds).

Appendix B.8.2. Correction: optimization w.r.t. ∆X1100

Again, as the forward model (B.27b) is the same as (B.1b)
of scenario Sss, optimizing w.r.t. ∆X can be conducted follow-
ing the procedure detailed in paragraph Appendix B.1.2 (i.e.,
denoising of the predicted change image).

Appendix B.9. Scenario Sdδ1105

Scenario Sdδ generalizes scenario Sb
dd with the specific case

of two observed images whose spatial sampling grids cannot
be superimposed, which precludes the use of a unique spatial
degradation matrix. The resulting joint observation model is

Y1 = L1X1R1 + N1. (B.30a)
Y2 = (X1 + ∆X) R2 + N2 (B.30b)

which leads to the following objective function

Jdδ (X1,∆X) =
1
2

∥∥∥∥∥Λ− 1
2

2 (Y2 − (X1 + ∆X) R2)
∥∥∥∥∥2

F

+
1
2

∥∥∥∥∥Λ− 1
2

1 (Y1 − L1X1R1)
∥∥∥∥∥2

F

+ λ
∥∥∥X1 − X̄1

∥∥∥2
F + γ ‖∆X‖2,1 .

The choice of assuming that the image acquired by the sensor
S2 does not suffers from spectral degradation is motivated by
an easier and more accurate estimation of the change image ∆X
by avoiding additional spectral deblurring steps. The two sub-
problems underlying the AM algorithm are detailed below.1110

Appendix B.9.1. Fusion: optimization w.r.t. X1

By defining the corrected image as for Scenario Ss∂, i.e.,

Ỹ(k)
2 = Y2 − ∆X(k)R2,

updating the latent image X1 consists in minimizing the partial
function

J
(f)
dδ (X1) , JSdδ

(
X1,∆X(k)

)
=

∥∥∥∥∥Λ− 1
2

1 (Y1 − L1X1R1)
∥∥∥∥∥2

F

+

∥∥∥∥∥Λ− 1
2

2

(
Ỹ(k)

2 − X1R2

)∥∥∥∥∥2

F
+ λ

∥∥∥X1 − X̄1
∥∥∥2

F .

(B.31)

Unfortunately, it is not possible to derive a closed-form solution
of the minimizer (B.31). As for Scenarios Su

dd and Ssδ, capi-
talizing on the convexity of the objective function, an ADMM

26



strategy is followed. By defining the splitting variable U ∈

Rmλ1×n = L1X1, the scaled augmented Lagrangian can be writ-
ten

Lµ(X1,U,V) =

∥∥∥∥∥Λ− 1
2

1 (Y1 − UR1)
∥∥∥∥∥2

F

+

∥∥∥∥∥Λ− 1
2

2

(
Ỹ(k)

2 − X1R2

)∥∥∥∥∥2

F
+ λ

∥∥∥X1 − X̄1
∥∥∥2

F

+
µ

2
‖L1X1 − U + V‖2F .

(B.32)

Iterative minimizations of (B.32) w.r.t. U and X1 can be con-
ducted efficiently. More precisely, optimizing w.r.t. U consists
in solving a set of super-resolution problems whose closed-
form solutions are given band-by-band by [36]. Regarding the1115

minimization w.r.t. X1, it consists in solving a `2-penalized
super-resolution problem, whose closed-form solution is given
by [30].

Appendix B.9.2. Correction: optimization w.r.t. ∆X
Since the observation model (B.30b) related to ∆X is the1120

same as the one of Scenario Ssδ (see (B.15b)), optimizing w.r.t.
∆X can be achieved thanks to ADMM, as described in para-
graph Appendix B.5.2 (spatial super-resolution of the predicted
change image).

Appendix B.10. Scenario Sδδ1125

This scenario generalizes all the previous scenarios with the
particular difficulties of non-superimposable spatial and spec-
tral sampling grids associated with the two observed images.
The joint forward observation model is given by (11), which
results in the objective function Jδδ in (9). Again, as for sce-1130

narios Sdδ and Sδd, the choice of the spatial and spectral degra-
dations applied to the change image ∆X should be motivated
by reaching the highest spatial and spectral resolutions of this
change image. The optimization sub-problems are finally dis-
cussed below.1135

Appendix B.10.1. Fusion: optimization w.r.t. X1

For this scenario, the corrected image Ỹ(k)
2 is given by (12),

leading to an updating rule w.r.t. X1 which consists in minimiz-
ing (14). This minimization cannot be conducted in a straight-
forward manner, since it requires to conduct a spectral deblur-
ring and a spatial super-resolution simultaneously. However,
the optimal solution can be reached by resorting to a ADMM
with two splitting variables U1 = L1X1 ∈ Rmλ1×n and U2 =

X1R2 ∈ Rnλ×m2 . The resulting scaled augmented Lagrangian
for the problem is expressed as

Lµ(X1,U1,U2,V1,V2) =

∥∥∥∥∥Λ− 1
2

1 (Y1 − U1R1)
∥∥∥∥∥2

F

+
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2

2

(
Ỹ(k)

2 − L2U2

)∥∥∥∥∥2

F
+ λ

∥∥∥X1 − X̄1
∥∥∥2

F

+
µ

2
‖L1X1 − U1 + V1‖

2
F +

µ

2
‖X1R2 − U2 + V2‖

2
F .

(B.33)

Closed-form expressions of the minimizers of (B.33) w.r.t. X1,
U1 and U2 can be derived as proposed by [30], [36] and follow-
ing a least-square formulation, respectively.

Appendix B.10.2. Correction: optimization w.r.t. ∆X1140

For this scenario, given the current state X(k)
1 of the latent

image, the predicted image that would be observed by the sen-
sor S2 at time t1 can be defined as in (15) leading to the pre-
dicted change image (16). Then, the correction step consists in
minimizing the objective function J (c)

δδ (∆X) in (18). It consists
in conducting a spectral deblurring and spatial super-resolution
jointly. This problem has no closed-form solution. Therefore,
the objective function is iteratively minimized using an ADMM
with two splitting variables W1 = L1∆X ∈ Rmλ1×n and W2 =

∆X ∈ Rnλ×n. The resulting scaled augmented Lagrangian for
the problem is expressed as

Lµ(∆X,W1,W2,V1,V2) =∥∥∥∥∥Λ− 1
2

2

(
∆Y̌(k)

2 −W1R2

)∥∥∥∥∥2

F
+ γ ‖W2‖2,1

+
µ

2
‖L1∆X −W1 + V1‖

2
F +

µ

2
‖∆X −W2 + V2‖

2
F .

(B.34)

Closed-form expression of the minimizers of (B.34) w.r.t. ∆X,
W1 and W2 can be derived, following a least-square formula-
tion, the computation proposed by [36] and a group soft-thresholding,
respectively.
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