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Abstract. During Big Data analytics, correcting all the problems of large, heter-
ogeneous and swift data, in a reasonable time, is a challenge and a costly process.
Therefore, organizations are confronted with performing analysis on massive
data, potentially of poor quality. This context is the starting point of our current
research: how to identify data quality issues and how to notify users without solv-
ing these quality issues in advance? To this end, we propose a quality model, as
the main component of an alert system, which allow to inform users about data
quality issues, during their analysis. This paper discusses about the conceptual
and implementation frameworks of the quality model, as well as examples of
usage.

Keywords: Quality Model, Data Quality, Big Data Analytics.

1 Introduction

Big Data analytics has undeniable vast importance as it has been absorbed into almost
all aspects of scientific or industrial activities. In today’s digital world an enormous
amount of data is collected, categorized, stored for further analysis, with increasing
speed. Decision-makers or knowledge-workers analyze data coming from different
sources in order to make a fast and fair analysis.

The tremendous volume of data changing with high speed, the consideration of Data
Quality (DQ) requires a higher amount of time and higher processing resources [1, 2].

Moreover, the context of Big Data induces always more diversity of data sources,
data types or data structures. This diversity increase the difficulty of correcting every
type of quality issue [1]. If handling traditional DQ problems is a challenge, then han-
dling them, facing with the Big Data analytics context, is even more challenging. On
the other hand, doing analysis on faulty, poor and untrustworthy data can have consid-
erable and negative consequences for companies. According to [3], quality problems
cost to US businesses around 600 billion dollars annually. Thus, performing analysis
using rough data and obtaining a reliable result is a real issue in the context of Big Data.

This paper considers analysis in a Big Data context, without using any correction
processes, beforehand. Indeed, producing Value from analysis results, using a minimum
of resources for solving quality problems, is our main motivation. This work can be



viewed as a continuation of the impact study of the classical 5V’s over the Big Data
Value [2]. To this end, our main research questions refer to the three following chal-
lenges:

e How is it possible to identify DQ problems during the analysis?

e How the user can know the quality of the data he/she is analyzing?

e Can the user obtain a good analysis result without solving all the quality problems
on the data beforehand?

The first solution to face our problematic is to alert about poor quality when an analysis
is being done. An alert system is suggested to notify users about the quality problems
along their analysis. The system gives the possibility to refer to DQ problems (or part
of them) described in [4] during the analysis process only if the problems are relevant
for the ongoing analysis . The notion of alerting about the quality problems can make
the process of Big Data analysis more accurate as the analysis is being done without
data correction and the result can be biased. Moreover, it will prevent companies from
spending resources on solving all the quality problems before the analysis.

The aim of this paper is to describe the main components of the alert system, in
particular the quality model. We provide the characteristics of this model thanks to a
conceptual schema and an implementation of it, illustrated with examples. Referring to
the Big Data context, the model is designed considering quality characteristics and data
source diversity. Thanks to the quality model, the alert system can offer to the user the
opportunity to ask quality questions over the data sources he/she wants to analyze.

The rest of the paper is organized as follows: Section 2 describes the related work of
the DQ field, both in a general approach and in the context of Big Data, problems and
our suggestions. Section 3 presents our main contribution i.e. the quality model, to be
used in our future alert system. This model is defined by a conceptual model and a
physical representation of it. The rules of transformation between the conceptual com-
ponents and the implementation are also given. The implementation is realized in a
graph database, in particular using Neo4j' database. The last section concludes our pa-
per and gives several perspectives of work.

2 Related work

DQ itself'is considered as a measurable notion describing the level of a set of qualitative
and quantitative dimensions and metrics describing it. DQ dimensions are widely and
differently discussed and described in the literature [1, 5—13]. Most of the articles iden-
tifies various DQ dimensions like consistency, accuracy, timeliness, completeness, etc.
There are more than 170 dimensions specified for the last 20 years. Some concepts are
very close to each other. In the Big Data analytics context, the majority of identified
quality dimensions coincide with the traditional DQ dimensions in database field.

In the context if DQ, metrics are classically required for each dimension. A quality
metric is a standard of measurement to compute the dimension. A wide used method
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for choosing appropriate metrics has been suggested in [14], called the Goal-Question-
Metric approach. The idea of this approach allows a user to ask a Question, over his
data and related to his own quality goal, the answer of which provides the correspond-
ing metric. This approach is used in the quality meta-model of the ESPRIT project [15]
and quality assessment meta-model of the QUADRIS project [7].

In the Big Data context, the majority of possible data quality dimensions coincide
with the traditional DQ dimensions. such as consistency [1, 8, 9, 16—18], uniqueness
[6, 8, 10, 18], accuracy [1, 8, 16-19], completeness [1, 16—19], timeliness [3, 5, 6, 11—
13]. Still, literature provide discussions of Big Data quality dimensions and metrics [1,
3, 16-21]. When dealing with different information sources, complementary values re-
lated to a same entity (for instance, the name of a person is present in one source, and
the surname in another one) should also be considered. Thus, considering uniqueness,
not only purging duplicate values but also merging complementary values is essential
[8]. Also, synchronization is important to obtain a consistent data [1]. Interpretability
[6,9, 12, 18] delivers the notion of extracting a good Value from Big Data. Data trust-
worthiness is one of the major attributes of data Veracity, which is one of the 7 V’s of
Big Data related to quality [2]. It is defined by a number of factors including data origin,
collection and processing methods, including trusted infrastructure and facility [22].
Reputation and credibility of data source is considered a highly regarded level of trust-
able data [1, 9, 16, 18, 19].

The general notion of quality in Big Data has also been widely used in the literature.
In the context of Big Data, quality is not limited to data: quality dimensions are dis-
cussed also for system quality [23, 24] or quality for analysis platform [25]. Moreover
quality models for Big Data initiatives are presented in the literature to handle quality
issues and deal with the quality evaluation, assessment, and management. A discovery
model of quality constraints for lake data has been suggested in [26] and a quality-in-
use models (3As and 3Cs) have been suggested in [19, 20]. The latest papers describe
quality assessment in big data projects based on ISO/IEC standards. However, it con-
siders the quality-in-use approach which assess the quality of data for Big Data projects
providing the appropriate data quality for Big Data analysis. Nevertheless, [16] gives a
good literature review about the notion of quality in Big Data context. However, these
works consider data preprocessing as quality provider where the analysis are done on
already processed data. In other words, in the literature, analyzing data quality only
implies on pre-processing of Big Data analytics [16]. Also, the quality models reflected
in the literature mainly consider data quality on a single source. Another flaw is that
literature does not take into account user preferences sufficiently.

We propose a more complete model (compared to the literature), which is applicable
on multiple data sources of even different types. In addition, we believe there are or-
ganizations that cannot afford (in terms of time and resources) [3] data quality correc-
tions before the analysis process and consider all of the existing quality problems in
their data. These problems are described by the level of quality dimensions e.g. how
consistent data is. Thus, we ambition to alert about data quality problems during the
analysis stage without any preprocessing. Moreover, the alert system takes into account
user preferences. It should directly give an opportunity to a user interact with it and the
quality model via an interface.



3 The Quality Model

In the following figure (Fig. 1), we present a roadmap of the alert system describing the
interactions of the alert system with the users and the Big Data sources. The user can
either directly query the data through the alert system or interact with the quality model
through a user interface to choose the quality questions. This section is dedicated to the
description of the quality model.

3.1 Conceptual model

The quality model of our alert system represents the quality assessment of a data source
in the context of Big Data Analytics. It is based on quality dimensions and metrics
described in Section 2. The user is able to use this model through quality questions
related to the analysis he/she performs. The main concepts of the quality model and the
interactions between them are illustrated in Fig. 2. The assessment of a metric on a data
source and/or attribute is done thanks to a predefined measurement method. A central
concept of this model is the consideration of “Quality Question”. This concept is seen
as a “negotiator” between the user and the quality assessment of the model.
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Fig. 1. The roadmap of the alert system. Fig. 2. Main entities of quality model.

The conceptual model is represented in Fig. 3. In order to be independent of any
implementation considerations, we model our solution with a class diagram. The de-
scription of each class is detailed below:

Quality question: This class expresses the user requirements about the quality as-
sessment. The user chooses the dimensions and/or the metrics he wants to be alerted
about from a predefined list (this list can be extended later due to the Neo4J function-
alities such as adding nodes and relationships easily), according to his/her analysis. This
class refers to data sources and attributes. If the user is unable to express particular
dimensions or metrics, the model considers all the dimensions and metrics by default.
The latest option is not preferable if the user is sophisticated enough in the quality do-
main.

Data source and Attribute: These two classes describe the Big Data substance on
which the user performs analysis. The user can perform an analysis on one or several
attributes in order to have a specific quality assessment or consider a global analysis by



analyzing the whole data source. Here, different types of data sources and attribute
formats are supported by the model. Our quality model should be able to operate on the
data sources regardless of their type, meaning all types of data sources need to be sup-
ported by the model.

Source set: When querying multiple data sources and/or attributes, the user queries
a set of them. Here, data structure should be considered. In a single source set the data
structure need to be uniform.

User: This class indicates who performs the analysis and who, if able, chooses qual-
ity questions on data source, attribute, and/or source set. This class is essential as it
defines user rights in terms of “role”. In other words, this class can personalize the data
quality information, of a same data sources, to different users. The “role” property con-
siders two types of users: 1) a user not sophisticated enough in the domain of quality
(for instance, a decision-maker or analyst): this user does not choose quality questions
but the system chooses instead by default, 2) a user sophisticated enough to choose
quality questions, and set quality limit as a threshold.

Quality dimension: This class considers the dimensions listed in Section 3. The di-
mension is considered as a view of quality assessment for the user. When checking the
quality, the user is able to select one or several quality dimensions in his Quality ques-
tion. The relationships between dimensions (such as improving completeness can have
negative impact on uniqueness.) should also be reflected by the model, for suggesting
quality improvements by the system. It has been already noted, that discovering and
analyzing relationships of quality dimensions plays a significant role when rationing an
analysis process [27], and even a dependency discovery model has been suggested in
[28]. Particularly, negative (inverse) relationships are important to be considered in our
model. These relationships will help user to make a decision about the improvement of
a particular dimension as he/she will also be informed about possible deviations on
other dimensions in case of modification. The direct relationships should not be con-
sidered as there is nothing to alert about. It is even better that one more dimension is
going to be improved in case of the improvement of the detected dimension.

Quality metric: This class refines the Quality question and is a way of quality com-
putation addressing the Quality Dimension. For instance, “NullValues” is a metric of
the dimension “completeness” [6]. In case where this metric is specified in the Quality
question, the model should check the level of “null values”, over the data, to alert about
completeness. If no metric is specified in the Quality question (only dimensions are
expressed), the model considers all the metrics of that dimensions.

Measurement method: This class defines a quality formula which measures the prob-
lem of quality for a specific metric. The measurement method represents the imple-
mentation of the metric computation (a formula, an algorithm) on data source, attribute,
or source set. In the literature there are several algorithms already developed for quality
dimension evaluation such as [17], which can be a base for this class to compute the
level of a quality metric. For instance, to compute the dimension of “completeness”,
the model needs to compute the metric “Number of NullValues” using the “Check-
NULL” function. Thus, the formula “[(1-Number of not null values)/total number of
values]” is calculated to alert about the “completeness” dimension. The complete set of



measurement methods (such as CheckNULL, CheckRule, CheckReferential, Aggrega-
tion, LookUp, Count, Ratio, Max, Min, etc. [7] need to be implemented.

Quality Limit: This class considers a limit value as a threshold for which the system
alerts the user. This value is specific for each measurement method and can be entered
by the user. Of course, this value must depend of the measurement domain. For in-
stance, if the domain of values for the measurement “null values” is between [0,1] (0-
worst case, 1-best case), the user could specify a value of 0.9, and the system alerts only
if the result is out of this limit. If the user does not select a limit, the model considers
the limit as the lowest value of the domain for the concerned quality problem.

3.2  Quality model example

We illustrate the quality model of the previous section, considering the classical exam-
ple of Sales, when a user wants to analyze product sales. Let us consider the object
diagram of Fig. 4. Without going deep into the analysis process, we consider the sce-
nario when the user is sophisticated enough to handle the quality model by choosing
particular quality questions. In the suggested example, a knowledge-worker Arsen
(Ul:User) analyzing sales of a product. The data are stored in a local server viaa HDFS
(Hadoop Distributed File System). He performs the analysis on the attribute “prod-
uctSale” (Al:Attribute). Arsen prefers to check over the completeness and consistency
dimensions to be sure that the attribute he is analyzing has no quality problem. Besides,
Arsen understands that if there will be duplicates on the data, this number may be ex-
aggerated. That is why he also decides to check over the uniqueness of the attribute
“productID” (A2:Attribute). Thus, during his analysis, Arsen chooses the quality ques-
tions (Q1) and (Q2). Please note, in the object diagram, everything concerning the com-
pleteness part is colored pink, consistency — yellow, and uniqueness - green:

— (Q1) considers the completeness and consistency dimensions. Because Arsen didn’t
specified metrics for these dimensions, the model considers all the metrics for each
of these dimensions (of course the full list of dimensions and metrics is stored in the
model, beforehand). Thus, the corresponding metrics for completeness are (Coml),
(Com2), and for consistency (Conl). For each quality metric two measurement
methods are predefined. The method (MCom1) only counts the number of null val-
ues and returns it as a result, whereas the other method (MCom?2) checks the number
of “null values” and computes a ratio by giving the proportion of “not null values”.
Thus, when alerting the alert system presents both results to Arsen. Then, he knows
that there are 500 null values in the attribute “productSale” and the proportion of
“not null values” is 0.5. Now, let us discuss (Com?2). In this case the metric considers
the whole data source and not a specific attribute. Arsen selects quality limit [0.75;1].
This means that Arsen does not mind to analyze the sales even if the amount of data
is 75% of the needed data amount (e.g. usually X amount of data is needed but this
time 0.75*X is enough). That is why, the system will not alert, though the measure-
ment method (MCom?3) returns a result of 0.82.



inalysis

2" _Name

0.1
relationships

]

I

1
Quality Limit
-ValugRange

Fig. 3. Conceptual model of the quality model.

— (Q2) Arsen mentions that only the duplicates need to be checked. This prevents the
model to check over other quality metrics of the dimension “uniqueness” that are not
specified. And thus the system will only alert about the number of duplicate values.
Also, when suggesting an improvement of completeness, the system will consider
the negative relationship (see Section 4.1) between the completeness and uniqueness
and will notify the user about it. This alert message should also contain an infor-
mation about the level by which the uniqueness will suffer if the completeness is
improved.

3.3  Physical representation of the quality model

We intend to implement the quality model through a NoSQL database. Due to the fact
that different concepts of the model are interrelated, we choose a graph database. For
example, a same metric may be shared by several measurement methods and may be
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applied on several data sources. Thus, these concepts can easily be queried using a
graph query language.

Various definitions of a graph exist in the literature. By combining the common def-
inition of a graph presented in [29] and the basics of Neo4J the graph can be defined as
follows: the graph G is an ordered pair of (N(G), E(G)) consisting of a nonempty set
N(G) of nodes and a set E(G) of edges, which represents the relationship between an
unordered pair of (not necessary distinct) nodes of G. Thus a graph database considers
as equally important the relationships as the data itself.

The delightful part of the graph database is also the possibility to extend the existing
model, by adding new nodes (e.g. set of quality questions) and/or relationships contin-
uously, without changing the complexity of the queries. While classical relational da-
tabases compute relationships at query time through expensive JOIN operations, a
graph database stores connections alongside the data in the model. This is a good way
for our quality model to be enhanced and supplemented over the time. There will be a
possibility to add new dimensions, metrics, relationships and data source types thanks
to our model. Also, retrieving nodes and relationships in a graph database is an efficient,
constant-time operation, which traverse numerous of connections per second per core.

We use Neo4J community version (see Fig. 5) as the graph database for our model,
using the query language - Cypher. The main concepts of Neo4J are labels, nodes, prop-
erties and relationships. In order to implement our conceptual model, translation rules
are required. Methods for translating conceptual schema of data model exist in the lit-
erature [30, 31]. The translation of our class diagram in Neo4J is done by considering
the mapping from [31]. From the global point of view, the classes of class diagram are



“label” node in Neo4J, the attributes are “properties”, and the associations are “rela-
tionships”.

Considering the translation the data is imported into Neo4J database. An extract of
the database may be seen in Figure 5. This schema presents the labels of the quality
model (not the values). All the labels from Figure 5 can be linked with the classes of
Figure 3. We present a similar case to the example from Section 4.1 as a graph (see
Figure 6). In this case a user Arsen decides to check only over completeness and con-
sistency dimensions of a data source without mentioning any metric in the quality ques-
tion. This time Arsen wants, to be sure that the data source has no problem with these
two quality dimensions as they are the most commonly discussed quality dimensions

in the literature.
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Fig. 5. The quality model implemented into a database schema in Neo4J

The Fig. 6 shows the result of the following Cypher query in Neo4J:

MATCH (n:QualityQuestion)<-[:CHOOSES]-(u:User)-[:ANALYZES]-
>(d:DataSource)WHERE n.description=~'Check over Dim. Complete-
ness.*' OR n.description=~'Check over Dim. Cosistency.*'OPTIONAL
MATCH (n)-[:DESCRIBED BY]->(g:QualityDimension)-[:CONSISTS OF]-
>(m:QualityMetric)OPTIONAL MATCH (m)-[:IS_MEASURED]-

> (mm:MeasurementMethod)RETURN n, u, d,q,m,mm

Because there is no information about the metrics in quality question, all the metrics
of the chosen dimensions are considered. Thus, as completeness has three metrics and
consistency has one metric, the model considers four quality questions for each metric
(despite Arsen chooses only one quality question, the model needs to consider all of the
possible quality questions containing the metrics). For each metric the appropriate
measurement methods are identified. At the top of the Fig. 6, all the nodes “label” can
be seen (at the bottom, the properties of the selected node are visualized).
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4 Conclusion

In order to avoid solving all quality problems in the context of Big Data analytics, this
paper suggests alerting about quality issues when analyzing data directly (without any
data quality preprocessing). Thus, an alert system can be considered as a good candi-
date. To this end, we propose a quality model as the main part of this system. The model
allows users to control the quality of their data during the analysis process and be in-
formed about the problems on it. Thanks to the quality metrics and their measured val-
ues, the system can be able to alert about poor data quality, according to user require-
ments. This solution relieves the load of data correction before the analysis and consider
them during the analysis. Then, it is up to a user to decide whether the problems need
to be improved or not. A Neo4J implementation of quality model is presented with a
query example.

The future work includes the definition of new quality dimensions dedicated to the
data analysis step [32]. In particular, these dimensions should be able to alert a user
about a trustful/untruthful analysis. The integration of relationships between the quality
dimensions should enhance the capabilities of it. The system should also alert about the
quality of analysis based on the alerted data quality by considering the relationships
between the dimensions (data quality dimensions and analysis quality dimensions).
Then, the next step will be to design and implement the complete alert system. A long
term perspective is also to support and solve automatically the quality problems that
are detected (under the supervision of the user, of course).
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