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N E U R O S C I E N C E

An elaborate sweep-stick code in rat barrel cortex
Evan R. Harrell*†, Matías A. Goldin, Brice Bathellier*, Daniel E. Shulz†

In rat barrel cortex, feature encoding schemes uncovered during broadband whisker stimulation are hard to recon-
cile with the simple stick-slip code observed during natural tactile behaviors, and this has hindered the develop-
ment of a generalized computational framework. By designing broadband artificial stimuli to sample the inputs 
encoded under natural conditions, we resolve this disparity while markedly increasing the percentage of deep layer 
neurons found to encode whisker movements, as well as the diversity of these encoded features. Deep layer neu-
rons encode two main types of events, sticks and sweeps, corresponding to high angular velocity bumps and large 
angular displacements with high velocity, respectively. Neurons can exclusively encode sticks or sweeps, or they 
can encode both, with or without direction selectivity. Beyond unifying coding theories from naturalistic and artifi-
cial stimulation studies, these findings delineate a simple and generalizable set of whisker movement features that 
can support a range of perceptual processes.

INTRODUCTION
Current theories of cortical sensory coding are mostly rooted in the 
concepts that were established by Hubel and Wiesel (1) in the primary 
visual cortex, where single neurons were found to be selectively 
activated by specific stimuli such as oriented bars of light. Following 
these discoveries, understanding the feature lexicon and how it can 
be used to build elaborate internal representations has been one of 
the main aims of sensory neuroscience. This conceptual framework 
has been central in the whisker/barrel system, where early phys-
iological studies in anesthetized rodents examined what whisker 
movement features were encoded by artificially varying one stimulus 
parameter at a time. Velocity (2), displacement amplitude (3), direc-
tion (4), deflection duration (3), whisker identity (5), and vibration 
frequency (6) were just some of the parameters found to be encoded 
by barrel cortex neurons. This level of feature diversity was in line 
with what had been found in the visual system and delineated a rich 
coding basis for building elaborate tactile representations.

More recently, improved stimulus control (7, 8) across the entire 
mystacial pad enabled reverse correlation techniques that were de-
veloped in the visual and auditory fields (9, 10) to be adapted to the 
whisker system. These approaches are geared toward anesthetized 
rodents, and rather than exploring the stimulus space one input 
parameter at a time, they are based on broadband stimulation of the 
whiskers and analysis of the spike-eliciting stimulus features in small 
prespike temporal windows. In barrel cortex, these techniques have 
identified a low-dimensional coding space containing linear combi-
nations of only two basic stimulus features (11–13). These fundamental 
features were extracted by applying dimensionality reduction methods 
to the spike-triggering features observed across large populations of 
single neurons recorded in granular and infragranular layers of barrel 
cortex (12, 13). Despite the power of this approach, the derived fea-
tures are oscillatory whisker movements that are difficult to relate to 
simple kinematic or mechanical parameters (i.e., direction, velocity, 
and curvature encoding), and the low dimensionality is at odds with 

the rich coding diversity observed when varying one stimulus param-
eter at a time.

Along with the conflicting results from different artificial stimula-
tion approaches, a major obstacle in establishing a universal com-
putational framework in the whisker system has been the difficulty 
in reconciling coding schemes observed under artificial conditions 
with those found in behaving animals. Under naturalistic conditions, 
high-speed videography and precise whisker tracking (14–16) have 
identified whisker curvature (17, 18), angular velocity (18, 19), and 
angular acceleration (20) as the whisker movement parameters most 
correlated with neural activity. High-velocity, high-acceleration 
events called stick-slips (21) have received notable attention because 
of their correlation with barrel cortex activity in rodents trained to whisk 
into surface textures (19) and discriminate them based on rough-
ness (22). During other perceptual processes such as whisker-based 
object localization, barrel cortex neurons encode multifaceted fea-
tures such as the phase of the whisking cycle in which object contact 
occurs, independent of the amplitude and set point of the ongoing 
whisker search behavior (23, 24). This suggests that barrel cortex 
cells can integrate inputs related not only to whisker-object contact 
forces but also to the state variables governing ongoing behavior 
(whisking set point, amplitude, and frequency). Subsequent “active 
sensing” studies examining natural whisker search (25) or electrically 
induced whisking (26) have found information about these state 
variables in various forms along the somatosensory neuraxis from 
the mechanoreceptors to the primary somatosensory and motor 
cortical areas (23, 25–27). Whether phase selectivity can be ex-
plained by a classical feed-forward feature-based coding framework 
remains unclear, but the presence of phase tuning in whisker follicle 
mechanoreceptors suggests that it can (26). While these naturalistic 
studies have obvious advantages, they are usually limited to one or 
a few highly stereotyped conditions, and natural behaviors can vary 
greatly in different sensory environments (28). These variations can 
make it difficult to generalize coding schemes outside of the limited 
conditions that are examined, and clarification of their implications 
is often necessary in precisely designed artificial contexts (29).

There is an immediate need for a unified model in the whisker 
system to tie together this constellation of schemes and form a 
general theory of whisker-based sensory processing that can help to 
carve out universal sensory coding principles. Such a model should 
draw on coding schemes uncovered by artificial stimulation approaches 
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and natural behaviors requiring active or passive sensation and, at 
the same time, be able to explain a range of whisker-based percep-
tual processes from object localization to texture discrimination. To 
move in this direction, we begin by showing that the oscillatory 
features found in reverse correlation studies of barrel cortex (11–13) 
are compatible with a simple stick-slip model (based on naturalistic 
studies) in which neurons act as detectors of isolated high-velocity 
events. To investigate the diversity of stick-slip feature encoding, we 
designed two different stimulation conditions, one that has a flat 
power spectrum in the velocity domain and one that is spectrally 
flat in the acceleration domain. We find that these input spaces 
more than double the number of cells that show a preference for 
particular whisker motion features compared to what was found in 
prior studies with a stimulus that was spectrally flattened in the an-
gular position domain (POSW). Beyond increasing the number of 
functionally selective granular and infragranular barrel cortex neu-
rons, we disambiguate two major feature classes, sticks and sweeps. 
Sticks correspond to contact onsets and are the high-velocity, high- 
acceleration events that have been studied under natural conditions 
(19). Sweeps are a new functional class that is composed of high- 
velocity events that induce large angular displacements (>3°). These 
functional regimes mix in single deep-layer barrel cortex cells, 
where neurons can express one type of encoding or both, with or 
without direction selectivity. This functional integration in deep 
layers of barrel cortex is in line with what has been found in pri-
mary visual cortex, where parallel information streams that are segre-
gated at the periphery come together in single deep-layer cortical 
neurons (30). These results establish a unified computational frame-
work drawing on many different experimental approaches and 
delineate the two dominant feature classes encoded in deep layers 
of barrel cortex.

RESULTS
A simple stick-slip model produces the same feature spaces 
as reverse correlation techniques
One of the ways that feature encoding has been studied in the whisker 
system is using reverse correlation techniques (Fig. 1A, top). In 
general, the procedure for this approach is to (i) design a broadband 
stimulus that samples a large number of stimulus configurations, 
(ii) record the spiking activity of a neuron during presentation of 
this stimulus, and (iii) tabulate the spike-eliciting stimulus events to 
extract the features that are encoded using methods such as spike- 
triggered averaging (STA) or spike-triggered covariance (STC) 
(Fig. 1A, top). All studies using this approach in the barrel cortex 
have selected a stimulus that is POSW (11–13). These studies used 
the STA/STC methodology to show that the features encoded in bar-
rel cortex are oscillatory whisker movements (see the two examples 
in Fig. 1A, right) (11–13), while studies under natural conditions 
suggest that barrel cortex neurons detect simple high angular veloc-
ity and acceleration events (19, 31). To test whether the oscillatory 
features that are obtained from reverse correlation approaches are in 
line with the results from naturalistic studies, we developed a sim-
ple stick-slip model. Our model hypothesizes that single barrel 
cortex neurons respond to isolated high-velocity or high-acceleration 
whisker movements at low latencies with some jitter (fig. S1A). The 
time window in which high-velocity, high-acceleration movements 
can affect firing is modeled as a skewed Gaussian (latency , jitter , 
and skewness ), and the respective contributions of absolute veloc-

ity and acceleration are weighted by the  parameter (Fig. 1A, bottom, 
and fig. S1A).

To determine biologically plausible parameter ranges for our 
model, we used data from a previous study (12) that extracellularly 
recorded spiking activity from a large population of granular and 
infragranular barrel cortex neurons during multiwhisker POSW 
stimulation in anesthetized rats. We explored a large range of values 
for each parameter (, , , and  were varied systematically; see 
fig. S1C and Materials and Methods) and found the stick-slip model 
(combination of four parameters) that yielded the filter/filters most 
similar to the real filter/filters for each recorded cell (error and pa-
rameter distributions in Fig. 1B; red histograms, n = 560 cells). The 
error for each model filter set was computed by directly projecting 
the model filters into the space defined by the real filters. If this 
projection is close to 1, then the error is close to 0, and the filters are 
the same shape (fig. S1C). With the resulting biologically plausible 
parameter distributions, we simulated a population of 500 model 
cells respecting the parameter covariances observed with our opti-
mization routine (Fig. 1B, blue histograms, and fig. S1B). If we com-
pare the features that come from the real cells with those that come 
from the simulations (real cells and simulation; Fig. 1, C and D, 
respectively), then the resulting feature spaces are nearly identical. 
Principal components analysis of both feature spaces uncovers two 
dimensions that explain almost all the variance in the feature shapes. 
The two dominant principal components are oscillatory, and pro-
jecting the real feature principal components into the space defined 
by the simulations shows a high correspondence (red features 
in Fig. 1D are close to the unit circle). This shows that a popula-
tion of simple stick-slip detectors, as defined by our model, is ca-
pable of generating the oscillatory feature spaces found in reverse 
correlation studies from infragranular and granular barrel cortex 
neurons.

Spectral equalization in the velocity domain improves 
sampling of stick-slip–like features
As studies under both naturalistic (19) and artificial broadband 
stimulation conditions (Fig. 1) suggest that barrel cortex neurons 
are mainly sensitive to isolated high angular velocity events, we next 
considered whether the POSW stimulus typically used for reverse 
correlation studies efficiently samples the input spaces preferred by 
barrel cortex neurons. An incomplete or inadequate set of input 
configurations could (i) preclude the identification of some of the 
features to which the neurons are tuned or (ii) mask key differences 
between encoded velocity features (make all neurons look like they 
encode the same feature). Looking at how high angular velocity 
events occur in a stimulus that is constrained to be POSW, it is clear 
that both of these concerns are warranted (Fig. 2A). First, the power 
spectrum of a POSW stimulus lacks low-frequency content in the 
velocity domain (Fig. 2A, bottom left inset) because, according to 
mathematical definitions, the first derivative of a signal with a flat 
power spectrum cannot also have a flat spectrum. To illustrate, if 
just the highest angular velocity whisker movements are selected 
(Fig. 2A, center and right), the high frequencies are prominent in 
the resulting short stimulus windows (Fig. 2A, right insets). The 
average high angular velocity events that occur under POSW condi-
tions and their temporal correlations (Fig. 2A, right) suggest that 
these events are of limited variability and not well isolated from 
other high angular velocity movements (Fig.  2A, bottom right, 
many adjacent peaks). This implies that if neuronal spiking has 
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Fig. 1. A simple stick-slip model produces the same feature spaces as reverse correlation techniques. (A) Top: A schematic describing the reverse correlation exper-
imental approach. The 24 caudal whiskers were threaded into piezo-electric benders (only two are shown) that control whisker movements along the rostral-caudal (R-C) 
axis. All whiskers receive an identical Gaussian white noise stimulus (POSW). Silicon probes were used to record the activity of a large population of deep-layer barrel 
cortex neurons. Reverse correlation analysis was carried out on the spike trains (STC; see Materials and Methods), which gives the filters, or features, for each recorded cell 
(right; two example cells). Bottom: A schematic of the linear-nonlinear Poisson (LNP) [nonlinear function (NLF)] stick-slip model (see Materials and Methods). Reverse 
correlation analysis is applied to the model output for 28,798 different combinations of model parameters, and the model filters most like the real filters from each cell, 
are identified (see fig. S1C and Materials and Methods). (B) The parameter distributions of the best fitting model filters for a large population (n = 560 neurons) of barrel 
cortex neurons from a prior study (12) (red). These parameter distributions along with their covariances were then used to simulate a population of 500 model neurons 
(blue). (C) Principal components (PC) analysis on all real filters. Each neuron gives a maximum of two significant filters. Every dot on the scatter plot corresponds to a 
single linear filter projected into the 2D feature space spanned by the top two principal components. (D) The same as (C) but for the simulated population [parameter 
values given in (B)]. The top two principal components from (C) (red) fall near the unit circle defined by the top two principal components from the simulated population, 
indicating a close resemblance.
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some temporal imprecision, as expected at the level of the cortex, 
then it will not be possible to ascertain which high-velocity event 
triggered the spike.

One solution to this problem is to generate a stimulus that has a 
flat power spectrum in the angular velocity domain (VELW) (Fig. 2B). 
This involves adding low-frequency content in the angular position 
domain. (Fig. 2B, left insets, and fig. S2), which increases baseline 
drift and more closely resembles natural whisker movements under 
certain conditions (19). The main advantage of this VELW stimulus 

condition is that the high angular velocity events are well isolated from 
other high angular velocity events (Fig. 2B, bottom right, single peak 
with minimal side bands). This does come at a cost in the angular 
position domain, where high angular velocity events are now asso-
ciated with long-range correlations in angular position (Fig. 2B, top 
right). This seems preferable to the short-range correlations in high 
angular velocity events present under the POSW condition if we con-
sider that both naturalistic and artificial stimulation approaches in-
dicate that the encoded features are in the velocity domain. Because 
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some studies pointed toward angular acceleration as an important 
domain (20), we also designed a stimulus that has a flat power spec-
trum in the angular acceleration domain (ACCW), but this stimula-
tion condition requires strong adjustments to keep the baseline 
drift within the operating range of our piezoelectric devices. These 
improved stimulus conditions should more efficiently sample the 
input spaces that are likely to be preferred by barrel cortex neurons.

Spectral equalization in the velocity or acceleration domain 
boosts detection of tactile feature encoding cells
To test the spectrally flattened velocity and acceleration stimuli, we 
performed extracellular recordings (244 well-isolated single units; 
Fig. 3A) with multielectrode silicon probes placed in granular and 
infragranular layers of barrel cortex (inserted to ~1400- to 1500-m 
depth spanning 340 m with four shanks or 1700-m depth span-
ning 1.5 mm with a single shank) during multiwhisker stimulation. 
During the recordings, light isoflurane anesthesia was administered 
and carefully monitored (see Materials and Methods) to maintain 
functional responses in the cortex as has been described in prior 
studies (12). Identical stimuli (POSW, VELW, or ACCW) were pre-
sented to all 24 caudal macrovibrissae simultaneously (11–13).

Spikes were recorded from large populations of single units and 
sorted into well-isolated clusters using the Klusta suite (see Materials 
and Methods). After spike sorting, significant STA and STC filters 
were extracted for each unit under all three stimulation conditions 
(Fig. 3B, example cell). These significant filters represent the sub-
space of the stimulus distribution that is associated with the spiking 
activity of each cell. In line with prior barrel cortex studies (11–13), 
the STC filters recovered under the POSW stimulation condition 
had an oscillatory character (Fig. 3B, multiple lobes around rest 
position). In contrast, the significant STC filters from the VELW 
stimulation condition, now defined in the velocity domain, are simpler. 
They are either reduced to a single bump, indicating sensitivity to 
high velocity (fig. S4), or to a single oscillation, suggesting sensitivity 
to acceleration or position depending on the characteristic frequency 
of the oscillation (Fig. 3B and fig. S4B). For the ACCW stimulation 
condition, the first STC filter, shown in the acceleration domain, is 
a single oscillation indicating a sensitivity to high velocity, and the 
second STC filter is a uniphasic bump with small side bands, which 
implies sensitivity to acceleration (Fig. 3B and fig. S4C).

Looking at total filter yields and general spiking activity across 
the population, there are marked differences between the three 
stimulus conditions. As expected, the VELW and ACCW stimuli un-
cover much larger numbers of significant filters [79, 232, and 202 
significant STC filters for POSW, VELW, and ACCW, respectively 
(Fig. 3C), and 56, 120, and 86 significant STA filters for POSW, 
VELW, and ACCW, respectively (fig. S4, D to F)] and many more 
functionally responsive neurons (43, 112, and 108 neurons for POSW, 
VELW, and ACCW, respectively; Fig. 3D) and elicit slightly but sig-
nificantly higher firing rates (Fig. 3E) than the POSW stimulus. In 
terms of spiking reliability, the trial-by-trial cross-correlations for 
repeated white noise stimulations are also much higher for the VELW 
and ACCW stimulation conditions than for the POSW stimulation 
condition at the single neuron and population levels (Fig. 3F and fig. 
S3B). This suggests that the VELW and ACCW stimulation conditions 
more reliably activate the feature detectors that exist in barrel cortex.

To examine the structure of the STC filters coming from the en-
tire population of neurons, we used principal components analysis 
(Fig. 3, G to I). For the POSW condition (Fig. 3G), we observed the 

same multiphasic feature space as past studies (12, 13), with two 
dominant dimensions (representing the basic features) that explain 
a similar amount of variance (Fig. 3G, see eigenvalue spectrum, more 
than 90%). When projected into this two-dimensional space, most 
of the individual features have similar weights (they lie near the unit 
circle) and are uniformly spread with no observable pattern. In con-
trast, for the VELW condition (Fig. 3H), the two dominant principal 
component dimensions explain very different amounts of variance 
(but still more than 80% of the variance between the two of them), 
and the nonuniform distribution of individual features in the space 
contains clusters and hotspots that could represent functional classes. 
For the ACCW condition (Fig. 3I), the results are more similar to the 
POSW condition with two dominant dimensions that have similar 
levels of explained variance.

Spectral equalization in the velocity domain unmasks 
feature selectivity
STC filters capture the subspace of a stimulus distribution in which 
a neuron is most responsive, but it is necessary to look where a cell’s 
individual spike-eliciting events fall within these filter dimensions 
to assess the selectivity of feature encoding. Under all three stimulus 
conditions, the feature spaces are well described in the two dimensions 
defined by the top two principal components of the population 
principal components analysis. Therefore, we used these principal 
component dimensions as common feature spaces and examined 
every cell’s spiking-eliciting stimulus events in these common spaces. 
This analysis reveals some cells with elevated firing rates in specific 
subregions (or a specific subregion) of the common feature spaces 
for all three stimulus conditions. For VELW and ACCW, example 
cell 1 (Fig. 4A, cell 1) has elevated firing behavior that is oriented 
along the most uniphasic parts of the feature spaces, which corre-
sponds to high-velocity movements for VELW conditions and high- 
acceleration movements under ACCW conditions (fig. S4, B and C). 
The symmetry of example cell 1 in the VELW feature space indicates 
that it has elevated firing for high angular velocity movements in 
either direction (caudal or rostral), whereas in the ACCW feature 
space, it is more tuned to caudal acceleration. For the POSW condi-
tion, example cell 1 has slightly elevated firing rates for most of the 
perimeter of the space with one hotspot. The oscillatory feature asso-
ciated with this hotspot is hard to interpret in terms of directional 
velocity and acceleration features. There are many cells that show 
no regional selectivity in the POSW feature space but that are selec-
tive in either the VELW or the ACCW feature space. Example cell 2 
(Fig. 4A cell 2, same cell as Fig. 3B) is selective for high-velocity 
movements in the rostral direction in the VELW feature space and 
more symmetric but caudally biased in the ACCW space. Last, there 
are also some cells (Fig. 4A, cell 3) that are not selective for any re-
gion of the three feature spaces but do have elevated firing rates for 
all stimuli that fall near the unit circles.

If we look at the total subregional selectivity across the entire 
population of neurons in all three spaces, then we find markedly 
different amounts of feature selectivity under the three stimulus 
conditions. On the basis of the same stringent statistical tests used 
in past studies (12, 13), only 16% (26 of 162) of the cells that gave 
significant filters to any single stimulus type were selective to subre-
gions of the POSW feature space, while 73% (118 of 162) of the same 
population of cells were selective to at least one subregion for the 
VELW feature space, and 41% were selective within the ACCW fea-
ture space (Fig. 4B). These differences, especially between the POSW 
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and VELW conditions, certify that the VELW stimulation not only 
uncovers more feature encoding cells but also does better at disam-
biguating different encoded features in the velocity domain.

Definition of sweep- and stick-encoding functional classes
The nonuniform distribution of STC filters in the VELW feature 
space (Fig. 3H, bottom) and the large number of cells (n = 118 cells) 
that show regional selectivity (Fig. 4B) suggest that there might be 
functional classes present in the population. Because these effects 

were most pronounced during VELW stimulation, which could 
partially be due to the physical constraints that are imposed on the 
ACCW stimulus by our piezoelectric devices (low frequencies cut to 
keep drift within dynamic range of piezo; fig. S2D), we started by 
investigating the VELW feature space. We defined the stick axis in 
the VELW feature space (Fig. 5A, coral dashed line) as the dimen-
sion along which the features are uniphasic (one-sided bumps). The 
axis orthogonal to the stick axis (Fig. 5A, black dashed line), which 
we define as the sweep axis, is the dimension that corresponds to 
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Fig. 3. Spectral equalization in the velocity or acceleration domain boosts detection of tactile feature encoding cells. (A) A schematic of the experimental setup. 
Same as Fig. 1A. All whiskers receive an identical stimulus that has a flat frequency spectrum in the angular position, velocity, or acceleration domain (red). Reverse cor-
relation analysis was then carried out on spikes recorded with silicon probes placed in deep layers of barrel cortex. (B) All STA and STC filters for one neuron. Each filter is 
only displayed in the domain in which the stimulus was spectrally flattened. Significant STC filters corresponding to the first eigenvector of the spike-triggered ensemble 
are solid lines, and the second eigenvector are dashed lines. Insets are individual spike-triggering stimulus events. (C) The total number of significant STC filters identified 
from a population of 244 neurons for POSW, VELW, and ACCW stimulation. (D) The percentage of neurons that give significant STC filters from a population of 244 neurons 
for POSW, VELW, and ACCW. (E) The percentage of spikes that occur during each stimulus type across the population of 244 neurons (Wilcoxon rank sum test, *P < 0.01 for 
all comparisons). (F) Average trial-by-trial cross-correlation for frozen noise repeats (n = 25 repeats of two different trials for each stimulus) for each stimulus type (Wilcoxon 
rank sum test, *P < 0.01 for significance). Filled dots are the population, and boxplots are the distribution of individual cells. (G to I) The feature spaces are displayed exact-
ly as they were in Fig. 1C by projecting all filters into the two-dimensional space defined by the first two principal components of the respective significant filter popula-
tions. Dot sizes are scaled on the basis of eigenvector number, with first eigenvectors the largest. (G) Top two principal components for features uncovered by POSW 
stimulus. (H) Same for VELW stimulus. (I) Same for ACCW stimulus.
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features that are a mix between sensitivity for velocity and position 
(fig. S4B, dashed filter). To quantify the different types of feature 
selectivity present in the population, we determined each cell’s ori-
entation angle  (−/2 <  < /2) by projecting all spike-eliciting 
stimuli into the VELW feature space, computing the vector sum of 
these projections, converting the sum into polar coordinates (r, ), 
and then multiplying the angle by 2 (see Materials and Methods). 
Because the feature space is symmetric (see coral and black feature 
shapes, which are inverted on opposing sides; Fig. 5A), we decided 
to examine all cells based on orientation angle alone first and treat 
the directionality separately. Across the population of cells, the re-
sulting probability distribution of orientation angles is not uniform 
(Fig. 5B). The hotspots could correspond to functional classes that 
are not perfectly separated using this type of analysis.

To study how these putative classes might reveal their differences 
under other stimulation conditions, we considered each cell’s re-
sponse to a sparse-noise stimulus. In sparse-noise stimulation, each 

whisker is moved independently (in a random order) and receives a 
ramp-hold-ramp movement trajectory where the velocity is con-
stant during the movement periods and zero at all other times 
(Fig. 5C and fig. S2). This type of stimulation allows a fine temporal 
analysis of neural responses with respect to the onset of the stimula-
tion of single whiskers (Fig. 5C, top right) and also a spatial assess-
ment of which whiskers fall within the full receptive field (RF) of the 
neuron (Fig. 5C, bottom right). When examining the sparse-noise 
responses, we noticed that cells with elevated firing rates along the 
stick axis (coral axis) in the VELW feature space also respond with 
low-latency and low-jitter (sharply) to sparse-noise stimulation of 
at least one whisker. To quantify this, we detected sharp single-whisker 
sparse-noise responses by looking for high signal-to-noise ratio 
(SNR > 5 * basal firing rate) and low-latency (<15 ms after stimulus 
onset) responses across the population. We found 30 cells (25% of 
cells tested) with single-whisker sparse-noise responses that passed 
these criteria, where each cell had at least one sharp single-whisker 
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response and as many as three. Example “stick-encoding” cells 
(Fig. 5D) are tuned to orientation angles that are near the stick axis 
in the VELW feature space (Fig. 5B, coral arrowheads), can be direc-
tion selective, and have sharp principal whisker (PW) sparse-noise 
responses [Fig. 5D, PW PSTHs (peristimulus time histograms)]. 
Notably, the cells do not respond as strongly (and sometimes not at 
all) to the return part of the sparse-noise ramp stimulus that moves 
the whisker back to its resting position. This is likely because the 10-ms 
hold time for our sparse-noise ramps is within the inhibitory period 
in barrel cortex that comes after stimulation (32). We quantified the 
sharpness (PWsh) of all PW stick-type responses as the peak of its 
PSTH divided by the half-width (Fig. 5C, top right, and fig. S5A).

Next, we observed that cells with an orientation angle in the 
VELW feature space that are pulled toward the sweep axis (black 
axis) have quite different responses to sparse-noise stimulation in 
terms of both temporal dynamics and whisker distribution. Example 
sweep-encoding cells (Fig. 5E) show selectivity for orientation angles 
that are biased toward the sweep axis in the VELW feature space 
(Fig. 5B, black arrowheads), can be direction selective, and have long- 
latency and high-jitter responses to sparse-noise stimulation (Fig. 5E, 
PW PSTHs). The sparse-noise responses are also more equally dis-
tributed across the whisker pad (Fig. 5E, full RFs). We quantified 
this RF spread (RFsp) (Fig. 5C, bottom right) in the population of 
cells by summing the Z-scored single-whisker responses (mean firing 
rate in 55-ms window after sparse-noise stimulation) and multi-
plying by a sharing parameter (maximal when response is shared 
equally across all whiskers). Note that if a sharp response was al-
ready detected for sparse-noise stimulation of a whisker, then this 
whisker was removed from the computation. Using this RFsp (Fig. 5G, 
bottom, and fig. S5B) and a shuffling approach (see Materials and 
Methods), we detected 84 sweep-encoding cells (71% of cells tested).

From the 30 stick-encoding and 84 sweep-encoding neurons, 
there are 20 cells (17% of cells tested) that passed both sets of criteria. 
These sweep-stick cells (Fig. 5F) generally had orientation angles in 
between the stick and sweep axes in the VELW feature space (Fig. 5B, 
light blue arrowheads), responded sharply to least one whisker 
during sparse-noise stimulation (Fig. 5F, PW PSTHs), and had ex-
tended multiwhisker RFs with less sharp temporal response prop-
erties (Fig. 5F, full RFs). One interesting observation is that the 
sweep-encoding component tended to span whiskers that are rostral 
on the whisker pad with respect to the stick-encoding component 
(Fig. 5F, full RFs, and fig. S5C).

To visualize the orientation angles across these three types of 
cells (stick, sweep, and sweep-stick), we normalized the PWsh and 
RFsp for each neuron and computed a scaled classification index 
(see Materials and Methods). When this index is plotted against the 
orientation angle in the VELW feature space, it reveals that exclusive 
stick-encoding neurons (Fig. 5G, 10 coral dots) are centered on the 
stick axis in the VELW feature space, exclusive sweep-encoding neu-
rons (Fig. 5G, 64 black dots) are pulled toward the sweep axis, and 
mixed sweep-stick neurons (Fig. 5G, 20 light blue dots) mostly fall 
in the region in between. Thus, the spatiotemporal dynamics of the 
sparse-noise responses correlate with what feature a cell is selective 
for in the VELW feature space. These data together suggest that the 
distribution of orientation angles (Fig. 5B) reflects at least two over-
lapping functional classes, where single cells can belong to either 
class or both. It is also possible to see this functional separation 
using only the temporal dynamics of the sparse-noise response to 
the whisker that evokes the strongest response (most spikes) by 

computing a ratio of low-latency to high-latency spikes (Fig. 5H, 
w1:w2 ratio). Stick-encoding neurons have higher ratios than sweep- 
encoding neurons, and the mixed cells fall at intermediate values 
(Fig. 5I). With these classifications in place, we looked at the direc-
tion selectivity in a class-specific manner. The stick-encoding pop-
ulation (10 exclusive stick-encoding cells) contained cells with both 
rostral and caudal directional tuning when measured either in the 
VELW feature space or with sparse noise (Fig. 5J, left and middle), as 
did the sweep-encoding population (Fig. 5J, right). This directional 
tuning is in line with early barrel cortex studies (3) and was not 
recognizable in reverse correlation studies that only used POSW 
stimulation (11–13).

To understand how our newly defined cell classes respond to all 
of the different stimulus sets, we reexamined the spiking activity 
during POSW and ACCW types of white noise. If a cell encoded 
sticks (either stick cell or sweep-stick cell), then it always gave 
significant filters for all three stimulation types (POSW, VELW, and 
ACCW). However, from the cells that exclusively encode sweeps, 
less than half of them (30 of 64) had significant responses to POSW 
stimulation, while almost all of them yielded significant filters to 
either VELW (62 of 64) or ACCW (56 of 64) stimulation. This 
suggests that the high angular velocity movements under the VELW 
and ACCW conditions that are coupled with larger angular dis-
placements (fig. S2) more strongly activate the sweep-encoding cells 
than the high-velocity movements under the POSW condition that 
are coupled with smaller angular displacements. The velocity ranges 
are matched for all three white noise stimulation types (See Materials 
and Methods). Last, we examined the cortical layer positions of every 
recorded neuron using current source density (CSD)–based layer 
identification (33). All neurons that encoded stick information were 
located in cortical layers known to receive lemniscal pathway inputs 
(layers 4 and 5b/6a; fig. S6). Sweep-encoding cells were spread across 
all of the recorded layers (layers 4, 5a, 5b, and 6a; fig. S6). This sug-
gests that stick-related information propagates through the lemniscal 
pathway, while sweep information arrives through other sources.

Specialized sweep- and stick-encoding models
To generalize the conceptual differences between stick features and 
sweep features, we returned to our simple stick-slip model (Fig. 1). 
We examined what modifications are needed (if any) so that the 
model could generate the VELW feature shapes for both functional 
classes. These models are important because they clarify exactly 
what the observed filter shapes mean in physical terms outside of the 
stimulus distribution under our experimental conditions, which is not 
always intuitive.

Looking first at the stick-encoding functional class, we noticed 
that both the STA and the STC filters (Fig. 6A, right, and fig. S4E) 
from some of these cells contained two time scales on which they 
were sensitive to high-velocity events and these two time scales usu-
ally had the same directional preference (a double-bump one-sided 
filter). The simple stick-slip model (Fig. 1 and fig. S1) cannot generate 
filters similar to this because it only has one skewed Gaussian tem-
poral window, which can never create a double peak in the same 
direction without also having a peak in the opposite direction in 
between (see fig. S4, A to C). To rectify this, we added a second 
skewed Gaussian window to the model and a directional velocity 
term, which introduces four new parameters (Fig. 6A). This stick- 
encoding model performed much better at generating the stick-filter 
shapes than the simple stick-slip model (coral versus gray histograms; 
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Fig. 6C, top left) and also better than models that either only added 
a directional velocity term or a double window (fig. S7, A and C). 
The best fitting model parameters usually have both directional and 
absolute velocity components (Fig. 6C, top middle and top right). 
For the temporal aspects, the parameter distributions suggest that 
the inter–time scale intervals are ~10 ms (difference between 1 
and 2; Fig. 6C, bottom left) and that the longer-latency window is 
less sharp (1 < 2; Fig. 6C, bottom center). These double window 
filters could reflect input from adjacent whiskers that can facilitate 
the response to PW stimulation if the interwhisker stimulation de-
lay is in the appropriate time window.

For the sweep-encoding population, the STC filters have a 
different character (Fig. 6B, right). Within the VELW stimulation 
conditions, the shapes of these filters suggest that the high-velocity 
movements of the whiskers need to induce large angular displace-
ments (fig. S4B, dashed filter). To accommodate this, we added two 
terms to the simple stick-slip model (Fig. 1 and fig. S1), an absolute 
position term and a position-velocity interaction term (Fig. 6B). 
These two terms greatly improved the model’s ability to generate 
sweep filters (Fig. 6D, top left, black versus gray histograms), and 
a model with either term alone did not perform nearly as well 
(performance was also worse for models with acceleration terms) 
(fig. S7, B and D). As expected from the sparse-noise responses, 

sweep-encoding cells have long latencies (; Fig. 6D, bottom left) 
and large levels of spike jitter (; Fig. 6D, bottom center). Their win-
dows are also always skewed left ( < 0; Fig. 6D, bottom right).

Note that whereas the simple stick-slip model (Fig. 1 and fig. S1) 
was sufficient to explain the feature shapes obtained during POSW 
stimulation, it provided very poor estimates for the VELW feature 
shapes, particularly for the sweep-encoding domain. The most 
plausible explanation for this is that from a feature space derived 
from POSW conditions; the feature encoding is blurred to a degree 
where a single model without functional domains can suffice. When 
the stimulation conditions change to allow the disambiguation of 
functional domains, new models are required that are domain 
specific (and perhaps sensory pathway specific). On the basis of the 
understanding derived from these two specialized models, we inter-
pret the two functional classes to code for two different kinds of 
whisker movements. Stick encoding pertains to movement onsets 
(likely touch onsets; Fig. 6E). Stick detectors are activated at low 
latencies by high-velocity, high-acceleration events from a precise 
location on the whisker pad (~1 to 3 whiskers with usually one 
dominant PW). The sweep-encoding regime also encodes high- 
velocity movements, but rather than being activated at the onset of 
a movement from a single whisker, it is sensitive to the extent of the 
angular trajectory (Fig. 6F). That is, the high-velocity movements 
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need to create large displacements (>3°) across the pad to activate 
the sweep detectors. These two functional regimes are integrated in 
deep layers of barrel cortex.

DISCUSSION
Our main goal in this study was to bridge the gap between the arti-
ficial stimulation tradition in barrel cortex research and the recent 
work in natural contexts. We began by clarifying the correspondence 
between the oscillatory feature shapes from past reverse correlation 
studies (11–13) and the stick-slip events (Fig. 1) that correlate with 
barrel cortex activity in animals trained to whisk into surface textures 
(19). Considering this correspondence, we noted that a POSW stim-
ulus is not an ideal input space to sample the velocity-based features 
that correspond to stick-slip events (Fig. 2). To solve this problem, 
we designed stimuli that were spectrally equalized in the angular ve-
locity and acceleration domains. At a glance, spectrally equaliz-
ing the velocity and acceleration domains of the stimulus results in 
whisker movement trajectories that are much more similar to natural 
whisker movement patterns (26) than the classically used POSW  
stimulus. These extended stimulus sets uncover at least twice as 
many functionally responsive cells and engender a more structured 
feature space than previously observed with reverse correlation 
methods in deep layers of barrel cortex (Figs. 3 and 4).

Our improved stimulus sets disambiguate two feature classes, 
which we define as sweeps and sticks (Fig. 5). Stick encoders emit 
precisely timed spikes at low latencies in response to high-velocity, 
high-acceleration whisker movements. They can be direction-selective 
(Fig. 5) and often integrate two time scales of high-velocity whisker 
movements with a latency difference of ~10 ms (Fig. 6). This time 
difference is in line with facilitation windows observed in multi-
whisker integration studies in barrel cortex involving pairwise 
deflections of adjacent whiskers (34). All of these properties are 
consistent with stick encoding reflecting lemniscal pathway input. 
In support of this conclusion, we observed that all stick-encoding 
cells reside in cortical layers known to receive direct lemniscal 
inputs (fig. S6) (35, 36). The sweep encoders exhibit quite different 
characteristics. While sweep features also contain high-velocity 
movements, these movements must also result in large angular dis-
placements (>3°). Sweep encoding is predominant in the barrel 
cortex population (71% of the classified cells encoded sweeps) and 
can also be direction-selective. The multiwhisker character of the 
RFs for sweep encoders and the long-latency, high-jitter responses 
to stimulation of single whiskers resemble the responses found in the 
posterior medial nucleus of the thalamus (37), which is the thalamic 
nucleus associated with the paralemniscal pathway. Together, these 
data suggest that cortical cells displaying mixed characteristics, the 
sweep-stick hybrid cells, might be integrating information from the 
different well-documented sensory pathways of the whisker system. 
Such an integrative process has also been documented in deep 
layers of primary visual cortex (30). While stick encoding is easy to 
reconcile with the “stick-slip” coding schemes that came from texture 
discrimination studies, sweep-stick coding can also be applied to 
other well-known perceptual processes, such as pole localization. 
From studies examining either electrically induced whisking (38) or 
active sensing in behaving rodents (23), whisking phase–selective 
encoding of whisker touches can be explained by combining direc-
tional sweep and stick information in single cells. For a given whisking 
set point, the protraction phase of the whisking cycle can be thought 

of as a rostral sweep, and the retraction phase can be thought of as a 
caudal sweep. If a sweep-stick cell is sensitive to rostral sweeps and 
caudal sticks, then it would selectively fire for contacts in the 
protraction phase. Therefore, the combination of these features can 
support multiple perceptual processes.

Our work resolves what has been more than a decade of un-
certainty about how to interpret reverse correlation studies in the 
whisker system. The success of these methods in the functional 
assessment of the early visual and auditory systems led to their 
widespread use in other sensory systems (olfaction and touch), 
where they have had much less of an impact. This is likely due to 
nuances of each system that demand small alterations in the core 
methodology to sample the appropriate stimulus dimensions. It is 
then necessary to find adapted analysis methods to disentangle the 
functional implications of these alterations. In the whisker case, the 
broadband stimuli are generated by devices with different physical 
constraints than the ones used for vision or audition. These limita-
tions force the results to depart from the underlying theory, which 
assumes ideal conditions (i.e., band-unlimited white noise), in mis-
leading ways. We have now aligned the reverse correlation traditions 
in barrel cortex with early neurophysiological studies that found 
selectivity for simple stimulus parameters, as well as with coding 
schemes developed under natural conditions. Our results define the 
two dominant functional regimes found in the deep layers of barrel 
cortex, stick encoding, and sweep encoding. The identification of 
these functional regimes is an important step toward constructing a 
general computational theory for tactile information processing in 
barrel cortex.

MATERIALS AND METHODS
Animal procedures
All experiments were performed in accordance with the French Ethical 
Committee (Direction générale de la recherche et de l’innovation) 
and European legislation (2010/63/EU). Procedures were approved 
by the French Ministry of Education in Research after consultation with 
the ethical committee #59 (authorization number 2015060516116339). 
The recordings were performed in three male Wistar rats (260 ± 16 g). 
The rats were first anesthetized with 3% isoflurane that was mixed 
with 80% N2O and 20% O2 and delivered at 1 liter/min. Once deeply 
anesthetized, animals were placed into a stereotactic device with ear 
bars and a nose clamp. The body temperature was monitored with 
a rectal probe and maintained at 37°C. The eyes were coated with an 
ophtalmic gel (Opthalon) to keep them from drying out. Lidocaine 
(1%) was injected below the skin 10 min before a straight incision 
was made along the sagittal suture of the skull. The incision was 
stretched and held with surgical clamps. The bone was cleaned, and 
a head fixation post was cemented to the right parietal bone. A small 
craniotomy (~0.5 mm) was then made over the left frontal lobe, and 
a small electrocorticography (ECoG) electrode was placed under the 
skull in contact with the surface of the brain. Through this electrode, 
the depth of the anesthesia was continually assessed throughout the 
experiment. A second craniotomy was performed over the barrel 
cortex (~5.7 mm lateral and 3.7 mm posterior to bregma) that was 
~2 mm in diameter. After performing a durotomy, a four-shank (or 
single-shank) silicon probe was inserted at an angle of 58° with 
respect to the surface of the brain to a depth of ~1.4 to 1.5 mm. 
Once the electrode was in position, the anesthesia was lightened by 
gradually decreasing the isoflurane concentration until the ECoG 
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was stable in stage III, plane 1 to 2. Throughout the experiment, the 
physiological state of the animal was controlled such that the respi-
ration rate stayed in the range of 1 to 1.5 Hz, there was a lack of 
motor activity in both the paws and the eyes, and the ECoG showed 
fast oscillations (>5 Hz), as has been shown to maintain functional 
responses in the cortex (12).

Histology
In all experiments, 1,1′-dioctadecyl-3,3,3′,3′-tetramethylindocarbocyanine 
perchlorate (DiI) was deposited on a single-shank electrode, and 
the barrel for the delta whisker (identified electrophysiologically 
with single-whisker deflections) was marked with a single penetra-
tion before the recordings. Note that this is not always the same 
electrode on which the recordings were made. After the DiI marking, 
four-shank electrodes were lowered for the recordings targeting the 
D1 barrel and its neighbors. These shanks, although not DiI-labeled, 
are visible next to the DiI-marked barrel (fig. S8). When the record-
ings were finished, a lethal dose of pentobarbital was injected into 
the peritoneal cavity. The rat was perfused transcardially with saline 
and then 4% formaldehyde solution after clamping the descending 
aorta. The brain was dissected and then stored overnight in 4% 
formaldehyde solution at 4°C. The cortex was tangentially cut into 
slices with 80 m in thickness to reveal the barrel map, which was 
stained with cytochrome oxidase.

Electrophysiological recordings
Raw electrophysiological traces were recorded at 30 kHz with a 
Blackrock acquisition system. They were then processed using the 
Klusta suite (39). Briefly, the raw signals were filtered between 500 Hz 
and 3 kHz with a third-order Butterworth filter. The Spikedetekt2 
and KlustaKwik2 extraction and sorting algorithms were then used 
to extract and cluster the identified spikes. Single units were then 
manually curated by looking at autocorrelograms (>1-ms refractory 
period) and cross-correlograms and making sure that there was no 
drift throughout the experiment. After the manual curation, signal-
to-noise-ratio (SNR) was evaluated for each triggered spike with 
respect to root mean square noise of the recorded traces. Spikes 
with an SNR of <3 on all recording sites were discarded. To assess 
single-unit isolation, we computed the isolation distance (Id), of 
each cluster. Id quantifies the distance of the nth closest noise spike, 
if a cluster has n spikes, and measures type I (false-positive) error 
rates. Cells with an Id of <10 were discarded.

Stimulus application
The 24 caudal vibrissae on the right mystacial pad were trimmed to 
10 mm in length and inserted 3 mm into the tip of a piezoelectric 
deflector (one piezo for each whisker, 7 mm from the base). The rest 
angle of each piezoelectric device was carefully matched to the resting 
angle of each whisker. For a detailed description of the 24-whisker 
stimulator, see the original article (8). Four different types of stimu-
lation were used in these experiments: POSW, VELW, ACCW, and 
sparse noise (one whisker at a time ramp-hold-ramp stimuli). Each 
stimulus epoch lasted 10.035 s, and the stimulus was continuously 
given for the full duration of the epoch. There was ~500 ms of rest 
time between each stimulus epoch where the whiskers were main-
tained at their rest positions. There were 653 epochs total, 200 for 
each of the three white noise types (150 nonrepeated and 2 × 25 
repeated) and 53 epochs of sparse-noise stimulation. The POSW 
stimulus was generated by selecting points from a Gaussian distri-

bution with a mean of 0 and a standard deviation (SD) of 0.58°. 
These points were connected by cubic splines and smoothed to 
obtain a whisker trajectory that fell within the technical specifica-
tions of our piezoelectric benders. The tails of the distributions 
were cut to avoid ringing artifacts. For VELW and ACCW stimulus 
types, the frequency spectrum was first fixed with a low-frequency 
cutoff (~4 Hz for VELW and ~ 16 Hz for ACCW) to make sure that 
the whisker movements did not exceed the ranges of movement of 
our piezoelectric benders. We then added variations to the power 
spectrum of individual epochs by multiplying each power in this 
ideal frequency spectrum by a factor that was randomly chosen 
from a standard normal distribution in both the real and imagi-
nary domain. These real and imaginary parts were combined, con-
jugated, inverse Fourier- transformed, and then standardized by 
dividing by the SD of the resulting whisker trajectory. This value 
was then multiplied by the appropriate factor to generate whisker 
movements with a velocity range that was as closely matched as 
possible across the different classes of Gaussian stimuli (fig. S2). 
This was the choice that allowed the frequency spectra to be the 
most similar in the flattened domains of all three stimuli. Sparse 
noise stimulations were randomized deflections of one whisker 
every 50 ms in either the rostral or the caudal direction with a stim-
ulus profile that was a 10-ms ramp –10-ms hold –10-ms ramp with 
an amplitude of 1.16° and a velocity of 116°/s.

Reverse correlation analysis
All reverse correlation analyses were performed offline and coded 
in the Python language. Code is available upon request.

First, small windows of stimulus (either 55 or 45 ms before until 5 ms 
after) around the spikes were tabulated to build the spike-triggered 
ensembles. For STA, these ensembles were averaged and normalized 
to make unit vectors. For STC, we downsampled the spike-triggered 
ensemble in time by a factor of 2 to reduce the number of dimensions. 
We then whitened the spike-triggered ensemble by multiplying 
each spike-eliciting stimulus with the inverse covariance matrix of 
the respective Gaussian white noise but with a ridge-regression 
smoothing factor applied along the diagonal (POSW,  = 5 × 107; 
VELW,  = 5 × 106; ACCW,  = 5 × 105). Then, we carried out a sin-
gular value decomposition of the covariance matrix of the whitened 
spike-triggered ensemble. We tested for significance of the filters 
by applying the same procedure 200 times to shuffled spike trains 
that maintain the same interspike interval distribution. The sin-
gular vectors were considered statistically significant if their eigen-
values exceeded the mean of the shuffled distributions by more 
than 8 SDs. These methods are exactly the same as prior reports 
(12, 13).

Feature spaces and functional selectivity
The feature spaces for each GWN stimulus were generated by doing 
a principal components analysis on all significant filters for the 
respective stimulus. In all three stimulus types, this yielded a two- 
dimensional space with almost all variance explained by the top two 
principal components. Returning to the single cells, each spike-eliciting 
stimulus was then projected into the respective feature spaces. Each 
feature space was then binned in two dimensions with polar coordinate 
bins, and the spike-inducing 2D histogram was normalized by divid-
ing by the average histogram obtained after 1000 shuffles of the spike 
times while maintaining interspike interval distributions. Feature 
space subregional selectivity was assessed by randomly shuffling the 
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angle (in polar coordinate representation) of each spike-eliciting 
stimulus 1000 times. If the vector sum of all real spike-eliciting 
stimuli was outside of the null distribution (1000 shuffles, P < 0.001), 
then a cell was called regionally specific. To check for cells that were 
tuned for opposing regions in the feature space, we multiplied each 
angle by two and executed the same procedure. In general, the sub-
region orientation tuning for a cell was taken as the bidirectional 
value (multiply all angles by 2) because these were less noisy, except 
in special cases when the cells were extremely one-sided in their 
selectivity.

Simple stick-slip model
The simple stick-slip model is a linear-nonlinear Poisson (LNP) 
cascade with one alteration. First, the stimulus is temporally filtered 
by a skewed Gaussian windowing function that has three parameters 
(, , and ). These parameters correspond to the mean, SD, and 
skewness of the Gaussian window, respectively, with respect to the 
time of evaluation (0). Within this window, another parameter () 
determines the weighting between absolute velocity and absolute 
acceleration, which is the only departure of the simple stick-slip 
model from the LNP framework. This filtering part is technically 
not linear because we compute absolute velocities and accelerations. 
Because we use covariance approaches to extracting the model 
filters, this lack of directionality at this stage is not important. After 
filtering, the distribution of filter products is normalized by sub-
tracting the mean and dividing by the SD of all filter products. 
Then, the nonlinear function is applied to these normalized values. 
The exponential nonlinear functions are generated to amplify only 
the tail of the filter product distribution. The basal rate (1 Hz) is the 
output unless the filter product is more than 1.5 SDs above the mean 
filter product value. If the filter product is 5 SDs above the mean, 
then the max rate (50 Hz) is the output. These values were chosen to 
be within physiological ranges for barrel cortex (12, 13). In between, 
the output is scaled to stay between the basal rate and max rate and 
grows quadratically (the square of the distance from the basal rate 
zone). It is basically a power 2 nonlinear function that is scaled to 
pass between a basal rate and a max rate, where the basal rate is in-
creased only when the stimulus falls 1.5 SDs above the mean. After 
this step, the output is passed through a nonhomogeneous Poisson 
spike generator to give spikes.

Stick-encoding model
The stick-encoding model is similar to the simple stick-slip model 
except that the filtering stage is altered. Instead, the stimulus is tem-
porally filtered by a compound Gaussian windowing function that 
has six parameters (1, 2, 1, 2, 1, and 2) defining two windows 
that are summed and normalized. Within this compound window, 
two parameters are defined to determine the weighting between 
directional velocity () and absolute velocity (). The nonlinear 
stage is identical to the simple stick-slip model.

Sweep-encoding model
The sweep-encoding model is similar to the simple stick-slip model 
except that the filtering stage is altered. It uses the same windows as 
the stick-slip model, but within this window, three parameters are 
defined to determine the weighting between absolute velocity (), 
absolute position (), and the interaction between position and 
velocity (). The nonlinear stage is identical to the simple stick-
slip model.

Model testing and error minimization
In all cases, the models were run repeatedly for many different com-
binations of parameters that span the biologically plausible ranges. 
For the simple stick-slip model, the ranges were  ∈ [0, 1],  ∈ [−50, −1], 
 ∈ [1, 18], and  ∈ [−5, 5]. For the stick-encoding model, the ranges 
were  ∈ [0, 1],  ∈ [0, 1], 1 ∈ [−13, −1], 1 ∈ [1, 9], 1 ∈ [−5, 5], 2 
∈ [−21, −13], 2 ∈ [5, 15], and 2 ∈ [−5, 5]. Although these are re-
ported as the final ranges for the parameters, many other possibilities 
were tested before zooming in on the values that can best generate 
the observed filters. With eight parameters, there are a huge number 
of combinations, and to keep computation times low, the final 
ranges are just large enough to capture the variation seen in the 
cells. For the sweep-encoding model, the ranges were  ∈ [0, 1],  ∈ 
[0, 1],  ∈ [0, 1],  ∈ [−23, −1],  ∈ [5, 21], and  ∈ [−5, 5]. The error 
between the actual filters of a neuron and the model filters resulting 
from a combination of parameters was computed in one of two 
ways. If there was a single significant filter, then only models that 
gave one significant filter were considered. The projection of the 
model filter on the real filter was computed for both the actual model 
filter and for its opposite (multiply model filter by −1), and the max-
imum of these two values was subtracted from one to give the error 
(fig. S1). This is necessary because STC analysis returns dimensions 
on which variance is large, which are equally described by a filter or 
its opposite (in terms of where the variance lives, the dimension is 
the same if it is multiplied by −1). If there were two significant filters, 
then this error computation was extended to two dimensions by 
computing the projection of each model filter on each real filter. 
Then, each model filter is expressed as an (x, y) coordinate in the 
two-dimensional space defined by the real filters. The radial dis-
tances to these two (x, y) points (one set of coordinates for each 
model filter) were then subtracted from one and added together to 
compute the error (fig. S1). The filter-matching procedure searched 
all model errors to find the combination of model parameters that 
resulted in the lowest filter errors.

Sparse noise analysis
For the ramp-hold-ramp type of stimulation (sparse noise), the 
whiskers were stimulated one at a time, and the spikes were then 
assigned into 1-ms bins with respect to the onset of the stimulation 
for every whisker separately (from −5 to 55 ms with respect to the 
stimulus). These PSTHs were then used to assess which whiskers 
can evoke firing in a cell. To detect stick-like responses, we first sub-
tracted the basal firing rate of the cell from every time bin. The 
basal rate for each cell was taken as the outlier-removed maximum 
bin count from blanks that were included in the randomized whisker 
deflection sequence in the stimulus. Outliers were removed by con-
sidering the fifth largest value across all times when summing both 
stimulation directions. The total number of spikes that occurred 
above this baseline-subtracted value within 15 ms of the onset of the 
stimulus was then used as the test statistic to detect significant stick 
responses. The threshold was that this spike count had to be five 
times the baseline rate. For detected stick responses, we measure 
their strength using the PWsh, which is the peak firing rate of the 
PW PSTH divided by the half width of the peak. To quantify sweep 
responses, we computed the Z-scored mean firing rates in the 60 ms 
following stimulation for each whisker. The mean and SD used for 
the Z score were taken from blank stimulation trials. The Z scores 
that exceeded 0.5 were then summed and multiplied by a shar-
ing parameter (HW). This sharing parameter was computed as   
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H  W   =    w   −  p  w   log( p  w  )  where   p  w   =  Z  w   /    w    Z  w   . This quantity, called 
the RFsp, was assessed for significance by carrying out 1000 shuffles 
of full multiwhisker RFs using Poisson firing statistics at the basal 
rate of each neuron that was determined from the blank stimula-
tion. The RFsp was called significant if it exceeded all the shuffled 
RFsp values. The PWsh-to-RFsp index was computed by normalizing 
the indices (divide the entire population by the max) and then com-
puting (PWsh – RFsp) / (PWsh + RFsp). This quantity is 1 if the cell 
only detects sticks and −1 if the cell only detects sweeps. Cells with 
intermediate values can be assessed on the basis of the relative 
strengths of their stick- and sweep-encoding compared to the pop-
ulation of stick and sweep encoders. The w1:w2 ratio was computed 
for each neuron by adding the total number of spikes that occurred 
from −5 to 15 ms from the stimulus onset and dividing that by the 
total number of spikes that occurs from 15 to 55 ms after stimulus 
onset only for the whisker that evoked the most spikes. This ratio 
was multiplied by 2 to account for the fact that the numerator is 
only 20 ms of time and the denominator is 40 ms.

Direction preferences for Gaussian stimuli and sparse noise
For the VELW stimulus, direction preferences were computed by 
dividing the feature space into two halves. For the stick-encoding 
cells, the midline was the line orthogonal to the stick axis (the uni-
phasic filter line defined in Fig. 5B). All values above and to the 
right of this line were considered caudal, and all values below and to 
the left of this line were considered rostral. The direction index was 
then computed as the sum of all caudal values minus the sum of all 
rostral values divided by the sum of all values. The procedure was 
similar for the sweep-encoding neurons, except that the midline 
was the stick axis, with everything below and to the right considered 
caudal and everything above and to the left rostral. For the sparse-
noise stimulation, direction index was just the total spikes to the 
caudal ramp minus the total spikes to the rostral ramp divided by 
the total number of spikes to both.

Trial by trial cross-correlations for repeated white  
noise stimulations
Spikes were placed into 10-ms bins, and correlation coefficients were 
computed for every pair-wise combination of trials and averaged. 
For the population, spikes from all recorded single units were used.

CSD analysis and cell locations
Electrophysiological recordings were low pass–filtered with a cutoff 
of 150 Hz. The signals around the deflections of single whiskers 
(n = 400 trials for each whisker) were extracted, baseline-subtracted, 
and averaged. The second spatial derivative was then computed 
along the electrode sites to obtain the CSD. The cell locations were 
reconstructed using a barycentric coordinate system based on the 
energy of the spike waveform at every electrode site (33). Briefly, 
vectors pointing to each electrode site were scaled on the basis of the 
spike waveform energy at that site, and the summation of all these 
vectors gave the final position of the cell. Electrode sites with less 
than 5% of the total waveform energy were not included in the 
computation.

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/
content/full/6/38/eabb7189/DC1

View/request a protocol for this paper from Bio-protocol.

REFERENCES AND NOTES
 1. D. H. Hubel, T. N. Wiesel, Receptive fields of single neurones in the cat’s striate cortex. 

J. Physiol. 148, 574–591 (1959).
 2. C. Welker, Microelectrode delineation of fine grain somatotopic organization of SmI 

cerebral neocortex in albino rat. Brain Res. 26, 259–275 (1971).
 3. D. J. Simons, Response properties of vibrissa units in rat SI somatosensory neocortex. 

J. Neurophysiol. 41, 798–820 (1978).
 4. H. Axelrad, R. Verley, E. Farkas, Responses evoked in mouse and rat SI cortex by vibrissa 

stimulation. Neurosci. Lett. 3, 265–274 (1976).
 5. C. Welker, Receptive fields of barrels in the somatosensory neocortex of the rat. 

J. Comp. Neurol. 166, 173–189 (1976).
 6. E. Arabzadeh, S. Panzeri, M. E. Diamond, Whisker vibration information carried by rat 

barrel cortex neurons. J. Neurosci. 24, 6011–6020 (2004).
 7. D. J. Krupa, A. J. Brisben, M. A. L. Nicolelis, A multi-channel whisker stimulator 

for producing spatiotemporally complex tactile stimuli. J. Neurosci. Methods 104, 
199–208 (2001).

 8. V. Jacob, L.  Estebanez, J. Le Cam, J.-Y. Tiercelin, P. Parra, D. E. Shulz, The Matrix: A new tool 
for probing the whisker-to-barrel system with natural stimuli. J. Neurosci. Methods 191, 
126–137 (2010).

 9. J. J. Eggermont, P. I. M. Johannesma, A. M. H. J. Aertsen, Reverse-correlation methods 
in auditory research. Q. Rev. Biophys. 16, 341–414 (1983).

 10. O. Schwartz, J. W. Pillow, N. C. Rust, E. P. Simoncelli, Spike-triggered neural 
characterization. J. Vis. 6, 484–507 (2006).

 11. M. Maravall, R. S. Petersen, A. L. Fairhall, E. Arabzadeh, M. E. Diamond, Shifts in coding 
properties and maintenance of information transmission during adaptation in barrel 
cortex. PLoS Biol. 5, e19 (2007).

 12. L. Estebanez, S. El Boustani, A. Destexhe, D. E. Shulz, Correlated input reveals coexisting 
coding schemes in a sensory cortex. Nat. Neurosci. 15, 1691–1699 (2012).

 13. M. A. Goldin, E. R. Harrell, L. Estebanez, D. E. Shulz, Rich spatio-temporal stimulus 
dynamics unveil sensory specialization in cortical area S2. Nat. Commun. 9, 4053 (2018).

 14. P. M. Knutsen, D. Derdikman, E. Ahissar, Tracking whisker and head movements 
in unrestrained behaving rodents. J. Neurophysiol. 93, 2294–2301 (2005).

 15. J. Voigts, B. Sakmann, T. Celikel, Unsupervised whisker tracking in unrestrained behaving 
animals. J. Neurophysiol. 100, 504–515 (2008).

 16. A. Mathis, P. Mamidanna, K. M. Cury, T. Abe, V. N. Murthy, M. W. Mathis, M. Bethge, 
DeepLabCut: Markerless pose estimation of user-defined body parts with deep learning. 
Nat. Neurosci. 21, 1281–1289 (2018).

 17. B. W. Quist, M. J. Z. Hartmann, Mechanical signals at the base of a rat vibrissa: The effect 
of intrinsic vibrissa curvature and implications for tactile exploration. J. Neurophysiol. 107, 
2298–2312 (2012).

 18. K. Bagdasarian, M. Szwed, P. M. Knutsen, D. Deutsch, D. Derdikman, M. Pietr, E. Simony, 
E. Ahissar, Pre-neuronal morphological processing of object location by individual 
whiskers. Nat. Neurosci. 16, 622–631 (2013).

 19. S. P. Jadhav, J. Wolfe, D. E. Feldman, Sparse temporal coding of elementary tactile 
features during active whisker sensation. Nat. Neurosci. 12, 792–800 (2009).

 20. D. Campagner, M. H. Evans, M. R. Bale, A. Erskine, R. S. Petersen, Prediction of primary 
somatosensory neuron activity during active tactile exploration. eLife 5, e10696 (2016).

 21. J. T. Ritt, M. L. Andermann, C. I. Moore, Embodied information processing: Vibrissa 
mechanics and texture features shape micromotions in actively sensing rats. Neuron 57, 
599–613 (2008).

 22. B. R. Isett, S. H. Feasel, M. A. Lane, D. E. Feldman, Slip-based coding of local shape 
and texture in mouse S1. Neuron 97, 418–433.e5 (2018).

 23. J. C. Curtis, D. Kleinfeld, Phase-to-rate transformations encode touch in cortical neurons 
of a scanning sensorimotor system. Nat. Neurosci. 12, 492–501 (2009).

 24. D. H. O’Connor, N. G. Clack, D. Huber, T. Komiyama, E. W. Myers, K. Svoboda, Vibrissa-
based object localization in head-fixed mice. J. Neurosci. 30, 1947–1967 (2010).

 25. D. N. Hill, J. C. Curtis, J. D. Moore, D. Kleinfeld, Primary motor cortex reports efferent 
control of vibrissa motion on multiple timescales. Neuron 72, 344–356 (2011).

 26. A. Wallach, K. Bagdasarian, E. Ahissar, On-going computation of whisking phase by 
mechanoreceptors. Nat. Neurosci. 19, 487–493 (2016).

 27. M. Szwed, K. Bagdasarian, E. Ahissar, Encoding of vibrissal active touch. Neuron 40, 
621–630 (2003).

 28. A. Wallach, D. Deutsch, T. B. Oram, E. Ahissar, Predictive whisker kinematics reveal 
context-dependent sensorimotor strategies. PLoS Biol. 18, e3000571 (2020).

 29. N. C. Rust, J. A. Movshon, In praise of artifice. Nat. Neurosci. 8, 1647–1650 (2005).
 30. D. M. Snodderly, I. Kagan, G. Moshe, Selective activation of visual cortex neurons by 

fixational eye movements: Implications for neural coding. Vis. Neurosci. 18, 259–277 
(2001).

 31. E. Arabzadeh, E. Zorzin, M. E. Diamond, Neuronal encoding of texture in the whisker 
sensory pathway. PLoS Biol. 3, e17 (2005).

 on S
eptem

ber 23, 2020
http://advances.sciencem

ag.org/
D

ow
nloaded from

 

http://advances.sciencemag.org/cgi/content/full/6/38/eabb7189/DC1
http://advances.sciencemag.org/cgi/content/full/6/38/eabb7189/DC1
https://en.bio-protocol.org/cjrap.aspx?eid=10.1126/sciadv.abb7189
http://advances.sciencemag.org/


Harrell et al., Sci. Adv. 2020; 6 : eabb7189     16 September 2020

S C I E N C E  A D V A N C E S  |  R E S E A R C H  A R T I C L E

15 of 15

 32. A. Ramirez, E. A. Pnevmatikakis, J. Merel, L. Paninski, K. D. Miller, R. M. Bruno, 
Spatiotemporal receptive fields of barrel cortex revealed by reverse correlation 
of synaptic input. Nat. Neurosci. 17, 866–875 (2014).

 33. U. Mitzdorf, Current source-density method and application in cat cerebral cortex: 
Investigation of evoked potentials and EEG phenomena. Physiol. Rev. 65, 38–101 (1985).

 34. V. Ego-Stengel, T. M. E. Souza, V. Jacob, D. E. Shulz, Spatiotemporal characteristics 
of neuronal sensory integration in the barrel cortex of the rat. J. Neurophysiol. 93, 
1450–1467 (2004).

 35. L. W. J. Bosman, A. R. Houweling, C. B. Owens, N. Tanke, O. T. Shevchouk, N. Rahmati, 
W. H. T. Teunissen, C. Ju, W. Gong, S. K. E. Koekkoek, C. I. De Zeeuw, Anatomical pathways 
involved in generating and sensing rhythmic whisker movements. Front. Integr. Neurosci. 
5, 53 (2011).

 36. M. E. Diamond, M. von Heimendahl, P. M. Knutsen, D. Kleinfeld, E. Ahissar, ‘Where’ 
and ‘what’ in the whisker sensorimotor system. Nat. Rev. Neurosci. 9, 601–612 (2008).

 37. M. E. Diamond, M. Armstrong-James, M. J. Budway, F. F. Ebner, Somatic sensory 
responses in the rostral sector of the posterior group (POm) and in the ventral posterior 
medial nucleus (VPM) of the rat thalamus: Dependence on the barrel field cortex. 
J. Comp. Neurol. 319, 66–84 (1992).

 38. C. Yu, D. Derdikman, S. Haidarliu, E. Ahissar, Parallel thalamic pathways for whisking 
and touch signals in the rat. PLOS Biol. 4, e124 (2006).

 39. C. Rossant, S. N. Kadir, D. F. M. Goodman, J. Schulman, M. L. D. Hunter, A. B. Saleem, 
A. Grosmark, M. Belluscio, G. H. Denfield, A. S. Ecker, A. S. Tolias, S. Solomon, G. Buzsáki, 
M. Carandini, K. D. Harris, Spike sorting for large, dense electrode arrays. Nat. Neurosci. 19, 
634–641 (2015).

Acknowledgments: T. Deneux provided important guidance for the modeling 
approaches. L. Estebanez established the reverse correlation methods in the laboratory 

and provided valuable advice for the experiments and analysis. V. Ego-Stengel and 
I. Férézou gave insightful advice and feedback throughout the project and on the 
manuscript. We thank G. Hucher for performing the histology and A. Daret for providing 
the animal care for the rats. Funding: This work was supported by Equipe Fondation 
pour la Recherche Médicale (FRM) DEQ20170336761 (to D.E.S.). E.R.H. was supported by 
the Paris-Saclay University (Lidex NeuroSaclay) and by the International Human Frontier 
Science Program Organization (CDA-0064-2015 to B.B.). M.A.G. was supported by the 
Paris-Saclay University (Lidex NeuroSaclay) and the European Union’s Horizon 2020 
research and innovation program under the Marie Sklodowska-Curie grant agreement 
no. 702726. Author contributions: E.R.H. created the modeling framework, designed 
the stimuli, did the spike sorting and analysis, prepared the figures, and wrote the 
manuscript. M.A.G. did the extracellular recordings, tested the stimulus, did the analysis, 
contributed to the modeling framework, and edited the manuscript. B.B. oversaw the 
analysis, motivated the modeling framework, and wrote the manuscript. D.E.S. led the 
project and edited the manuscript. Competing interests: The authors declare that they 
have no competing interests. Data and materials availability: All data needed to 
evaluate the conclusions in the paper are present in the paper and/or the 
Supplementary Materials. Additional data related to this paper may be requested from 
the authors.

Submitted 24 March 2020
Accepted 23 July 2020
Published 16 September 2020
10.1126/sciadv.abb7189

Citation: E. R. Harrell, M. A. Goldin, B. Bathellier, D. E. Shulz, An elaborate sweep-stick code in rat 
barrel cortex. Sci. Adv. 6, eabb7189 (2020).

 on S
eptem

ber 23, 2020
http://advances.sciencem

ag.org/
D

ow
nloaded from

 

http://advances.sciencemag.org/


An elaborate sweep-stick code in rat barrel cortex
Evan R. Harrell, Matías A. Goldin, Brice Bathellier and Daniel E. Shulz

DOI: 10.1126/sciadv.abb7189
 (38), eabb7189.6Sci Adv 

ARTICLE TOOLS http://advances.sciencemag.org/content/6/38/eabb7189

MATERIALS
SUPPLEMENTARY http://advances.sciencemag.org/content/suppl/2020/09/14/6.38.eabb7189.DC1

REFERENCES

http://advances.sciencemag.org/content/6/38/eabb7189#BIBL
This article cites 38 articles, 2 of which you can access for free

PERMISSIONS http://www.sciencemag.org/help/reprints-and-permissions

Terms of ServiceUse of this article is subject to the 

 is a registered trademark of AAAS.Science AdvancesYork Avenue NW, Washington, DC 20005. The title 
(ISSN 2375-2548) is published by the American Association for the Advancement of Science, 1200 NewScience Advances 

License 4.0 (CC BY-NC).
Science. No claim to original U.S. Government Works. Distributed under a Creative Commons Attribution NonCommercial 
Copyright © 2020 The Authors, some rights reserved; exclusive licensee American Association for the Advancement of

 on S
eptem

ber 23, 2020
http://advances.sciencem

ag.org/
D

ow
nloaded from

 

http://advances.sciencemag.org/content/6/38/eabb7189
http://advances.sciencemag.org/content/suppl/2020/09/14/6.38.eabb7189.DC1
http://advances.sciencemag.org/content/6/38/eabb7189#BIBL
http://www.sciencemag.org/help/reprints-and-permissions
http://www.sciencemag.org/about/terms-service
http://advances.sciencemag.org/

