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#### Abstract

We consider the problem of combining belief functions in a situation where pieces of evidence are held by agents at the node of a communication network, and each agent can only exchange information with its neighbors. Using the concept of weight of evidence, we propose distributed implementations of Dempster's rule and the cautious rule based, respectively, on average and maximum consensus algorithms. We also describe distributed procedures whereby the agents can agree on a frame of discernment and a list of supported hypotheses, thus reducing the amount of data to be exchanged in the network. Finally, we show the feasibility of a robust combination procedure based on a distributed implementation of the random sample consensus (RANSAC) algorithm.
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## 1. Introduction

Since its development by Shafer [35] following Dempster's seminal work on statistical inference [8], Dempster-Shafer (DS) theory has been widely used as a formal framework for uncertain reasoning [10, 11]. In the past thirty years, it has been used extensively in a large number of applications including information fusion [7, 33, 44], classification [14, 13], clustering [15], scene perception [47], etc.

DS theory is essentially a theory of evidence: it consists in representing elementary pieces of evidence pertaining to a question of interest using belief functions, i.e., completely monotone set functions [35, 11], and pooling them using some appropriate combination rule. Dempster's rule, also referred to as the product-intersection rule, occupies a central position in DS theory; it allows us to combine pieces of evidence that are both reliable and independent [35]. However, in real-world applications, it is not always possible to break down the available evidence into independent pieces, and the complete reliability that is called for in the basic theory is often an idealization. For that reason, alternative combination rules

[^0]have been developed over the years to handle highly conflicting [19, 31, 41, 4] or dependent pieces of evidence $[9,16,5,3]$.

Most implementations of Dempster's rule assume a centralized fusion scheme in which a single agent receives pieces of evidence from several sources and combines them. There are, however, a growing number of applications in which several agents independently collect evidence and exchange information via a static or dynamic communication network. In this case, no single agent holds the totality of the evidence, and agents typically can only access the information held by their neighbors in the communication graph. As typical applications, we can mention target classification in sensor networks [25] and information fusion in multirobot systems [32]. For instance, El Zoghby et al. [20] describe a collaborative perception application in which a fleet of intelligent vehicles is equipped with sensors and communicates through an ad hoc network (see also, e.g. [28]). The overall objective of this application is to enhance each vehicle's perception and situation awareness of a complex dynamic traffic scene through the multiplicity of sensors and the communication capabilities of the agents. Typically, each agent perceives a number of objects and collects sensor information about them. Object association and classification then have to be performed using distributed algorithms, which allow the agents to exchange information locally with their neighbors in the network and to construct, collectively, a shared representation of the environment. Distributed algorithms for object association are described in [32]. Here, we assume that the agents have already agreed on some questions of interest (such as the class of matched objects) and we focus on the distributed combination of evidence assumed to be represented by belief functions.

A first approach to this problem has been proposed in [26], in which the authors proposed a distributed implementation of Dempster's rule based on the combination of commonality functions, an alternative representation of belief functions. However, a problem with this approach is that the quantity of information to be exchanged in the network grows exponentially with the number of hypotheses. Furthermore, this approach does not easily extend to other combination rules. In this paper, we propose an alternative approach based on the combination of weights of evidence. As opposed to commonalities, weights of evidence are usually specified for a small number of hypotheses, which considerably reduces the amount of communications as well as the complexity of computations at each node. Furthermore, the same approach can be used to develop a distributed implementation of the cautious rule, an alternative to Dempster's rule making it possible to combine dependent items of evidence. Finally, we propose a distributed RANSAC algorithm allowing the robust combination of belief functions to account, for instance, for wrong associations or faulty sensors.

The rest of this paper is organized as follows. The necessary background on DS theory is first recalled in Section 2. The distributed implementations of the product-intersection and cautious rules are then described in Section 3. Finally, the robust combination procedure is presented in Section 4, and Section 5 concludes the paper.

## 2. Background on belief functions

In this section, background knowledge on DS theory is summarized to make the paper self-contained. Basic notions are first recalled in Section 2.1. Weights of evidence and the cautious rule of combination are then introduced, respectively, in Sections 2.2 and 2.3.

### 2.1. Basic notions

We consider a question of interest having one and only one answer in a finite set $\Omega$ called the frame of discernment. A mass function on $\Omega$ is a mapping $m: 2^{\Omega} \rightarrow[0,1]$ such that

$$
\sum_{A \subseteq \Omega} m(A)=1
$$

If $m(\varnothing)>0$, mass function $m$ is said to be subnormal, otherwise it is said to be normalized. A subnormal mass function such that $m(\varnothing)<1$ can be transformed to a normalized one $m^{*}$ defined by $m^{*}(\varnothing)=0$ and

$$
\begin{equation*}
m^{*}(A)=\frac{m(A)}{1-m(\varnothing)} \tag{1}
\end{equation*}
$$

for all nonempty subset $A \subseteq \Omega$. This operation is called normalization. Mass functions are usually assumed to be normalized, but unnormalized mass functions sometimes appear as intermediate results in calculations (see below).

A mass function $m$ represents a piece of evidence, and $m(A)$ represents the probability that the evidence tells us that the truth lies in $A$, and nothing more specific. The subsets $A$ such that $m(A)>0$ are called the focal sets of $m$. A mass function is said to be consonant if, for any two focal sets $A$ and $B$, we have either $A \subset B$ or $B \subset A$. It is said to be Bayesian if all its focal sets are singletons. Finally, the vacuous mass function $m_{\text {? }}$ verifies $m_{\text {? }}(\Omega)=1$; it represents complete ignorance.

A belief function Bel : $2^{\Omega} \rightarrow[0,1]$ can be computed from a normalized mass function $m^{*}$ as

$$
\operatorname{Bel}(A)=\sum_{B \subseteq A} m^{*}(B),
$$

for all $A \subseteq \Omega$. The quantity $\operatorname{Bel}(A)$ is interpreted as the total degree of support given to the proposition that the truth lies in $A$, taking into account the support given to $A$ and to all of its subsets. Obviously, $\operatorname{Bel}(\varnothing)=0$ and $\operatorname{Bel}(\Omega)=1$. A related notion is that of plausibility function, defined as

$$
P l(A)=\sum_{B \cap A \neq \varnothing} m^{*}(B)=1-\operatorname{Bel}(\bar{A}),
$$

where $\bar{A}$ denotes the complement of $A$. The quantity $P l(B)$ reflects the lack of support given to the proposition that the truth does not lie in $A$.

Two mass functions $m_{1}$ and $m_{2}$ on $\Omega$ representing independent items of evidence can be combined by the conjunctive sum operation $\cap[38]$ defined as

$$
\begin{equation*}
\left(m_{1} \cap m_{2}\right)(A)=\sum_{B \cap C=A} m_{1}(B) m_{2}(C) \tag{2}
\end{equation*}
$$

for all subset $A$ of $\Omega$. Obviously, $m_{1} \cap m_{2}$ may be subnormal, even if $m_{1}$ and $m_{2}$ are normalized. The quantity

$$
\kappa\left(m_{1}, m_{2}\right)=\left(m_{1} \cap m_{2}\right)(\varnothing)
$$

is called the degree of conflict between $m_{1}$ and $m_{2}$. Normalizing $m_{1} \cap m_{2}$ yields a normalized mass function $m_{1} \oplus m_{2}$, called the orthogonal sum of $m_{1}$ and $m_{2}$ and defined as

$$
\begin{equation*}
m_{1} \oplus m_{2}=\left(m_{1} \cap m_{2}\right)^{*} . \tag{3}
\end{equation*}
$$

The combination rule $\oplus$ defined by (3) is called Dempster's rule of combination, or the product-intersection rule. Both the unnormalized conjunctive rule $\cap$ and Dempster's rule $\oplus$ are commutative and associative, and the vacuous element $m_{\text {? }}$ is the neutral element of both operators. An important property is that, to combine several mass functions by Dempster's rule, we can use the unnormalized combination operator (2) and normalize only at the end, i.e., for $n$ arbitrary mass functions $m_{1}, \ldots, m_{n}$,

$$
\begin{equation*}
m_{1} \oplus \ldots \oplus m_{n}=\left(m_{1} \cap \ldots \odot m_{n}\right)^{*} . \tag{4}
\end{equation*}
$$

Dempster's rule can also be computed using the commonality function. The commonality function $Q: 2^{\Omega} \rightarrow[0,1]$ associated to a mass function $m$ is defined by

$$
\begin{equation*}
Q(A)=\sum_{B \supseteq A} m(B) \tag{5}
\end{equation*}
$$

for all $A \subseteq \Omega$. Conversely, $m$ can be recovered from $Q$ using the following formula,

$$
\begin{equation*}
m(A)=\sum_{B \supseteq A}(-1)^{|B|-|A|} Q(B) \tag{6}
\end{equation*}
$$

for all $A \subseteq \Omega$. If $Q_{1}$ and $Q_{2}$ are the commonality functions associated with two mass functions $m_{1}$ and $m_{2}$, then the commonality function $Q_{1} \cap Q_{2}$ associated with $m_{1} \cap m_{2}$ is the product of $Q_{1}$ and $Q_{2}$ :

$$
\begin{equation*}
Q_{1} \cap Q_{2}=Q_{1} \cdot Q_{2} . \tag{7}
\end{equation*}
$$

Dempster's rule can, thus, be implemented by computing the commonality functions using (5), multiplying them point-wise, converting the result back to a mass function using (6), and renormalizing using (1). However, the complexity of this procedure is $O\left(2^{K}\right)$, where $K$ is the cardinality of the frame of discernment. In contrast, masses are often assigned to a small number of focal sets, which makes the computation of Dempster's rule using (2)-(3) much more efficient.

### 2.2. Weights of evidence and separability

In practical applications, an elementary piece of evidence about a question of interest often comes as a nonempty set $A \subseteq \Omega$ of possible answers, and a degree of support $s \in[0,1)$ for that set. Mathematically, such a piece of information can be formalized as a simple mass function $m$ of the form

$$
\begin{equation*}
m(A)=s, \quad m(\Omega)=1-s . \tag{8}
\end{equation*}
$$

Given two simple mass functions $m_{1}$ and $m_{2}$ with the same focal set $A$ and degrees of support $s_{1}$ and $s_{2}$, their orthogonal sum is

$$
\begin{align*}
& \left(m_{1} \oplus m_{2}\right)(A)=1-\left(1-s_{1}\right)\left(1-s_{2}\right)  \tag{9a}\\
& \left(m_{1} \oplus m_{2}\right)(\Omega)=\left(1-s_{1}\right)\left(1-s_{2}\right) . \tag{9b}
\end{align*}
$$

Denoting the simple mass function (8) by $A^{w}$, where $w=-\ln (1-s)$ is the weight of evidence ${ }^{1}$ for $A$ as defined by Shafer [35, page 77], Eq. (9) becomes

$$
A^{w_{1}} \oplus A^{w_{2}}=A^{w_{1}+w_{2}}
$$

i.e., weights of evidence add up when combining simple mass functions with the same focus. The vacuous mass function can be written as $A^{0}$ for any $A \subseteq \Omega$.

A normal mass function $m$ is said to be separable [35] if it is the orthogonal sum of simple mass functions; it can be written as

$$
\begin{equation*}
m=\bigoplus_{\varnothing \neq A \subset \Omega} A^{w(A)}, \tag{10}
\end{equation*}
$$

where $w(A)$ is the weight of evidence for subset $A$. As a consequence of Theorem 5.2 in [35], this decomposition is unique and the weights $w(A)$ are all finite as long as $m(\Omega)>0(m$ is then said to be nondogmatic). Most mass functions used in practice are separable. This is the case, in particular, for consonant mass functions [9].

If $m$ is nondogmatic, the weights in (10) can be computed from the commonality function by the following equation [40]:

$$
\begin{equation*}
w(A)=\sum_{B \supseteq A}(-1)^{|B|-|A|} \ln Q(B), \tag{11}
\end{equation*}
$$

for all $A \in 2^{\Omega} \backslash\{\varnothing, \Omega\}$. This equation provides a test to determine if a normalized mass function $m$ is separable: the property holds iff the weights $w(A)$ computed from (11) are all positive or equal to zero. For an arbitrary nondogmatic mass function, we can still define a corresponding weight assignment as the mapping from $2^{\Omega} \backslash\{\varnothing, \Omega\}$ to $\mathbb{R}$ expressed by (11).

Let $w_{1}$ and $w_{2}$ be the weight assignments associated to two mass functions $m_{1}$ and $m_{2}$, and let $w_{1 \oplus 2}$ be the weight assignment corresponding to $m_{1} \oplus m_{2}$. As a consequence of (7) and (11), we have

$$
\begin{equation*}
w_{1 \oplus 2}=w_{1}+w_{2}, \tag{12}
\end{equation*}
$$

i.e., in the weight representation, Dempster's rule is just addition. Given the weight assignment $w$, the corresponding mass function can be recovered from (10), but $A^{w(A)}$ is only a valid simple mass function if $w(A) \geq 0$. If $w(A)<0$, the notation $A^{w(A)}$ can still be used to designate a "generalized simple mass function" [40], defined as a mapping that assigns

[^1]Table 1: Two mass functions with the corresponding commonality functions and weight assignments, and their orthogonal sum. The weight assignment of the orthogonal sum $m_{1 \oplus 2}=m_{1} \oplus m_{2}$ is the sum of the weight assignments of $m_{1}$ and $m_{2}$.

|  | $\varnothing$ | $\{a\}$ | $\{b\}$ | $\{a, b\}$ | $\{c\}$ | $\{a, c\}$ | $\{b, c\}$ | $\{a, b, c\}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $m_{1}$ | $\cdot$ | 0.5 | $\cdot$ | 0.3 | $\cdot$ | 0.1 | $\cdot$ | 0.1 |
| $Q_{1}$ | 1 | 1 | 0.4 | 0.4 | 0.2 | 0.2 | 0.1 | 0.1 |
| $w_{1}$ |  | 0.22 | $\cdot$ | 1.39 | $\cdot$ | 0.69 | $\cdot$ |  |
| $m_{2}$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | 0.4 | 0.2 | 0.4 |
| $Q_{2}$ | 1 | 0.8 | 0.6 | 0.4 | 1 | 0.8 | 0.6 | 0.4 |
| $w_{2}$ |  | $\cdot$ | $\cdot$ | $\cdot$ | -0.182 | 0.69 | 0.41 |  |
| $m_{1 \oplus 2}$ | $\cdot$ | 0.58 | 0.067 | 0.13 | 0.022 | 0.13 | 0.022 | 0.044 |
| $Q_{1 \oplus 2}$ | 1 | 0.89 | 0.267 | 0.18 | 0.222 | 0.18 | 0.067 | 0.044 |
| $w_{1 \oplus 2}$ |  | 0.22 | $\cdot$ | 1.39 | -0.182 | 1.39 | 0.41 |  |

a negative mass $s=1-e^{-w(A)}$ to $A$, and a mass $e^{-w(A)}>1$ to $\Omega$. Such mappings are not proper mass functions and they do not have a simple interpretation, but they can still be formally combined by Dempster's rule using (2)-(3). This notational trick makes it possible to recover $m$ from $w$ using (10) for any arbitrary nondogmatic mass function $m$.

Example 1. Let $\Omega=\{a, b, c\}$ be a frame of discernment with three elements. Table 1 shows two mass functions $m_{1}$ and $m_{2}$ with their corresponding commonality functions and weight assignments, as well as the result of the combination of $m_{1}$ and $m_{2}$ by Dempster's rule. We can see that $m_{1}$ is separable (the corresponding weights are all positive), whereas $m_{2}$ is not (as $w_{2}(\{c\})<0$ ). A negative weight of evidence can be interpreted as the "retraction" of some evidence [40, 17]. The weight assignment $w_{1 \oplus 2}$ of $m_{1 \oplus 2}=m_{1} \oplus m_{2}$ is the sum of the weight assignments $w_{1}$ and $w_{2}$. We remark that $m_{1 \oplus 2}$ is not separable.

Even though the mass functions of Example 1 are defined over a very small frame, we can already observe that the $Q$-representation is less parsimonious than the $w$-representation. This is due to the fact that the $Q$-representation is global: if some positive mass $m(A)>0$ is assigned to some focal set $A$, all subsets of $A$ will have a strictly positive commonality. In contrast, the weight-of-evidence representation is local: the combination with a simple mass function focused on a subset $A$ only changes the weight of $A$. As a consequence, weights of evidence are usually assigned to only a few subsets of the frame of discernment supported by the evidence (called supported sets in the rest of this paper), and the number of nonzero weights typically remains small when combining several mass functions by Dempster's rule.

### 2.3. Cautious rule of combination

In DS reasoning, it is often useful to compare the "information content" of two mass functions. This allows us, in particular, to find the least-committed mass function compatible
with a set of constraints induced by the available evidence, a principle known as the LeastCommitment Principle (LCP) [39]. Several informational orderings generalizing set inclusion have been proposed. For instance, the $q$-ordering [18] is defined by

$$
m_{1} \sqsubseteq_{q} m_{2} \text { iff } \forall A \subseteq \Omega, Q_{1}(A) \leq Q_{2}(A) .
$$

In particular, if there exists a mass function $m$ such that $m_{1}=m_{2} \oplus m$ and $m$ is not conflicting with $m_{2}$, i.e., $\kappa\left(m_{2}, m\right)=0$, then $m_{1}$ is $q$-more committed than $m_{2}$; in this case we have obviously $Q_{1}=Q_{2} \cdot Q \leq Q_{2}$. Being the orthogonal sum of $m_{2}$ and another mass function $m$, $m_{1}$ then clearly contains more information than $m_{2}$.

Another informational ordering, introduced in [9], is based on the comparison between weight assignments: for any two nondogmatic mass functions $m_{1}$ and $m_{2}$,

$$
m_{1} \sqsubseteq_{w} m_{2} \text { iff } \forall A \subseteq \Omega, w_{1}(A) \geq w_{2}(A)
$$

i.e., $m_{1}$ is $w$-more committed than $m_{2}$ if and only if it assigns larger weights of evidence to all hypotheses. An alternative interpretation is as follows: $m_{1}$ is $w$-more committed than $m_{2}$ iff there exists a separable mass function $m$ such that $m_{1}=m_{2} \oplus m$.

Let us now assume that we have two mass functions $m_{1}$ and $m_{2}$ from two sources that are not independent, and we wish to combine them conjunctively. The combined mass function $m_{12}$ should be more committed than both $m_{1}$ and $m_{2}$. Let $\mathcal{S}\left(m_{1}\right)$ and $\mathcal{S}\left(m_{2}\right)$ denote the sets of mass functions that are more committed than, respectively, $m_{1}$ and $m_{2}$. We thus require that $m_{12} \in \mathcal{S}\left(m_{1}\right) \cap \mathcal{S}\left(m_{2}\right)$. According to the LCP, the least committed mass function in the set $\mathcal{S}\left(m_{1}\right) \cap \mathcal{S}\left(m_{2}\right)$, according to some ordering $\sqsubseteq_{x}$, should be selected, if it exists. The existence of a least-committed element is not always guaranteed. If $m_{1}$ and $m_{2}$ are consonant and $x=q$, then the solution is the consonant mass function $m_{12}$ such that $P l_{12}(\{\omega\})=P l_{1}(\{\omega\}) \wedge P l_{2}(\{\omega\})$ for all $\omega \in \Omega$, where $\wedge$ denotes the minimum operator. However, the consonance condition is quite strict. For the $w$-ordering, the least-committed mass function in $\mathcal{S}\left(m_{1}\right) \cap \mathcal{S}\left(m_{2}\right)$ exists and is unique for any nondogmatic mass function [9]; it is given by

$$
m_{1} \otimes m_{2}=\bigoplus_{\varnothing \neq A \subset \Omega} A^{w_{1}(A) v w_{2}(A)},
$$

where $\vee$ denotes the maximum operator. The $\otimes$ operation is called the (normalized) cautious rule of combination [9]. Denoting by $w_{1 \otimes 2}$ the weight function corresponding to $m_{1} \otimes m_{2}$, we thus have

$$
\begin{equation*}
w_{1 \otimes 2}=w_{1} \vee w_{2}, \tag{13}
\end{equation*}
$$

which is to be compared to (12). The cautious rule is commutative, associative and idempotent, i.e., $m \otimes m=m$ for any nondogmatic mass function $m$. Also, the orthogonal sum is distributive with respect to $\mathbb{Q}$ : for any nondogmatic mass functions $m_{1}, m_{2}$ and $m_{3}$, we have

$$
\begin{equation*}
\left(m_{1} \oplus m_{2}\right) \otimes\left(m_{1} \oplus m_{3}\right)=m_{1} \oplus\left(m_{2} \oplus m_{3}\right) . \tag{14}
\end{equation*}
$$

Eq. (14) lays bare an important property of the cautious rule: when combining two overlapping pieces of evidence ( $m_{1} \oplus m_{2}$ and $m_{1} \oplus m_{3}$ ), the common part ( $m_{1}$ ) is not counted twice.

Table 2: The two mass functions of Example 1 and their combination by the cautious rule.

|  | $\varnothing$ | $\{a\}$ | $\{b\}$ | $\{a, b\}$ | $\{c\}$ | $\{a, c\}$ | $\{b, c\}$ | $\{a, b, c\}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $m_{1}$ | $\cdot$ | 0.5 | $\cdot$ | 0.3 | $\cdot$ | 0.1 | $\cdot$ | 0.1 |
| $w_{1}$ |  | 0.22 | $\cdot$ | 1.39 | $\cdot$ | 0.69 | $\cdot$ |  |
| $m_{2}$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | 0.4 | 0.2 | 0.4 |
| $w_{2}$ |  | $\cdot$ | $\cdot$ | $\cdot$ | -0.182 | 0.69 | 0.41 |  |
| $m_{1 \otimes 2}$ | $\cdot$ | 0.4 | 0.12 | 0.24 | 0.04 | 0.08 | 0.04 | 0.08 |
| $w_{1 \otimes 2}$ |  | 0.22 | $\cdot$ | 1.39 | $\cdot$ | 0.69 | 0.41 |  |

This property makes this rule suitable for combining nonindependent pieces of evidence. The cautious rule has shown good performance in many practical applications including classifier combination [34], visual tracking [29], face detection [21], expert opinion combination [24, 6] and cooperative perception in vehicular networks [20].

Example 2. Let us consider again the two mass functions $m_{1}$ and $m_{2}$ of Example 1. Table 2 shows these mass functions and their weight assignments, together with the result of their combination by the cautious rule. We observe that $m_{1 \otimes 2}=m_{1} \otimes m_{2}$ is separable. More generally, the combination of an arbitrary mass function with a separable mass function by the cautious rule is always separable.

It must be noted that the decision to use Dempster's rule or the cautious rule must be based on the consideration of the evidence on which agents have based the construction of their mass functions, Dempster's rule requiring the bodies of evidence to be entirely distinct [36]. Typically, the independence assumption can be considered to hold if agents use distinct sensor data, and it does not hold if they share common information or knowledge. In case of doubt, it may be preferable to use the more conservative cautious rule, which is less likely to yield overconfident conclusions.

## 3. Distributed orthogonal-sum and cautious combination

In this section, we show how Dempster's rule and the cautious rule can be implemented in a distributed way. We assume that $n$ agents are located at the nodes of a communication graph $\mathcal{G}(t)=(\mathcal{V}, \mathcal{E}(t))$, where $\mathcal{V}=\{1, \ldots, n\}$ is the set of vertices, $\mathcal{E}(t) \subseteq \mathcal{V}^{2}$ is the set of edges and $t$ is a discrete time index (Figure 1). Each agent $i$ holds a mass function $m_{i}$ and can communicate only with its neighbors in the graph. The communication graph is usually determined by physical constraints such as spatial distance and transmitter power in the case of wireless communication. When agent $i$ can receive information from agent $j$, it is often the case that agent $j$ can also receive information from agent $i$, i.e., the communication graph is undirected. While this assumption is not necessary for the subsequent analysis, it is often reasonable and we will adopt it hereafter to simplify the exposition.


Figure 1: Example of a connected graph with five vertices.

We wish to design distributed procedures whereby each agent can combine its mass function with those of other agents by any of the combination rules reviewed in Section 2. As a result, a consensus will be reached, each agent having the same mass function $m_{*}=m_{1} * \ldots * m_{n}$, with $*=\oplus$ or $*=\mathbb{Q}$. The key observation is that, as shown in Sections 2.2 and 2.3 , combination by Dempster's rule and the cautious rule can be achieved by computing, respectively, the sum and the maximum of the weights of evidence. Consequently, these rules can be implemented in a distributive way using average and maximum consensus algorithms [23, 32].

We note that, in this paper, we consider only the static consensus problem in which each agent $i$ first constructs a fixed mass function $m_{i}$ based, e.g., on sensor information in a first step, and then combines it with the mass functions of other agents in the network in a second step. A more difficult problem would be to consider situations in which agents continue to update their beliefs by collecting evidence from the outside world while simultaneously exchanging information with other agents in the network. The combination of dynamically changing reference signals in a decentralized fashion is referred to as the dynamic consensus problem [27]. This problem is more complex than the static one; in particular, the convergence of dynamic consensus algorithms can only be guaranteed under some assumptions on the dynamics of the individual reference signals. In practice, static consensus algorithms are applicable and are commonly used when the reference signals (here, individual mass functions) are either fixed, or are updated at a low frequency relative to the convergence time of a static consensus algorithm. This is the case, for instance, in mobile robotics application such as described in [32] or [20].

In the following, static consensus algorithms will first be reviewed in Section 3.1. The application to belief function combination will then be exposed in Section 3.2.

### 3.1. Consensus algorithms

Let us assume that each agent $i$ in the network initially holds a quantity or "state" $x_{i}(0)$, and agents update their states at discrete times $t=1,2, \ldots$, computing $x_{i}(t+1)$ from $x_{i}(t)$ using only the information from their neighbors in the communication graph $\mathcal{G}(t)$. The consensus problem is to design an update equation such that the states of all agents converge to the same value $\xi$, i.e., for all $i \in\{1, \ldots, n\}$,

$$
\lim _{t \rightarrow \infty} x_{i}(t)=\xi
$$

The average and maximum consensus problems correspond, respectively, to the cases where $\xi=\frac{1}{n} \sum_{i=1}^{n} x_{i}(0)$, and $\xi=\max _{1 \leq i \leq n} x_{i}(0)$. In the following, we focus on the average consensus problem first, and we address the simpler maximum consensus problem at the end of this section. Most of the material in this section is drawn from [23] and [32].

Preliminary definitions. Let $\boldsymbol{C}=\left(c_{i j}\right) \in \mathbb{R}^{n \times n}$ be an $n \times n$ square matrix. It is said to be stochastic if $c_{i j} \geq 0$ for all $(i, j)$, and $\sum_{j=1}^{n} c_{i j}=1$ for all $i$, i.e., each row sums to unity. If, additionally, $\sum_{i=1}^{n} c_{i j}=1$ for all $j$, i.e., each column also sums to unity, then $\boldsymbol{C}$ is said to be doubly stochastic. Obviously, all symmetric stochastic matrices are doubly stochastic. The graph $\mathcal{G}_{\boldsymbol{C}}$ of stochastic matrix $\boldsymbol{C} \in \mathbb{R}^{n \times n}$ is defined as $\left(\mathcal{V}, \mathcal{E}_{\boldsymbol{C}}\right)$ with $\mathcal{V}=\{1, \ldots, n\}$ and $\mathcal{E}_{C}=\left\{(i, j) \in \mathcal{V}^{2}: c_{i j}(t)>0\right\}$. Matrix $\boldsymbol{C}$ is compatible with graph $\mathcal{G}=(\mathcal{V}, \mathcal{E})$ if its graph $\mathcal{G}_{C}=\left(\mathcal{V}, \mathcal{E}_{C}\right)$ is a subgraph of $\mathcal{G}$, i.e., $\mathcal{E}_{C} \subseteq \mathcal{E}$. A graph $\mathcal{G}=(\mathcal{V}, \mathcal{E})$ is undirected if $(i, j) \in \mathcal{E}$ implies $(j, i) \in \mathcal{E}$. An undirected graph is connected if there is a path from any node to any other node in the graph. The set of neighbors of vertex $i \in \mathcal{V}$ in undirected graph $\mathcal{G}=(\mathcal{V}, \mathcal{E})$ is defined as $\mathcal{N}(i)=\{j \in \mathcal{V} \backslash\{i\}:(i, j) \in \mathcal{E}\}$. The union of two graphs $\mathcal{G}_{1}=\left(\mathcal{V}, \mathcal{E}_{1}\right)$ and $\mathcal{G}_{2}=\left(\mathcal{V}, \mathcal{E}_{2}\right)$ with the same set of vertices is defined as $\mathcal{G}_{1} \cup \mathcal{G}_{2}=\left(\mathcal{V}, \mathcal{E}_{1} \cup \mathcal{E}_{2}\right)$.

Linear consensus algorithm. We consider the following linear update equation

$$
\begin{equation*}
\boldsymbol{x}(t+1)=\boldsymbol{C}(t) \boldsymbol{x}(t) \tag{15}
\end{equation*}
$$

where $\boldsymbol{x}(t)=\left(x_{1}(t), \ldots, x_{n}(t)\right)^{T}$ is the column vector of states at time $t$ and $\boldsymbol{C}(t) \in \mathbb{R}^{n \times n}$ is a stochastic matrix compatible with the communication graph. Eq. (15) can be written as:

$$
x_{i}(t+1)=\sum_{j=1}^{n} c_{i j}(t) x_{j}(t)=x_{i}(t)+\sum_{j \in \mathcal{N}(i)} c_{i j}(t)\left(x_{j}(t)-x_{i}(t)\right)
$$

for $i=1, \ldots, n$. Each agent $i$ thus updates its state based on the states on its neighbors in the communication graph.

Several theoretical results guarantee the convergence to the average of the initial quantities $x_{i}(0)$. Let us first consider the case where the communication graph (assumed to be undirected) remains fixed during the execution of the algorithm and $\boldsymbol{C}(t)=\boldsymbol{C}$ is a constant matrix. Then, the following result holds [23, Theorem 3.1].

Proposition 1. If $\boldsymbol{C}$ is symmetric, stochastic and such that $c_{i i}>0$ for all $i$, and if $\mathcal{G}_{\boldsymbol{C}}$ is connected, then

$$
\lim _{t \rightarrow \infty} \boldsymbol{C}^{t}=\frac{1}{n} \mathbf{1}
$$

where $\mathbf{1}=(1, \ldots, 1)^{T} \in \mathbb{R}^{n}$, $t$ is a positive integer and

$$
C^{t}=\underbrace{C \ldots C}_{t \text { times }} .
$$

Consequently, the linear update equation (15) solves the average consensus problem.
As shown by Xiao and Boyd [45], the convergence rate of the linear consensus algorithm (15) with constant weight matrix $\boldsymbol{C}(t)=\boldsymbol{C}$, defined as

$$
r(\boldsymbol{C})=\sup _{\boldsymbol{x}(0) \neq \overline{\boldsymbol{x}}} \lim _{t \rightarrow \infty}\left(\frac{\|\boldsymbol{x}(t)-\overline{\boldsymbol{x}}\|_{2}}{\|\boldsymbol{x}(t)-\overline{\boldsymbol{x}}\|_{2}}\right)^{1 / t},
$$

where $\overline{\boldsymbol{x}}$ is the $n$-vector whose components are the average $(1 / n) \sum_{i=1}^{n} x_{i}(0)$, is equal to the spectral radius of matrix $\boldsymbol{C}-(1 / n) \mathbf{1 1}^{T}$. A method to design matrix $\boldsymbol{C}$ so as to maximize $r(\boldsymbol{C})$ is described in [45].

If the communication connectivity varies over time, then convergence to the average can still be guaranteed provided the union of the communication graphs $\mathcal{G}(t)$ over a time window of given length is connected. This is expressed by the following proposition [23, Theorem 3.2].

Proposition 2. Consider a sequence of symmetric stochastic matrices $\{\boldsymbol{C}(t)\}_{t=0}^{+\infty}$ verifying $c_{i i}(t)>0$ for all $i$. Let $\mathcal{G}(t)$ denote the graph of $\boldsymbol{C}(t)$. Then the sequence $\boldsymbol{C}(t)$ solves the average consensus problem if and only if there exists a positive integer $T$ such that the graphs $\overline{\mathcal{G}}(t)=\mathcal{G}(t) \cup \mathcal{G}(t+1) \cup \ldots \cup \mathcal{G}(t+T-1)$ for $t=0,1, \ldots$ are all connected.

When the weight matrix varies, the analysis of the convergence rate has to be based on worst-case analysis [23]. Bounds on the rate of convergence subject to constraints on the topological properties of the communication graphs and on the numerical values for the entries of $\boldsymbol{C}(t)$ are given in [1]. Other theoretical results pertain to the case where matrices $\{\boldsymbol{C}(t)\}$ are generated randomly. The reader is referred to [23] for a review of these results.

Design of matrices $\boldsymbol{C}(t)$. To implement a consensus strategy, we need to design either a single matrix $\boldsymbol{C}$ in the case of a fixed communication network, or a sequence of matrices $\boldsymbol{C}(t)$ if the connectivity changes. Optimal design methods, maximizing some global performance criterion, often require a centralized mechanism taking into account the topology of the whole network [45]. Here, we focus on local design methods, in which each agent can design its consensus update weights using only information provided by its neighbors.

A common choice for the weight matrix $\boldsymbol{C}$ when the network topology is fixed and agents update their state in a synchronized way is the matrix of Metropolis-Hastings weights [46],

$$
c_{i j}= \begin{cases}\frac{1}{\max (d(i), d(j))+1} & \text { if }(i, j) \in \mathcal{E} \text { and } i \neq j  \tag{16}\\ 1-\sum_{j=1, i \neq j}^{n} c_{i j} & \text { if } i=j,\end{cases}
$$



Figure 2: Convergence of states to the average using Metropolis-Hastings weights (Example 3). Each of the five curves represents the state of one of the five nodes as a function of the number of iterations. All states converge to the average $(1+2-1+0-2) / 5=0$ of the initial values.
where $d(i)=|\mathcal{N}(i)|$ is the number of neighbors of node $i$ (called the degree of node $i$ ). Clearly, this matrix is symmetric, stochastic and its diagonal elements are strictly positive. Furthermore, $\mathcal{G}_{C}=\mathcal{G}$. It thus satisfies the condition of Proposition 1 as long as $\mathcal{G}$ is connected, and it ensures average consensus.

Example 3. For the graph of Figure 1, the matrix of Metropolis-Hastings weights is

$$
\boldsymbol{C}=\left(\begin{array}{ccccc}
0.667 & 0.333 & 0 & 0 & 0  \tag{17}\\
0.333 & 0.417 & 0.25 & 0 & 0 \\
0 & 0.25 & 0.25 & 0.25 & 0.25 \\
0 & 0 & 0.25 & 0.75 & 0 \\
0 & 0 & 0.25 & 0 & 0.75
\end{array}\right) .
$$

Figure 2 shows the convergence of states to the average using the update rule (15) with this weight matrix, starting from the initial condition $\boldsymbol{x}(0)=(1,2,-1,0,-2)$.

In some real applications such as, e.g., those involving mobile robots exchanging information through an ad hoc network, the assumptions of fixed communication graph and synchronous communication cannot be made. As an example of a consensus strategy allowing for time-varying graphs and asynchronous communication, we can mention the symmetric gossip scheme [2, 23], in which at each time step a node $i$ transmits its information to one of its neighbors $j$, which in turn transmits back its information to $i$. After this information exchange, both nodes update their state using a consensus scheme. More formally, given a
communication graph $\mathcal{G}=(\mathcal{V}, \mathcal{E})$, assume that at each time $t$ a link $(i, j) \in \mathcal{E}$ with $i \neq j$ is selected, and matrix $\boldsymbol{C}(t)$ is defined as

$$
\begin{equation*}
\boldsymbol{C}(t)=\boldsymbol{C}^{i j}=\boldsymbol{I}_{n}-\frac{1}{2}\left(\boldsymbol{e}_{j}-\boldsymbol{e}_{i}\right)\left(\boldsymbol{e}_{j}-\boldsymbol{e}_{i}\right)^{T} \tag{18}
\end{equation*}
$$

where $\boldsymbol{I}_{n}$ is the identity matrix of dimension $n$, and $\boldsymbol{e}_{i}$ is the $n$-vector (i.e., column vector of dimension $n$ ) containing only zeros except for the $i$-th entry, which is set to one. Matrices $\boldsymbol{C}^{i j}$ verify the conditions stated in Proposition 2. If there exists an integer $T$ such that all links are selected at least once in every time window of length $T$, the joint graphs $\overline{\mathcal{G}}(t)=\bigcup_{i<j} \boldsymbol{C}^{i j}$ are connected, and the sequence of matrices $\boldsymbol{C}(t)$ solves the average consensus problem.
Example 4. The graph of Figure 1 has four links, with the following corresponding matrices:

$$
\begin{array}{ll}
\boldsymbol{C}^{12}=\left(\begin{array}{ccccc}
0.5 & 0.5 & 0 & 0 & 0 \\
0.5 & 0.5 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right), \quad \boldsymbol{C}^{23}=\left(\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0 \\
0 & 0.5 & 0.5 & 0 & 0 \\
0 & 0.5 & 0.5 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right), \\
\boldsymbol{C}^{34}=\left(\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0.5 & 0.5 & 0 \\
0 & 0 & 0.5 & 0.5 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right), \quad \boldsymbol{C}^{35}=\left(\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0.5 & 0 & 0.5 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0.5 & 0 & 0.5
\end{array}\right) .
\end{array}
$$

Figure 3 shows the convergence of states to the average using the update rule (15), starting from the same initial condition as in Example 3, and defining $\boldsymbol{C}(t)$ as one of the above four matrices picked in a random order.

Maximum consensus. Solving the maximum consensus problem means ensuring that the states $x_{i}(t)$ of all of the $n$ agents converge to the maximum of the initial states $x_{1}(0), \ldots, x_{n}(0)$. This can be achieved by the following nonlinear update rule:

$$
\begin{equation*}
x_{i}(t+1)=\max _{j \in\{i\} \cup \mathcal{N}(i)} x_{j}(t), \tag{19}
\end{equation*}
$$

i.e., at each time step, each agent updates its state by the maximum of its previous state and the states of its neighbors $[42,32]$. This algorithm solves the maximum consensus problem in a finite number of iterations under any of the following two conditions, which mirror the conditions of Propositions 1 and 2:

1. The communication graph $\mathcal{G}$ is fixed and connected.
2. There exists a positive integer $T$ such that the graphs $\overline{\mathcal{G}}(t)=\mathcal{G}(t) \cup \mathcal{G}(t+1) \cup \ldots \cup \mathcal{G}(t+$ $T-1)$ for $t=0,1, \ldots$ are all connected.

Example 5. Coming back to the network of Figure 1, assume that the initial condition is the initial condition $\boldsymbol{x}(0)=(1,2,-1,0,-2)$. Assuming the five agents update their states in a synchronized way, we have $\boldsymbol{x}(1)=(2,2,2,0,-1)$ and $\boldsymbol{x}(2)=(2,2,2,2,2)$, i.e., the procedure converges in only two iterations.


Figure 3: Convergence of states to the average using a symmetric gossip scheme (Example 4). Each of the five curves represents the state of one of the five nodes as a function of the number of iterations. All states converge to the average $(1+2-1+0-2) / 5=0$ of the initial values.

### 3.2. Application to belief function combination

Let us now assume that agents have collected evidence about some question, and they wish to combine this evidence by exchanging information through the network without any centralized mechanism. To reach this goal, the agents must first agree on the frame of discernment and on a common representation of the available evidence, which can then be combined using the cautious rule or Dempster's rule. These different steps are described below.

Frame of discernment. The first problem to solve is the definition of the frame of discernment $\Omega$. In some applications, this frame is fixed: for instance, in an intrusion detection problem, the frame has only two elements corresponding to the presence or absence of an intruder. In other applications, the frame may potentially be very large, and it may be computationally advantageous to restrict it to as few hypotheses as possible, by discarding hypotheses that are deemed impossible by all agents. For instance, assume that a fleet of mobile robots is searching for a lost object, and the search space is divided into a finite, but large number of cells. If all agents agree that some cells are impossible, then the frame of discernment should include only those cells that are considered possible by at least one agent. Let $\Theta=\left\{\theta_{1}, \ldots, \theta_{N}\right\}$ be an ordered set containing all hypotheses possible a priori, shared by all agents. Initially, each agent $i$ defines a set $\Omega_{i}(0) \subseteq \Theta$ containing the hypotheses it considers possible, given its own evidence. Then the update rule can be

$$
\begin{equation*}
\Omega_{i}(t+1)=\bigcup_{j \in\{i\} \cup \mathcal{N}(i)} \Omega_{j}(t) \tag{20}
\end{equation*}
$$

for $j=1, \ldots, n$. This "disjunctive" procedure will converge to $\Omega=\bigcup_{i=1}^{n} \Omega_{i}$ in a finite number of iterations. We note that a less conservative approach would be to replace union by intersection in (20), which would amount to discarding any hypothesis considered impossible (or maybe only forgotten or neglected) by even a single agent. This "conjunctive" procedure will then converge to $\bigcap_{i=1}^{n} \Omega_{i}$. While this approach may be preferred in some applications in which the agents' opinions are not expected to be conflicting, it is less robust than the previous one, and the disjunctive approach is arguably safer in many applications.

Evidence representation. After agents have agreed on an ordered frame of discernment $\Omega=$ $\left\{\omega_{1}, \ldots, \omega_{K}\right\}$, they can represent their evidence by nondogmatic mass functions $m_{i}$ on $\Omega$ corresponding to weight assignments $w_{i}: 2^{\Omega} \backslash\{\varnothing, \Omega\} \rightarrow \mathbb{R}$. A simple approach would be to represent each weight assignment by a vector of length $2^{K}-2$ but, as mentioned in Section 2.2 , most of the weights $w(A)$ will usually be null, except for a small number of supported sets. For large $K$, agents can limit the amount of communication by first sharing their collections of supported sets, which can be done as follows. Each subset $A \subseteq \Omega$ can be represented by a binary vector $\boldsymbol{a}=\left(a_{1}, \ldots, a_{K}\right) \in\{0,1\}^{K}$ such that $a_{j}=1$ if $\omega_{j} \in A$ and $a_{j}=0$ otherwise. This vector can alternatively be coded as an integer $\alpha=\sum_{j=1}^{K} a_{j} 2^{j-1}$. Let $\mathcal{F}_{i}(0)$ denote the set of integers representing the supported sets of agent i, i.e., the subsets $A \subseteq \Omega$ such that $w_{i}(A)>0$. The consensus algorithm based on the following update rule

$$
\begin{equation*}
\mathcal{F}_{i}(t+1)=\bigcup_{j \in\{i\} \cup \mathcal{N}(i)} \mathcal{F}_{j}(t) \tag{21}
\end{equation*}
$$

converges to $\mathcal{F}=\left\{\alpha_{1}, \ldots, \alpha_{r}\right\}=\bigcup_{i=1}^{n} \mathcal{F}_{i}(0)$. Each weight assignment $w_{i}$ can then be coded as an $r$-vector $\boldsymbol{w}_{i}(0)=\left(w_{i 1}(0), \ldots, w_{i r}(0)\right)^{T}$, where $w_{i j}(0)$ is the weight intially assigned by agent $i$ to subset $A_{j}$ represented by integer $\alpha_{j}$.

Example 6. Consider again five agents at the nodes of the graph of Figure 1. Assume that $\Theta=\left\{\theta_{1}, \ldots, \theta_{100}\right\}$. Representing the evidence of each agent by a vector of $2^{100}$ masses or commonalities would obviously be infeasible. Assume that the initial sets of possibilities of the five agents are

$$
\begin{array}{cc}
\Omega_{1}(0)=\left\{\theta_{10}, \theta_{11}, \theta_{13}, \theta_{14}\right\}, & \Omega_{2}(0)=\left\{\theta_{12}, \theta_{13}, \theta_{14}, \theta_{15}\right\} \\
\Omega_{3}(0)=\left\{\theta_{11}, \theta_{12}, \theta_{13}, \theta_{14}\right\}, & \Omega_{4}(0)=\left\{\theta_{12}, \theta_{13}, \theta_{15}, \theta_{16}\right\} \\
\Omega_{5}(0)=\left\{\theta_{11}, \theta_{13}, \theta_{15}, \theta_{16}\right\}
\end{array}
$$

After a finite number $t$ of iterations, the consensus algorithm defined by (20) converges to

$$
\Omega_{i}(t)=\Omega=\left\{\theta_{10}, \theta_{11}, \theta_{12}, \theta_{13}, \theta_{14}, \theta_{15}, \theta_{16}\right\}
$$

for $i=1, \ldots, 5$. Let us rename the elements of $\Omega$ as $\Omega=\left\{\omega_{1}, \ldots, \omega_{7}\right\}$. This is now the common frame of discernment for the five agents. Assume that the agents assess the evidence known to them and represent it by the following separable mass functions:

$$
m_{1}=\left\{\omega_{4}\right\}^{0.5} \oplus\left\{\omega_{2}, \omega_{4}\right\}^{0.8}, \quad m_{2}=\left\{\omega_{3}\right\}^{1} \oplus\left\{\omega_{3}, \omega_{4}\right\}^{1.2}
$$

$$
\begin{gathered}
m_{3}=\left\{\omega_{3}, \omega_{4}\right\}^{0.3} \oplus\left\{\omega_{3}, \omega_{4}, \omega_{5}\right\}^{0.9}, \quad m_{4}=\left\{\omega_{4}, \omega_{6}, \omega_{7}\right\}^{0.2} \\
m_{5}=\left\{\omega_{2}, \omega_{4}\right\}^{0.7} \oplus\left\{\omega_{2}, \omega_{4}, \omega_{6}, \omega_{7}\right\}^{1.1}
\end{gathered}
$$

For $m_{1}$, the supported sets are $\left\{\omega_{4}\right\}$ and $\left\{\omega_{2}, \omega_{4}\right\}$. Their binary representations are, respectively, $\boldsymbol{a}_{1}=(0,0,0,1,0,0,0)$ and $\boldsymbol{a}_{2}=(0,1,0,1,0,0,0)$, and their corresponding integer representations are $\alpha_{1}=2^{3}=8$ and $\alpha_{2}=2^{1}+2^{3}=10$. Consequently, $\mathcal{F}_{1}(0)=\{8,10\}$. Similarly, $\mathcal{F}_{2}(0)=\{4,12\}, \mathcal{F}_{3}(0)=\{12,28\}, \mathcal{F}_{4}(0)=\{104\}$ and $\mathcal{F}_{5}(0)=\{10,106\}$. The consensus algorithm based on update equation (21) converges after a finite number of iterations to the union of the $\mathcal{F}_{i}(0)$, i.e.,

$$
\mathcal{F}=\{4,8,10,12,28,104,106\} .
$$

The weight assignments can, thus, be represented as vectors of length $r=|\mathcal{F}|=7$ as follows:

|  | $\alpha_{j}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 4 | 8 | 10 | 12 | 28 | 104 | 106 |
| $\boldsymbol{w}_{1 .}(0)$ | 0 | 0.5 | 0.8 | 0 | 0 | 0 | 0 |
| $\boldsymbol{w}_{2 .}(0)$ | 1 | 0 | 0 | 1.2 | 0 | 0 | 0 |
| $\boldsymbol{w}_{3 .}(0)$ | 0 | 0 | 0 | 0.3 | 0.9 | 0 | 0 |
| $\boldsymbol{w}_{4 .}(0)$ | 0 | 0 | 0 | 0 | 0 | 0.2 | 0 |
| $\boldsymbol{w}_{5 .}(0)$ | 0 | 0 | 0.7 | 0 | 0 | 0 | 1.1 |

Cautious combination. As explained in Section 2.3, the cautious rule consists in computing the maximum of weights of evidence. This can be done in a distributed way by applying the update rule (19) to each components of vectors $\boldsymbol{w}_{i}$ in parallel. More precisely, at each time $t+1$, each agent $i$ updates its weights $w_{i j}(t)$ as

$$
w_{i j}(t+1)=\max _{j \in\{i\} \cup \mathcal{N}(i)} w_{i j}(t), \quad j=1, \ldots, r
$$

Each iteration of this maximum consensus algorithm thus requires $r d_{i}$ maximum operations at each node $i$, where $d_{i}=|\mathcal{N}(i)|$ is the degree of note $i$. Under the conditions specified in Section 3.1, this algorithm converges in finite number $t$ of iterations to

$$
w_{1 j}(t)=w_{2 j}(t)=\ldots=w_{n j}(t)=w_{\vee j}=\max _{i} w_{i j}(0), \quad j=1, \ldots, r
$$

Each agent can then compute the mass function $m_{\otimes}=m_{1} \otimes \ldots \otimes m_{n}$ as

$$
\begin{equation*}
m_{\triangle}=\bigoplus_{j=1}^{r} A_{j}^{w_{\vee j}} \tag{22}
\end{equation*}
$$

where $A_{j}$ denotes the subset corresponding to $\alpha_{j}$. The number of operations needed to compute the orthogonal sum of $r$ mass functions, each having two focal sets in a frame of size $K$, is bounded upwards by $K 2^{r+1}$, but it is often much less, as the number of focal sets of the final combined mass function is often much less than $2^{r}$ [43].

Example 7. Continuing Example 6, let us assume that the five agents update the weight vectors $\boldsymbol{x}_{i}(t)$ synchronously. The sequence of states is as follows:

|  | $\alpha_{j}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 4 | 8 | 10 | 12 | 28 | 104 | 106 |
| $\boldsymbol{w}_{1 .}(1)$ | 1 | 0.5 | 0.8 | 1.2 | 0.0 | 0.0 | 0.00 |
| $\boldsymbol{w}_{2 .}(1)$ | 1 | 0.5 | 0.8 | 1.2 | 0.9 | 0.0 | 0.0 |
| $\boldsymbol{w}_{3 \cdot}(1)$ | 1 | 0.0 | 0.7 | 1.2 | 0.9 | 0.2 | 1.1 |
| $\boldsymbol{w}_{4 .}(1)$ | 0 | 0.0 | 0.0 | 0.3 | 0.9 | 0.2 | 0.0 |
| $\boldsymbol{w}_{5 \cdot}(1)$ | 0 | 0.0 | 0.7 | 0.3 | 0.9 | 0.0 | 1.1 |


|  | $\alpha_{j}$ |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 4 | 8 | 10 | 12 | 28 | 104 | 106 |
| $\boldsymbol{w}_{1 .}(2)$ | 1 | 0.5 | 0.8 | 1.2 | 0.9 | 0.0 | 0.0 |
| $\boldsymbol{w}_{2 .}(2)$ | 1 | 0.5 | 0.8 | 1.2 | 0.9 | 0.2 | 1.1 |
| $\boldsymbol{w}_{3 .}(2)$ | 1 | 0.5 | 0.8 | 1.2 | 0.9 | 0.2 | 1.1 |
| $\boldsymbol{w}_{4 .}(2)$ | 1 | 0.0 | 0.7 | 1.2 | 0.9 | 0.2 | 1.1 |
| $\boldsymbol{w}_{5 .}(2)$ | 1 | 0.0 | 0.7 | 1.2 | 0.9 | 0.2 | 1.1 |


|  | $\alpha_{j}$ |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 4 | 8 | 10 | 12 | 28 | 104 | 106 |
| $\boldsymbol{w}_{1 .}(3)$ | 1 | 0.5 | 0.8 | 1.2 | 0.9 | 0.2 | 1.1 |
| $\boldsymbol{w}_{2 .}(3)$ | 1 | 0.5 | 0.8 | 1.2 | 0.9 | 0.2 | 1.1 |
| $\boldsymbol{w}_{3 .}(3)$ | 1 | 0.5 | 0.8 | 1.2 | 0.9 | 0.2 | 1.1 |
| $\boldsymbol{w}_{4 .}(3)$ | 1 | 0.5 | 0.8 | 1.2 | 0.9 | 0.2 | 1.1 |
| $\boldsymbol{w}_{5 .} .(3)$ | 1 | 0.5 | 0.8 | 1.2 | 0.9 | 0.2 | 1.1 |

The network thus converges in only three iterations to the weight assignment vector $\boldsymbol{w}_{\vee}=$ ( $1,0.5,0.8,1.2,0.9,0.2,1.1$ ), which corresponds to the following mass function:

$$
\begin{aligned}
m_{\otimes}=\left\{\omega_{3}\right\}^{1} \oplus\left\{\omega_{4}\right\}^{0.5} \oplus\left\{\omega_{2}, \omega_{4}\right\}^{0.8} \oplus & \left\{\omega_{3}, \omega_{4}\right\}^{1.2} \oplus \\
& \left\{\omega_{3}, \omega_{4}, \omega_{5}\right\}^{0.9} \oplus\left\{\omega_{4}, \omega_{6}, \omega_{7}\right\}^{0.2} \oplus\left\{\omega_{2}, \omega_{4}, \omega_{6}, \omega_{7}\right\}^{1.1}
\end{aligned}
$$

equal to

$$
\begin{gathered}
m_{\mathbb{Q}}\left(\left\{\omega_{3}\right\}\right)=0.1132, \quad m_{\triangle}\left(\left\{\omega_{4}\right\}\right)=0.7697, \quad m_{\triangle}\left(\left\{\omega_{2}, \omega_{4}\right\}\right)=0.0297 \\
m_{\mathbb{Q}}\left(\left\{\omega_{3}, \omega_{4}\right\}\right)=0.0460, \quad m_{\triangle}\left(\left\{\omega_{3}, \omega_{4}, \omega_{5}\right\}\right)=0.0118, \quad m_{\otimes}\left(\left\{\omega_{4}, \omega_{6}, \omega_{7}\right\}\right)=0.0054
\end{gathered}
$$

$$
m_{\otimes}\left(\left\{\omega_{2}, \omega_{4}, \omega_{6}, \omega_{7}\right\}\right)=0.0162, \quad m_{\triangle}(\Omega)=0.0081
$$

Combination by Dempster's rule. As shown in Section 2.2, Dempster's rule can be implemented by summing the weight assignment vectors. In order to use the linear average consensus algorithm based on update rule (15) for that purpose, agents need to know the total number $n$ of nodes (vertices) in the network. This number can be set in advance in the case of a fixed communication network, but it needs to be estimated in the case of a dynamic time-varying network. Distributed methods for counting the number of nodes in a network
are described in [23] and [32, pages 61-62]. We only give the former simpler method here. Assume that the initial conditions are $x_{1}(0)=1$ and $x_{i}=0$ for $i=2, \ldots, n$ (i.e., the initial states are 1 for one agent and 0 for the others). If the state variables $x_{i}(t)$ are updated using the average consensus algorithm, we have

$$
\lim _{t \rightarrow \infty} x_{i}(t)=\frac{1}{N} \sum_{i=1}^{n} x_{i}(0)=\frac{1}{n}
$$

Denoting $\widehat{n}_{i}(t)=1 / x_{i}(t)$, we thus have $\lim _{t \rightarrow \infty} \widehat{n}_{i}(t)=n$.
Once the number of nodes has been estimated, the algorithm defined by update equation (15) can be used to compute the average weights of evidence assigned to each supported set in a distributed way. After convergence, the average weights will be multiplied by $n$ to obtain the sum of the weights. Let $\boldsymbol{w}_{\cdot j}(0)=\left(w_{1 j}(0), \ldots, w_{n j}(0)\right)^{T}$ be the $n$-vector of weights of evidence for supported set $A_{j}$ initially held by the $n$ agents. The partial state vectors $\boldsymbol{w}_{. j}(t)$ for $j=1, \ldots, r$ can be updated in parallel at time $t+1$ using linear equations

$$
\begin{equation*}
\boldsymbol{w}_{\cdot j}(t+1)=\boldsymbol{C} \boldsymbol{w}_{\cdot j}(t) . \tag{23}
\end{equation*}
$$

Let $\underline{\boldsymbol{w}}(t)=\left(\boldsymbol{w}_{\cdot 1}(t)^{T}, \ldots, \boldsymbol{w}_{\cdot r}(t)^{T}\right)^{T}$ be the $r n$-vector obtained by concatenating the $r$ vectors $\boldsymbol{w}_{. j}(t), j=1, \ldots, r$, and let $\underline{\boldsymbol{C}}$ be the $r n \times r n$ matrix $\underline{\boldsymbol{C}}=\boldsymbol{I}_{r} \otimes \boldsymbol{C}$, where $\boldsymbol{I}_{r}$ is the identity matrix of size $r$ and $\otimes$ is the Kronecker product. Then, the $r$ update equations (23) can be written more compactly as

$$
\begin{equation*}
\underline{\boldsymbol{w}}(t+1)=\underline{\boldsymbol{C}} \underline{\boldsymbol{w}}(t) . \tag{24}
\end{equation*}
$$

Under the conditions of Propositions 1 or 2 , we have

$$
\lim _{t \rightarrow \infty} n w_{i j}(t)=\sum_{i=1}^{n} w_{i j}(0)
$$

i.e., each agent $i$ holds after convergence the $r$-vector of sums $\boldsymbol{w}_{\Sigma}=\left(\sum_{i=1}^{n} w_{i 1}, \ldots, \sum_{i=1}^{n} w_{i r}\right)$, which makes it possible to compute the orthogonal sum

$$
\begin{equation*}
m_{\oplus}=m_{1} \oplus \ldots \oplus m_{n}=\bigoplus_{j=1}^{r} A_{j}^{w_{\Sigma j}} \tag{25}
\end{equation*}
$$

The amount of computation of the distributed Dempster's rule is similar to that of the distributed cautious rule. During the first run of the average consensus to compute the number of nodes, the amount of arithmetic operations at each node $i$ during each iteration is proportional to $d_{i}$. During the second run to sum up the weights, it is proportional to $r d_{i}$. The computation of $m_{\oplus}$ from the weight vector $\boldsymbol{w}_{\Sigma}$ requires $O\left(K 2^{r+1}\right)$ arithmetic operations in the worst case.

Example 8. Considering again the data of Example 6, Figure 4 shows the convergence of quantities $n w_{i j}(t)$ to $\sum_{i=1}^{n} w_{i j}(0)$, using the Metropolis-Hastings matrix (17) in the update


Figure 4: Distributed implementation of Dempster's rule: convergence of $n w_{i j}(t)$ to the sum $\sum_{i=1}^{n} w_{i j}(0)$ of initial weights (Example 8). There are $n=5$ agents and $r=7$ supported sets $A_{j}$, which makes $5 \times$ $7=35$ curves. We used separate color for each supported set. The values at convergence are $\boldsymbol{w}_{\Sigma}=$ (1.0, 0.5, 1.5, 1.5, 0.9, 0.2, 1.1).
equations (23). The network converges to $\boldsymbol{w}_{\Sigma}=(1.0,0.5,1.5,1.5,0.9,0.2,1.1)$, corresponding to the orthogonal sum

$$
\begin{aligned}
m_{\oplus}=\left\{\omega_{3}\right\}^{1} \oplus\left\{\omega_{4}\right\}^{0.5} \oplus\left\{\omega_{2}, \omega_{4}\right\}^{1.5} \oplus & \left\{\omega_{3}, \omega_{4}\right\}^{1.5} \oplus \\
& \left\{\omega_{3}, \omega_{4}, \omega_{5}\right\}^{0.9} \oplus\left\{\omega_{4}, \omega_{6}, \omega_{7}\right\}^{0.2} \oplus\left\{\omega_{2}, \omega_{4}, \omega_{6}, \omega_{7}\right\}^{1.1}
\end{aligned}
$$

equal to

$$
\begin{gathered}
m_{\oplus}\left(\left\{\omega_{3}\right\}\right)=0.0596, \quad m_{\oplus}\left(\left\{\omega_{4}\right\}\right)=0.8644, \quad m_{\oplus}\left(\left\{\omega_{2}, \omega_{4}\right\}\right)=0.0329 \\
m_{\oplus}\left(\left\{\omega_{3}, \omega_{4}\right\}\right)=0.0269, \quad m_{\oplus}\left(\left\{\omega_{3}, \omega_{4}, \omega_{5}\right\}\right)=0.0046, \quad m_{\oplus}\left(\left\{\omega_{4}, \omega_{6}, \omega_{7}\right\}\right)=0.0021 \\
m_{\oplus}\left(\left\{\omega_{2}, \omega_{4}, \omega_{6}, \omega_{7}\right\}\right)=0.0063, \quad m_{\oplus}(\Omega)=0.0031 .
\end{gathered}
$$

## 4. Robust combination

Both Dempster's rule and the cautious rule assume the combined pieces of evidence to be reliable. For this condition to hold, it is necessary, in particular, that the different agents address the same question. There are, however, situations in which this assumption cannot be guaranteed to be verified. Consider, for instance, the data association problem [12, 30], in which agents collect sensor information about a set of objects. Before this information can be combined, we need to match the objects perceived by each pair of agents. If matching errors occur, then the beliefs held by one agent about some object may be erroneously combined
with the beliefs held by the other agent about another object. If the number of agents is large enough and if the matching error probability is small, we can expect to observe consensus among a majority of agents and a few outliers. A robust combination procedure should be able to exclude those outliers and combine only information from consistent sources. In this section, we describe such a procedure based on the RANSAC algorithm [22]. The idea of applying a RANSAC-like algorithm to robust combination of belief functions was first proposed by Zair et al. [49, 48]. Our proposal is closer to the original RANSAC algorithm and lends itself to distributed implementation using some ideas from [32, Chapter 4].

In the following, we first recall the RANSAC algorithm and discuss its application to belief function combination in Section 4.1. The distributed implementation is then described in Section 4.2 and an illustrative example is presented in Section 4.3.

### 4.1. RANSAC algorithm and application to evidence combination

The random sample consensus (RANSAC) algorithm [22] aims to estimate the parameters of a model from a dataset containing a limited number of outliers. There exist several variants of this algorithm, but the method basically consists in randomly selecting a subsample of the dataset and using it to fit a model. All data items then "vote" for that model if they are well explained by it (i.e., if the model error is less than some threshold). The process is repeated a given number of times, and the model with the largest number of votes is selected. Finally, a better model is fitted by including in the subsample all the observations that voted for the winning model.

The algorithm has three parameters: the size $\nu$ of each random subsample, the error threshold $\tau$ used in the voting process, and the number $N$ of generated models. In applications such as least-squares estimation, $\nu$ is usually chosen as the minimum number of observations to fit a model (i.e., $\nu=2$ for a straight line). The threshold parameter $\tau$ is application-specific and reflects how well the user expects a correct model to explain "inliers". To fix $N$, Fischler and Bolles [22] propose the following line of reasoning. Assume that each observation has a probability $p_{\text {in }}$ to be an inlier. The probability that a subsample of size $\nu$ is composed of only inliers is $p_{\text {in }}^{\nu}$ and, consequently, the probability that a sample of size $\nu$ contains at least one outlier is $1-p_{\text {in }}^{\nu}$. If $N$ samples are generated, the probability that at least one of them contains only inliers is, thus, $1-\left(1-p_{i n}^{\nu}\right)^{N}$. For this probability to be larger that some predefined value $p_{\text {suc }}, N$ has to verify the following inequality:

$$
\begin{equation*}
N \geq \frac{\log \left(1-p_{\mathrm{suc}}\right)}{\log \left(1-p_{\mathrm{in}}^{\nu}\right)} \tag{26}
\end{equation*}
$$

When applying the RANSAC approach to evidence combination, the dataset is a set $\mathcal{M}=\left\{m_{1}, \ldots, m_{n}\right\}$ of $n$ mass functions. Given a subset of indices $\mathcal{I} \subset\{1, \ldots, n\}$ of cardinality $\nu$, a model is the mass function $m_{\mathcal{I}}$ obtained by combining the mass functions $\left\{m_{i}: i \in \mathcal{I}\right\}$. Assuming, as in [49, 48], the mass functions to be combined by Dempster's rule, we have

$$
\begin{equation*}
m_{\mathcal{I}}=\bigoplus_{i \in \mathcal{I}} m_{i} \tag{27}
\end{equation*}
$$

As a measure of discrepancy between a model $m_{\mathcal{I}}$ and a mass function $m_{j}$, we can use the degree of conflict between $m_{j}$ and $m_{\mathcal{I}}$ as

$$
\begin{equation*}
\kappa\left(m_{\mathcal{I}}, m_{j}\right)=\left(m_{\mathcal{I}} \cap m_{j}\right)(\varnothing) . \tag{28}
\end{equation*}
$$

In [49, 48], the authors do not select a random subset $\mathcal{I}$ as in the original RANSAC algorithm, but they search the space $2^{\mathcal{M}}$ of all models, adding or removing one mass function at a time. This approach is interesting but it is difficult to implement in a distributed way. For this reason, we stick to the standard RANSAC algorithm in this paper. The centralized (non distributed) procedure is described in Algorithm 1.
Remark 1. When $n$ is small, the random sampling can be replaced by an exhaustive enumeration of all subsets $\mathcal{I}$ of $\{1, \ldots, n\}$ of cardinality $\nu$.
Remark 2. The same approach can be used with the cautious rule instead of Dempster's rule. In that case, (27) is replaced by

$$
\begin{equation*}
m_{\mathcal{I}}=\mathbb{Q}_{i \in \mathcal{I}} m_{i} \tag{29}
\end{equation*}
$$

and the degree of conflict between $m_{\mathcal{I}}$ and $m_{j}$ is computed as

$$
\kappa_{\otimes}\left(m_{\mathcal{I}}, m_{j}\right)=\left(m_{\mathcal{I}} \wedge m_{j}\right)(\varnothing),
$$

where A denotes the unnormalized cautious rule [9].
Example 9. Figure 5 shows $n=40$ mass functions on $\Omega=\left\{\omega_{1}, \omega_{2}\right\}$ in barycentric coordinates. The bottom left, bottom right and top vertices correspond, respectively, to focal sets $\left\{\omega_{1}\right\},\left\{\omega_{2}\right\}$ and $\Omega$. Thirty "inlier" mass functions support $\left\{\omega_{1}\right\}$ while 10 outliers (in the lower-left corner) support $\left\{\omega_{2}\right\}$. Algorithm 1 was run with $\tau=0.3$ and $\nu=5$. Choosing $p_{\text {suc }}=0.9999$ and $p_{\text {in }}=0.75$ in (26) gave us $N=34$. Figures $5 a$ and $5 b$ show two subsamples $\mathcal{I}$ (marked by crosses), with the corresponding sets of outliers (filled circles) and inliers (unfilled circles). The solution of Figure 5 a has a score of 30 and is the optimal solution found by the algorithm. In contrast, Figure $5 b$ shows a suboptimal solution with a score of 6 . The intermediate mass functions $m_{\mathcal{I}}$ and the final mass functions $m$ are shown, respectively, as squares and triangles.

### 4.2. Distributed implementation

The RANSAC procedure described above can be implemented in a distributed way using ideas introduced in [32, Chapter 4]. As in Section 3.2, we assume $n$ agents to be located at the nodes of a network with fixed or time-varying connectivity and verifying the conditions of Propositions 1 or 2 , respectively. We assume that the agents have already agreed on the frame of discernement and the list of supported sets using the distributed procedure described in Section 3.2, and that each agent $j$ holds a weight assignment vector $\boldsymbol{w}_{j}$ representing some piece of evidence. We wish to design a robust distributed procedure for combining this evidence using either Dempster's rule or the cautious rule. Dempster's rule will be assumed in the rest of this section for ease of exposition. To this end, the following three steps have to be performed without any centralized mechanism: (1) generation of models from random subsamples, (2) voting process and (3) combination of inliers. These steps are described below.

```
Algorithm 1 Centralized RANSAC algorithm for combining belief functions by Dempster's
rule.
Require: Set of mass functions \(\mathcal{M}=\left\{m_{1}, \ldots, m_{n}\right\}\), subsample size \(\nu\), conflict threshold \(\tau\),
    sucess probability \(p_{\text {suc }}\), inlier probability \(p_{\text {in }}\)
    \(N \leftarrow\left\lceil\frac{\log \left(1-p_{\text {suc }}\right)}{\log \left(1-p_{\text {in }}^{\prime}\right)}\right\rceil\)
    best.score \(\leftarrow 0\)
    for \(i=1\) to \(N\) do
        Draw a set \(\mathcal{I}\) of \(\nu\) elements from \(\{1, \ldots, n\}\)
        score \(\leftarrow 0\)
        Maybe.Inliers \(\leftarrow \varnothing\)
        \(m_{\mathcal{I}} \leftarrow \oplus_{i \in \mathcal{I}} m_{i}\)
        for \(j=1\) to \(n\) do
            \(\kappa\left(m_{\mathcal{I}}, m_{j}\right) \leftarrow\left(m_{\mathcal{I}} \cap m_{j}\right)(\varnothing)\)
            if \(\kappa\left(m_{\mathcal{I}}, m_{j}\right) \leq \tau\) then
                score \(\leftarrow\) score +1
                Maybe.Inliers \(\leftarrow\) Maybe.Inliers \(\cup\{j\}\)
            end if
        end for
        if score > best.score then
            best.score \(\leftarrow\) score
            Inliers \(\leftarrow\) Maybe.Inliers
        end if
    end for
    \(m \leftarrow \oplus_{i \in \text { Inliers }} m_{i}\)
Ensure: \(m\), Inliers
```



Figure 5: Mass functions of Example 9 in barycentric coordinates, for two different subsamples $\mathcal{I}$ of size $\nu=5$ shown as crosses. Outliers and inliers are shown, respectively, as filled and unfilled circles. The intermediate mass functions $m_{\mathcal{I}}$ and the final mass functions $m$ are shown, respectively, as squares and triangles. The solution on the left-hand side (a) is optimal and has a score of 30 . It is the final result of the algorithm. The solution on the right-hand side (b) is suboptimal and has a score of 6 .

Model generation. This step can be carried out using a random number generation procedure and the maximum consensus algorithm. Initially, each agent $i$ generates a random number $\beta_{i}$. Let

$$
\beta_{(1)}>\beta_{(2)}>\ldots>\beta_{(n)}
$$

be the $n$ numbers $\beta_{i}$ (assumed to be distinct) in decreasing order. We need a distributed mechanism for computing the $\nu$ largest elements $\beta_{(1)}, \ldots, \beta_{(\nu)}$. This can be achieved by defining initial sets $\boldsymbol{\beta}_{j}(0)=\left\{\beta_{j}\right\}$ and using the following update equation:

$$
\begin{equation*}
\boldsymbol{\beta}_{j}(t+1)=\max _{\nu}\left[\boldsymbol{\beta}_{j}(t) \cup\left(\bigcup_{k \in \mathcal{N}(j)} \boldsymbol{\beta}_{k}(t)\right)\right] \tag{30}
\end{equation*}
$$

where $\max _{\nu}$ selects the $\nu$ largest in a set. By iteratively applying (30), each $\boldsymbol{\beta}_{j}(t)$ converges to the set $\boldsymbol{\beta}=\left\{\beta_{(1)}, \ldots, \beta_{(\nu)}\right\}$, and the subsample $\mathcal{I}$ is defined as $\mathcal{I}=\left\{j: \beta_{j} \in \boldsymbol{\beta}\right\}$. Each agent knows whether it belongs to $\mathcal{I}$ or not. Let

$$
\boldsymbol{w}_{j}(0)= \begin{cases}\boldsymbol{w}_{j} & \text { if } j \in \mathcal{I} \\ \mathbf{0} & \text { otherwise }\end{cases}
$$

where $\mathbf{0}=(0, \ldots, 0)$ is a vector of zeros, which is the weight assignment vector of the vacuous mass function $m_{\text {? }}$. The average consensus algorithm described in Section 3.2 converges to the average $\frac{1}{n} \sum_{j \in \mathcal{I}} \boldsymbol{w}_{j}$, which after multiplication by $n$ gives us the weight assignment vector $\boldsymbol{w}_{\mathcal{I}}=\sum_{j \in \mathcal{I}} \boldsymbol{w}_{j}$ corresponding to $m_{\mathcal{I}}=\bigoplus_{j \in \mathcal{I}} m_{j}$. The process can be executed in parallel to generate $N$ subsamples $\mathcal{I}_{1}, \ldots, \mathcal{I}_{N}$ and the corresponding combined weight vectors $\boldsymbol{w}_{\mathcal{I}_{1}}, \ldots, \boldsymbol{w}_{\mathcal{I}_{N}}$.

Voting. After the $N$ models have been generated, each agent $j$ votes for them by computing the mass functions $m_{\mathcal{I}_{i}}$ and the degrees of conflict $\kappa\left(m_{\mathcal{I}_{i}}, m_{j}\right)$. The votes of agent $j$ may be encoded in the binary $N$-vector $\boldsymbol{v}_{j}(0)=\left(v_{j 1}(0), \ldots, v_{j_{N}}(0)\right)$ defined as

$$
v_{j i}(0)= \begin{cases}1 & \text { if } \kappa\left(m_{\mathcal{I}_{i}}, m_{j}\right) \leq \tau \\ 0 & \text { otherwise }\end{cases}
$$

The vote vectors are then updated using the average consensus algorithm, which after convergence allows each agent to compute the score of each of the $N$ models:

$$
\operatorname{score}_{i}=\sum_{j=1}^{n} v_{j i}
$$

The winning model is the one with the largest of votes and, in case of ties, the smallest index:

$$
i^{*}=\min \left(\arg \max _{1 \leq i \leq N} \operatorname{score}_{i}\right)
$$

Combination of the inliers. The final step of the RANSAC algorithm is the combination of the inlier mass functions. Each agent knows whether it voted for model $i^{*}$ and thus belongs to the inlier set:

$$
\text { Inliers }=\left\{j \in\{1, \ldots, n\}: v_{j i^{*}}=1\right\} .
$$

To combine the mass functions $m_{j}$ for $j \in \operatorname{Inliers}$, we initialize the weight assignment vectors as

$$
\boldsymbol{w}_{j}(0)= \begin{cases}\boldsymbol{w}_{j} & \text { if } j \in \operatorname{In} l i e r s, \\ 0 & \text { otherwise },\end{cases}
$$

and execute one more time the average consensus algorithm. After convergence and multiplication by $n$, each agent gets the weight vector $\boldsymbol{w}=\sum_{j \in \text { Inliers }} \boldsymbol{w}_{j}$, from which the mass function $m$ can be computed as

$$
m=\bigoplus_{k=1}^{r} A_{k}^{w_{k}},
$$

where $A_{1}, \ldots, A_{r}$ are the $r$ supported sets identified at the beginning of the process.

### 4.3. Illustrative example

As an example, we consider an idealized distributed classification problem in which each agent observes a feature vector whose distribution depends on the class variable $Y \in$ $\Omega=\left\{\omega_{1}, \omega_{2}, \ldots, \omega_{K}\right\}$. Let $X_{i}$ be the feature vector observed by agent $i$ and let $f_{i k}$ be its conditional probability density given $Y=\omega_{k}$. After observing $X_{i}=x_{i}$, agent $i$ can use the Generalized Bayesian Theorem (GBT) [39, 14] to derive a mass function $m_{i}$ on $\Omega$ defined as

$$
\begin{equation*}
m_{i}=\bigoplus_{k=1}^{K}\left(\overline{\left\{\omega_{k}\right\}}\right)^{-\ln \gamma_{i} f_{i k}\left(x_{i}\right)}, \tag{31}
\end{equation*}
$$

where $\gamma_{i}$ is a constant such that

$$
\gamma_{i} \leq\left[\max _{k} \sup _{x} f_{i k}(x)\right]^{-1},
$$

which ensures that $\gamma_{i} f_{i k}\left(x_{i}\right) \leq 1$ for all $k$ and all $x_{i}$. The meaning of (31) is clear: a small value of the density $f_{i k}\left(x_{i}\right)$ is evidence against $\omega_{k}$ or, equivalently, for the complement $\overline{\left\{\omega_{k}\right\}}$ of $\omega_{k}$. The weight assignment function corresponding to $m_{i}$ is, thus,

$$
w_{i}(A)= \begin{cases}-\ln \gamma_{i} f_{i k}\left(x_{i}\right) & \text { if } A=\overline{\left\{\omega_{k}\right\}}  \tag{32}\\ 0 & \text { otherwise }\end{cases}
$$

It can be represented by a $K$-vector $\boldsymbol{w}_{i}=-\left(\ln f_{i 1}\left(x_{i}\right), \ldots, \ln f_{i K}\left(x_{i}\right)\right)-\ln \gamma_{i}$.
Now, assume that the features describe some object but, because of incorrect data association for instance, a minority of agents actually observe a different object belonging to a different class. In that case, the agents' mass functions will be highly conflicting and a robust combination rule must be able to identify and discard outliers.


Figure 6: Normal conditional densities of features $X_{i}$ for the five classes, and example of a dataset. Fifteen observations are drawn from $N(-2,1)$ (unfilled circles) and five are drawn from $N(2,1)$ (filled circles).

Numerical simulations. We performed simulations with $K=5$ classes and $n=20$ agents. Without loss of generality, we assumed that each agent $i$ observes a scalar feature $X_{i}$ whose conditional distribution given class $\omega_{k}$ was assumed to be normal with mean $\mu_{k} \epsilon$ $\{-2,-1,0,1,2\}$ and standard deviation $\sigma=1$ (Figure 6). We considered a scenario in which the object actually belongs to class $\omega_{1}$ and 15 agents observe a feature $x_{i}$ drawn for the normal distribution with $\mu_{1}=-2$, whereas five agents observe the feature of a class $\omega_{5}$ object drawn from a normal distribution with mean $\mu_{5}=+2$. An example of a dataset $x_{1}, \ldots, x_{20}$ is shown in Figure 6. The mass function $m_{i}$ obtained by the GBT (31) is illustrated in Figure 7. The mass assigned to the singletons as well as some of the masses assigned to pairs and triples are shown, respectively, in Figures 7a, 7b and 7c, as functions of $x$. We applied the RANSAC algorithm to 100 datasets. The number $N$ of samples was computed from (26) with $p_{\text {suc }}=0.9999$ and $p_{\text {in }}=0.75$ in (26), giving us $N=34$. We considered values of $\nu \in\{3,5,10\}$ and $\tau \in\{0.2,0.3, \ldots, 0.8\}$. Table 3 shows the false positive rate (proportion of inliers wrongly labeled as outliers, Table 3a) and the false negative rate (proportion of outliers wrongly labeled as inliers, Table 3b) in percent, averaged over the 100 datasets. Parameter $\nu$ seems to have a negligible influence on the performance of the procedure. Larger valued of $\tau$ induce smaller false positive rates but larger false negative rates. However, the procedure is not too sensitive to $\tau$ and values in the range [0.4, 0.6] appear to yield good results.


Figure 7: Mass function obtained by the GBT vs. feature value $x$ : masses assigned to the singletons $\left\{\omega_{k}\right\}$, $1 \leq k \leq 5$ (a), to the pairs $\left\{\omega_{k}, \omega_{k+1}\right\}$ for $1 \leq k \leq 4$ (b) and to the triples $\left\{\omega_{k}, \omega_{k+1}, \omega_{k+2}\right\}$ for $1 \leq k \leq 3$ (c). The notations $\omega_{k l}$ and $\omega_{k l p}$ stand, respectively, for $\left\{\omega_{k}, \omega_{l}\right\}$ and $\left\{\omega_{k}, \omega_{l}, \omega_{p}\right\}$. This figure is better viewed in color.

Table 3: False positive rates (a) and false negative rates (b) in \% of the RANSAC algorithm with different values of parameters $\nu$ and $\tau$.
(a) False positive rates

|  |  |  |  | $\tau$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 |  |  |
|  | 3 | 20.2 | 11.6 | 6.67 | 3.20 | 1.53 | 0.87 | 0.93 |  |  |
| $\nu$ | 5 | 23.5 | 14.5 | 8.20 | 3.67 | 1.67 | 0.67 | 0.60 |  |  |
|  | 10 | 24.6 | 15.6 | 8.27 | 4.07 | 1.87 | 0.80 | 0.80 |  |  |

(b) False negative rates

|  |  | $\tau$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 |
| $\nu$ | 3 | 0 | 0.4 | 1.0 | 1.8 | 4.0 | 9.2 | 18.0 |
|  | 5 | 0 | 0.2 | 0.4 | 1.8 | 3.4 | 7.0 | 14.8 |
|  | 10 | 0 | 0.2 | 0.6 | 1.4 | 3.4 | 7.6 | 14.40 |

## 5. Conclusions

The DS theory of belief functions has been widely used for information fusion, due to its ability to represent and combine elementary pieces of information such as provided by sensors or expert judgements. A large body of work has been devoted to the development of procedures making it possible to combine belief functions in a wide range of settings, including conflicting or dependent evidence. Most of these procedures, however, assume that all the belief functions to be combined are available at a single central location. This assumption is not verified in applications such as data fusion in sensor networks or collaborative perception in multi-robot systems. In these applications, information is local, each agent holding only a piece of the available evidence representable by a belief function, and agents can only exchange information with their neighbors in a communication network. We then need distributed fusion procedures allowing the combination of belief functions without any centralized mechanism.

Such procedures have been proposed in this paper, based on the notion of weight of evidence. An important observation, already made by Shafer in [35] but often overlooked, is that evidence can usually be broken down into elementary pieces, each one supporting a single hypothesis to some degree. A mass function can, thus, be represented as a collection of subsets of the frame of discernment, with associated weights of evidence. The weight representation has several advantages: it is sparse (most of the propositions usually have zero weight) and it lends itself to easy calculation, as Dempster's rule boils down to addition in weight space. The cautious rule, an idempotent combination operator suitable for combining dependent evidence, replaces summation by the maximum operation. Adopting the weight representation thus turns the distributed combination problem into the computation of the
sum or the maximum of some quantities in a network, which can be solved using existing average and maximum consensus algorithms. Although the amount of communication needed to perform these operations is, in the worst case, exponential in the size of the frame of discernement, we have shown that it is usually much less thanks to the sparsity of the weight representation, and we have described distributed procedures allowing agents to agree on the smallest possible frame and list of supported hypotheses. We have also demonstrated the feasibility of a robust combination procedure based on a distributed implementation of the RANSAC algorithm introduced in [32].

Although we have focussed on conjunctive combination in this paper, as this is what is mostly needed in applications, the same principles could be applied to disjunctive combination, using the notion of disjunctive weights introduced in [9]. Another direction of research is to consider situations in which the agent's beliefs vary in time as they continue to collect sensor information while they exchange information in the communication network. To model such situations, we may need to use dynamic consensus algorithms such as reviewed in [27]. Even more fundamentally, we have only considered the simple situation in which all agents hold evidence pertaining to the same question. While this situation is common in many applications, an interesting extension of this work would be to consider the more complex case in which agents hold evidence about different variables and share common knowledge about the relations between these variables. This knowledge could be assumed to be formalized as a valuation-based system (VBS) [37]. We would then have to combine distributed computation in the communication network with local computation in the VBS hypergraph. This challenging problem is left for further research.
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