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ANALYSIS OF NUMERICAL SCHEMES FOR

SEMICONDUCTORS ENERGY-TRANSPORT MODELS

MARIANNE BESSEMOULIN-CHATARD, CLAIRE CHAINAIS-HILLAIRET,

AND HÉLÈNE MATHIS

Abstract. Some finite volume schemes for unipolar energy-transport models
are introduced. Using a reformulation in dual entropy variables, we can show

the decay of a discrete entropy with control of the discrete entropy dissipation.
We establish a priori estimates which lead to the existence of a solution to

the scheme. Similarly to the continuous framework, we prove the exponen-

tial decay of the discrete relative entropy towards the thermal equilibrium.
Numerical results assess the good behaviour of the whole numerical scheme.
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1. Introduction

In this article, we are interested in the numerical analysis of unipolar energy-
transport models for semiconductor devices. Such models describe the flow of
electrons through a semiconductor crystal, influenced by diffusive, electrical and
thermal effects. Contrary to classical drift-diffusion systems (see [29, 17, 18]), they
take into account the temperature and permit to observe hot electrons effects. As
recalled in [25], these models can be derived either from hydrodynamic models
by neglecting some convection terms [19] or from the Boltzmann equation by the
moment method [2].

1.1. The energy-transport models. The primal energy-transport system con-
sists in two continuity equations for the electron density ρ1 and the internal energy
density ρ2, coupled with a Poisson equation for the electrical potential V . Follow-
ing the framework adopted in [11], we consider that the electron and the energy
densities are defined as functions of the entropy variables u = (u1, u2) with

(1) u1 =
µ

T
, u2 = − 1

T
,

where µ denotes the chemical potential and T the temperature. Then the electron
density ρ1 and the internal energy density ρ2 are assumed to depend on u. Let Ω
be an open bounded subset of Rd, d ≥ 1, describing the geometry of the considered
semiconductor device and let Tmax > 0 be a finite time horizon. The energy-
transport model writes in Ω× (0, Tmax)

∂tρ1(u) + div J1(u) = 0,(2)

∂tρ2(u) + div J2(u) = ∇xV · J1(u) +W (u),(3)

−λ2∆V = C(x)− ρ1(u),(4)

where the electron and energy current densities are given by:

(5)
J1(u) = −L11(u)(∇u1 + u2∇V )− L12(u)∇u2,

J2(u) = −L21(u)(∇u1 + u2∇V )− L22(u)∇u2,

where L(u) = (Lij(u))1≤i,j≤2 is a symmetric uniformly positive definite matrix in
the sense that there exists a constant α > 0 such that

(6) (Lu,u) ≥ α|u|2, ∀u ∈ R2.

The term ∇V · J1 corresponds to a Joule heating term and W (u) is an en-
ergy relaxation term. The doping profile C ∈ L∞(Ω) describes the fixed charged
background and λ is the rescaled Debye length.

The system (2)-(5) is supplemented with an initial condition u0 = (u1,0, u2,0)
and with mixed boundary conditions. There are Dirichlet boundary conditions on
the ohmic contacts and homogeneous Neumann boundary conditions on insulating
segments. More precisely the domain Ω is assumed to be an open bounded polyg-
onal (or polyhedral) subset of Rd (d ≥ 1) and ∂Ω is split into ∂Ω = ΓD ∪ ΓN , with
ΓD ∩ ΓN = ∅ and md−1(ΓD) > 0. We denote by n the normal to ∂Ω outward Ω.

The boundary conditions write

u1 = uD1 , u2 = uD2 , V = V D, on ΓD × [0, Tmax],(7)

J1 · n = J2 · n = ∇V · n = 0, on ΓN × [0, Tmax].(8)
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We assume that the Dirichlet boundary conditions uD1 , uD2 and V D do not depend
on time and are the traces of some functions defined on the whole domain Ω, still
denoted uD1 , uD2 and V D, and such that

(9) uD1 , u
D
2 ∈ H1(Ω), V D ∈ H1(Ω) ∩ L∞(Ω).

Moreover we assume that

(10) uD2 is a given negative constant on ΓD

and that the energy relaxation term W (u) verifies, for all u ∈ R2 and uD2 < 0, that

(11) W (u)(u2 − uD2 ) ≤ 0.

The main results on the energy-transport model (2)-(5) are presented in [11, 24]:
existence of weak solutions to the system, regularity, uniqueness and long-time con-
vergence towards thermal equilibrium. They are based on a reformulation of the sys-
tem in terms of dual entropy variables (electrochemical potentials). This change of
variables symmetrizes the equations and allows to derive a crucial entropy–entropy
dissipation estimate.

The proofs established in [11] rely on some assumptions on ρ recalled below
(Assumptions 1) and on the assumption of uniform definiteness of the diffusion
matrix L. This is the framework we will adopt here. However, these assumptions
are hardly satisfied by practical test cases, since they require that the electron
density ρ1 and the temperature T have positive lower bounds, which is not the
case in general. Existence results for physically more realistic diffusion matrices
(only positive semi-definite) are established in [14, 20] for the stationary model and
in [9, 10] for the transient system, but only in the case of data close to thermal
equilibrium. More recently, existence of solutions has been proved in simplified
degenerate cases, namely for a model with a simplified temperature equation in
[26] and for vanishing electric fields (avoiding the coupling with Poisson equation)
in [30].

We consider the following assumptions on the function u 7→ ρ(u) = (ρ1(u), ρ2(u)).

Assumptions 1. The function ρ is such that

(i) ρ ∈W 1,∞(R2;R2), in particular there exists Cρ > 0 such that ‖ρ(u)‖∞ ≤ Cρ
for all u ∈ R2,

(ii) there exists a constant C0 such that

(12) (ρ(u)− ρ(v)) · (u− v) ≥ C0|u− v|2, ∀u, v ∈ R2,

(iii) there exists χ ∈ C1(R2;R) convex such that ρ(u) = ∇uχ(u).

The key point of the analysis of the primal model (2)-(5) is to use another set of
variables which symmetrizes the problem, see [11]. Let us define the so-called dual
entropy variables w = (w1, w2) (w1 is actually an eletrochemical potential):

(13)

{
w1 = u1 + u2V,

w2 = u2.

Through this change of variables, the problem (2)-(5) is equivalent to

∂tb1(w, V ) + div I1(w, V ) = 0,(14)

∂tb2(w, V ) + div I2(w, V ) = W̃ (w)− ∂tV b1(w, V ),(15)

−λ2∆V = C − b1(w, V ),(16)
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where the function b(w, V ) = (b1(w, V ), b2(w, V )) is related to ρ and V by

(17)

{
b1(w, V ) = ρ1(u),

b2(w, V ) = ρ2(u)− V ρ1(u),

and the new energy relaxation term is defined by W̃ (w) = W (u). The symmetrized
currents are given by

(18)
I1 = J1,

I2 = J2 − V J1,

which leads to

(19)
I1(w, V ) = −D11(w, V )∇w1 −D12(w, V )∇w2,

I2(w, V ) = −D21(w, V )∇w1 −D22(w, V )∇w2.

The new diffusion matrix D(w, V ) = (Dij(w, V ))1≤i,j≤2 is defined by

(20) D(w, V ) = P(V )
TL(u)P(V ), with P(V ) =

(
1 −V
0 1

)
,

so that

(21)

D11(w, V ) = L11(u),

D12(w, V ) = D21(w, V ) = L12(u)− V L11(u),

D22(w, V ) = L22(u)− 2V L12(u) + V 2L11(u).

It is clear that the diffusion matrix D is also symmetric and uniformly positive
definite.

1.2. Entropy structure. The existence results for model (2)-(5) given in [11] are
mainly based on entropy estimates obtained thanks to the dual model (14)-(19).

We recall in this section the entropy/entropy-dissipation property. The entropy
function is defined by
(22)

S(t) =

∫
Ω

[
ρ(u) · (u− uD)− (χ(u)− χ(uD))

]
dx− λ2

2
uD2

∫
Ω

|∇(V − V D)|2dx.

Since uD2 < 0 and χ is a convex function, see Assumption 1-(iii), S(t) is nonnegative
for all t ≥ 0.

Moreover, if the boundary conditions are at thermal equilibrium, namely

(23) ∇wD1 = ∇wD2 = 0,

one can prove, under Assumptions 1, that the entropy satisfies the following iden-
tity:

(24)
d

dt
S(t) = −

∫
Ω

∇wTD∇w +

∫
Ω

W (u)(u2 − uD2 ) ≤ 0.

Thanks to the uniform positivity of the matrix D and the dissipation of the relax-
ation term W , see hypothesis (11), one deduces that the entropy function decreases
along time. The identity (24) gives also a priori estimates on w.

More general boundary conditions are considered in [11], but they involve the
control of several additional terms.
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1.3. Goal and outline of the paper. Different kind of numerical schemes have
already been designed for the energy–tranport systems, mainly for the stationary
systems: finite difference schemes in [15, 28], finite element schemes in [12, 16],
mixed finite element schemes in [21, 22]. We also refer to [6] for DDFV (Discrete
Duality Finite Volume) schemes for the evolutive case. Up to our knowledge, there
exists no analysis of these numerical schemes.

The purpose of this paper is to design some finite volume schemes for the sys-
tems (2)–(4) (and (14)–(16)) with a two-point flux approximation (TPFA) of the
numerical fluxes. We pay attention while building the scheme on the possibility
of adapting the entropy method (briefly described in Section 1.2) to the discrete
setting. This will be crucial in order to adapt the proof of [11] to the discrete level.
The a priori estimates obtained for the approximate solution thanks to the entropy
method are sufficient to establish the existence of a solution to the scheme via a
fixed point theorem.

In Section 2, we introduce the finite volume schemes for the system written in the
primal entropy variables (2)–(5) and the system written in the dual entropy vari-
ables (14)–(19). We also establish the equivalence between the different schemes.
Section 3 is devoted to the proof of a discrete entropy-entropy dissipation estimate,
which yields a priori estimates on the approximate solutions. In Section 4, we es-
tablish the existence of a solution to the schemes and in Section 5, we study the long
time behavior of the numerical solutions. Finally, Section 6 is devoted to numerical
experiments.

2. Numerical schemes

2.1. Mesh notations. The mesh of the domain Ω is given by a family T of open
polygonal (or polyhedral in 3D) control volumes, a family E of edges (or faces), and a
family P = (xK)K∈T of points. As it is classical in the finite volume discretization
of diffusive terms with two-point flux approximations, we assume that the mesh
is admissible in the sense of [13, Definition 9.1]. It implies that the straight line
between two neighboring centers of cells (xK , xL) is orthogonal to the edge σ = K|L.

In the set of edges E , we distinguish the interior edges σ = K|L ∈ Eint and
the boundary edges σ ∈ Eext. Due to the mixed boundary conditions, we have
to distinguish the Dirichlet boundary edges included in ΓD from the Neumann
boundary edges included in ΓN : Eext = EDext ∪ ENext. For a control volume K ∈ T ,
we define EK the set of its edges, which is also split into EK = EK,int∪EDK,ext∪ENK,ext.

In the sequel, we denote by d the distance in Rd and m the measure in Rd or
Rd−1. For all σ ∈ E , we define dσ = d(xK , xL) if σ = K|L ∈ Eint and dσ = d(xK , σ)
if σ ∈ Eext, with σ ∈ EK . Then the transmissibility coefficient is defined by τσ =
m(σ)/dσ, for all σ ∈ E .

We assume that the mesh fulfills the following regularity constraint: there exists
ξ > 0 such that

(25) d(xK , σ) ≥ ξdσ, ∀K ∈M, ∀σ ∈ EK .

Concerning the time discretization, let ∆t > 0 be the time step. For Tmax > 0,
we set NT the integer part of Tmax/∆t and tn = n∆t for all n = 0, . . . , NT . We
denote by δ = max(∆t, size(T )) the size of the space–time discretization.

A TPFA finite volume scheme provides, for an unknown v, a vector vT =
(vK)K∈T ∈ Rθ (with θ = Card(T )) of approximate values on each cells. Then,
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a piecewise constant function, still denoted vT , can be defined by

vT =
∑
K∈T

vK1K ,

where 1K denotes the characteristic function of the cell K. However, since there
are Dirichlet boundary conditions on a part of the boundary, we also need to define
approximate values for v at the corresponding boundary edges: vED = (vσ)σ∈EDext ∈
RθD (with θD = Card(EDext)). Therefore, the vector containing the approximate
values both in the control volumes and at the Dirichlet boundary edges is denoted
by vM = (vT , vED ). We denote by X(M) the set of the discrete functions vM. For
any vector vM = (vT , vED ), we define for all K ∈ T and all σ ∈ EK :

(26) vK,σ =


vL if σ = K|L ∈ EK,int,
vσ if σ ∈ EDK,ext,
vK if σ ∈ ENK,ext,

and

DK,σvM = vK,σ − vK , DσvM = |DK,σvM|.
Then, we can define the discrete H1-seminorm | · |1,M on X(M) by

|vM|21,M =
∑
σ∈E

τσ(DσvM)2, ∀vM ∈ X(M).

We also define the discrete H1-norm ‖ · ‖1,M on X(M) by

‖vM‖21,M = ‖vT ‖2L2(Ω) + |vM|21,M.

2.2. Schemes in primal and dual entropy variables. Our aim is to design a
scheme for the energy-transport model in the primal entropy variables (2)-(5). This
scheme must lead to an equivalent scheme for the system written in the dual entropy
variables (14)-(19). Indeed, in this case, it will be possible to apply the entropy
method at the discrete level. This step is crucial since it brings a priori estimates
on the sequences of approximate solutions, which allows to prove existence of a
solution to the scheme.

One main difficulty in writing a TPFA scheme for the energy-transport model
(2)-(5) comes from the approximation of the Joule heating term∇V ·J1, see equation
(3). We propose to rewrite this term as

(27) ∇V · J1 = div (V J1)− V div J1.

Let us now turn to the definition of the scheme for the model (2)-(5). Initial and
Dirichlet boundary conditions are discretized as usual by taking the mean values
of the data on the cells or on the Dirichlet boundary edges:

(
u0

1,K , u
0
2,K

)
=

1

m(K)

∫
K

(u1,0(x), u2,0(x)) dx, ∀K ∈ T ,(28)

(
uD1,σ, u

D
2,σ, V

D
σ

)
=

1

m(σ)

∫
σ

(
uD1 (γ), uD2 (γ), V D(γ)

)
dγ, ∀σ ∈ EDext,(29)

and we set

(30) un1,σ = uD1,σ, un2,σ = uD2,σ, V nσ = V Dσ , ∀σ ∈ EDext, ∀n ≥ 0.
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We propose a backward Euler in time and finite volume in space scheme with a
two-point flux approximation. It reads for all n ≥ 0, for all K ∈ T :

m(K)
ρn+1

1,K − ρn1,K
∆t

+
∑
σ∈EK

Fn+1
1,K,σ = 0,(31)

m(K)
ρn+1

2,K − ρn2,K
∆t

+
∑
σ∈EK

Fn+1
2,K,σ =

∑
σ∈EK

V n+1
σ Fn+1

1,K,σ(32)

− V n+1
K

∑
σ∈EK

Fn+1
1,K,σ + m(K)Wn+1

K ,

−λ2
∑
σ∈EK

τσDK,σV
n+1
M = m(K)(CK − ρn+1

1,K ),(33)

where

ρn+1
i,K = ρi(u

n+1
K ), i = 1, 2, and Wn+1

K = W (un+1
K ), for all K ∈ T .

The numerical fluxes are given by

(34)
Fn+1

1,K,σ = −τσ(Ln11,σ(DK,σu
n+1
1,M + un+1

2,σ DK,σV
n+1
M ) + Ln12,σDK,σu

n+1
2,M),

Fn+1
2,K,σ = −τσ(Ln12,σ(DK,σu

n+1
1,M + un+1

2,σ DK,σV
n+1
M ) + Ln22,σDK,σu

n+1
2,M).

The coefficients Lnij,σ are approximations of the coefficients of the matrix L at the
interface σ. The discrete matrix Lnσ = (Lnij,σ)1≤i,j≤2 is defined as

Lnσ = L
(

unK + unK,σ
2

)
, for all K ∈ T , σ ∈ EK .

To complete the definition of the scheme (31)–(34), it remains to define V n+1
σ

involved in (32) and un+1
2,σ involved in (34). These definitions will be given later on,

our choice being driven by the expected equivalence with a scheme for (14)–(19).
In order to obtain an equivalent scheme for the energy-transport system in the

dual entropy variables (14)–(19), we apply the change of variables (13), associated
with the definitions of the functions bi(w, V ) given in (17) and the definitions of
the currents Ii(w, V ) given in (19), into the numerical scheme (31)–(34).

For all K ∈ T and for all n ≥ 0, we set

wn1,K = un1,K + un2,KV
n
K , wn2,K = un2,K ,(35)

bn1,K = ρn1,K = b1(wn
K , V

n
K), bn2,K = ρn2,K − ρn1,KV nK = b2(wn

K , V
n
K).(36)

The boundary conditions are similarly defined:

(37) wn1,σ = wD1,σ, wn2,σ = wD2,σ, ∀σ ∈ EDext, ∀n ≥ 0.

From the numerical scheme (31)–(32), we deduce

m(K)
bn+1
1,K − bn1,K

∆t
+
∑
σ∈EK

Fn+1
1,K,σ = 0,

m(K)
bn+1
2,K − bn2,K

∆t
+
∑
σ∈EK

(
Fn+1

2,K,σ − V
n+1
σ Fn+1

1,K,σ

)
= m(K)W̃n+1

K −m(K)
V n+1
K − V nK

∆t
bn1,K .
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It leads to the following scheme for the system written in the dual entropy variables
(14)–(16):

m(K)
bn+1
1,K − bn1,K

∆t
+
∑
σ∈EK

Gn+1
1,K,σ = 0,(38)

m(K)
bn+1
2,K − bn2,K

∆t
+
∑
σ∈EK

Gn+1
2,K,σ = m(K)W̃n+1

K −m(K)
V n+1
K − V nK

∆t
bn1,K ,(39)

− λ2
∑
σ∈EK

τσDK,σV
n+1
M = m(K)(CK − bn+1

1,K ),(40)

where W̃n+1
K = Wn+1

K = W̃ (wn+1
K , V n+1

K ) and numerical fluxes are defined by:

(41)
Gn+1

1,K,σ = Fn+1
1,K,σ,

Gn+1
2,K,σ = Fn+1

2,K,σ − V
n+1
σ Fn+1

1,K,σ.

The crucial point now is to ensure that the new numerical fluxes Gn+1
i,K,σ, i = 1, 2,

can be seen as approximations of the currents I1 and I2 defined by (19). This means
that we want the numerical fluxes to be written as

(42)
Gn+1

1,K,σ = −τσ(D∗11,σDK,σw
n+1
1,M + D∗12,σDK,σw

n+1
2,M),

Gn+1
2,K,σ = −τσ(D∗21,σDK,σw

n+1
1,M + D∗22,σDK,σw

n+1
2,M).

The coefficients (D∗ij,σ)1≤i,j≤2 are approximations of the coefficients of the matrix

D(w, V ) given by (21) at the interface σ and on the time interval (tn, tn+1]. They
compose the associate matrix D∗σ which has to be symmetric and uniformly positive
definite. This property depend on the definition of the quantities V n+1

σ and un+1
2,σ ,

respectively involved in the equations (32) and (34), for each σ ∈ E .

2.3. Equivalence of the schemes in the primal and dual entropy variables.
Observe that the scheme is not a fully backward Euler discretization in time since
the last term in the equation (39) involves the quantity bn1,K . This is explained by
the proof of the following proposition.

Proposition 1 (Schemes equivalence). Let us supplement the scheme (31)–(34)
with the definitions of the quantities (V n+1

σ )σ∈E, n≥0 and (un+1
2,σ )σ∈E, n≥0. We dis-

tinguish two cases:

• Case 1: centered scheme. For all σ ∈ E and n ≥ 0, we set:

(43) un+1
2,σ =

un+1
2,K + un+1

2,K,σ

2
and V n+1

σ =
V n+1
K + V n+1

K,σ

2
.

• Case 2: upwind scheme. For all σ ∈ E and n ≥ 0, we set:

(44) un+1
2,σ =

{
un+1

2,K,σ, if DK,σV
n+1
M > 0,

un+1
2,K , if DK,σV

n+1
M ≤ 0,

and V n+1
σ = min(V n+1

K , V n+1
K,σ ).

Then, in both cases, the scheme (31)–(34) written in the primal entropy variables is
equivalent to the scheme (38)–(42) written in the dual entropy variables, provided
that

(45) D∗σ = (Pn+1
σ )TLnσPn+1

σ with Pn+1
σ =

(
1 −V n+1

σ

0 1

)
.
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Proof. Starting from the definition (41) of the numerical fluxes Gn+1
1,K,σ and Gn+1

2,K,σ,

we want to establish the relations (42) with D∗σ defined by (45). Observe that,
from (45), one deduces the following relations, which are the discrete counterparts
of (21):

D∗11,σ = Ln11,σ,(46)

D∗12,σ = D∗21,σ = −V n+1
σ Ln11,σ + Ln12,σ,(47)

D∗22,σ =
(
V n+1
σ

)2
Ln11,σ − 2V n+1

σ Ln12,σ + Ln22,σ.(48)

Then, due to the change of variables (35), we can rewrite DK,σu
n+1
1,M and DK,σu

n+1
2,M

for all K ∈ T and σ ∈ EK . It is straightforward that DK,σu
n+1
2,M = DK,σw

n+1
2,M.

Concerning DK,σu
n+1
1,M, two formulations are possible, either

DK,σu
n+1
1,M = DK,σw

n+1
1,M − V

n+1
K DK,σw

n+1
2,M − w

n+1
2,K,σDK,σV

n+1
M ,

or

DK,σu
n+1
1,M = DK,σw

n+1
1,M − V

n+1
K,σ DK,σw

n+1
2,M − w

n+1
2,K DK,σV

n+1
M .

The definitions of the interfacial quantities given by (43) in the centered case and
by (44) in the upwind case lead to the same definition of DK,σu

n+1
1,M, namely

DK,σu
n+1
1,M = DK,σw

n+1
1,M − V

n+1
σ DK,σw

n+1
2,M − w

n+1
2,σ DK,σV

n+1
M ,

where wn+1
2,σ = un+1

2,σ . Finally, plugging the expressions (34) of the numerical fluxes

Fn+1
i,K,σ and the latter expressions DK,σu

n+1
i,M , i = 1, 2, into the relations (41) of the

numerical fluxes Gn+1
i,K,σ gives

Gn+1
1,K,σ = −τσ

(
Ln11,σDK,σw

n+1
1,M +

(
Ln12,σ − V n+1

σ Ln11,σ

)
DK,σw

n+1
2,M

)
,

Gn+1
2,K,σ = −τσ

((
Ln12,σ − V n+1

σ Ln+1
11,σ

)
DK,σw

n+1
1,M

+
(
Ln22,σ − 2V n+1

σ Ln12,σ + (V n+1
σ )2Ln11,σ

)
DK,σw

n+1
2,M

)
.

This corresponds to the expected relations (42) with the coefficients (46)–(48) of
the matrix D∗σ. Hence we have shown that the scheme in primal variables (31)–
(34), supplemented by either the centered or the upwind definitions of the interfacial
quantities V n+1

σ and un+1
2,σ , is equivalent to the numerical scheme in the dual entropy

variables (38)–(42). Conversely, starting from the dual scheme (38)–(42) with the
matrix D∗σ given in (45), one deduces the primal scheme (31)–(34).

�

3. Discrete entropy inequality and a priori estimates

In this section, we establish the discrete counterpart of the entropy inequal-
ity (24) and then deduce some a priori estimates on the approximate solution.

First of all, recall that the functions uD1 , uD2 , V D are assumed to be defined on
the whole domain Ω. Hence we can set

(uD1,K , u
D
2,K , V

D
K ) =

1

m(K)

∫
K

(uD1 (x), uD2 (x), V D(x))dx, ∀K ∈ T .

Moreover the assumption (10) on the boundary condition implies that

(49) uDK,2 = uD2 < 0, ∀K ∈ T .
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3.1. Discrete entropy inequality. Let
(
unK = (un1,K , u

n
2,K)T , V nK

)
K∈T ,n≥0

be a

solution to the scheme in primal variables (31)–(34), supplemented with either the
definition (43) or (44) of the interfacial quantities.

For all n ≥ 0, we define the discrete entropy functional as follows:

Sn =
∑
K∈T

m(K)
[
ρnK · (unK − uDK)− (χ(unK)− χ(uDK))

]
(50)

−λ
2

2
uD2
∑
σ∈E

τσ(Dσ(V nM − V DM))2,

where ρnK = ρ(unK) = (ρ1(unK), ρ2(unK))T . Since ρ is related to the convex potential
χ by Assumptions 1-(iii), one deduces that Sn is nonnegative for all n ≥ 0.

We now establish the discrete counterpart of the entropy inequality (24).

Proposition 2 (Discrete entropy dissipation). Let assume that Assumptions 1,
(10) and (11) hold. Let us also assume that the boundary conditions are at thermal
equilibrium, namely that

(51) DK,σw
D
1,M = DK,σw

D
2,M = 0.

Let (unK , V
n
K)K∈T ,n≥0 be a solution to the scheme in primal variables (31)–(34),

supplemented with either (43) or (44). The discrete entropy (50) satisfies the
following inequality: for all n ≥ 0,

(52)
Sn+1 − Sn

∆t
≤ −

∑
σ∈E

τσ(DK,σwn+1
M )TD∗σDK,σwn+1

M

+
∑
K∈T

m(K)Wn+1
K (wn+1

2,K − w
D
2,K) ≤ 0,

where DK,σwn+1
M = (DK,σw

n+1
1,M, DK,σw

n+1
2,M)T .

Proof. Using the definition (50) of the discrete entropy, one has

Sn+1 − Sn = A+B,

where

A =
∑
K∈T

m(K)
[
ρn+1
K · (un+1

K − uDK)− (χ(un+1
K )− χ(uDK))

−ρnK · (unK − uDK) + χ(unK)− χ(uDK)
]
,

B =− λ2

2
uD2
∑
σ∈E

τσ
[
(Dσ(V n+1

M − V DM))2 − (Dσ(V nM − V DM))2
]
.

We first consider the term A, where the quantities χ(uDK) cancel each others.

Adding and subtracting un+1
K · ρnK , the term A now reads

A =
∑
K∈T

m(K)(ρn+1
K −ρnK) · (un+1

K −uDK)− (χ(un+1
K )−χ(unK))−ρnK · (unK −un+1

K ).

Since χ is a convex function such that ρ = ∇uχ, leading to ρnK = ∇uχ(unK), we
have:

χ(un+1
K )− χ(unK)− ρnK · (un+1

K − unK) ≥ 0.
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It yields

(53) A ≤
∑
K∈T

m(K)(ρn+1
K − ρnK) · (un+1

K − uDK).

We now address the term B. Since (a2 − b2) ≤ 2a(a− b) for all a, b ∈ R, one has

B ≤ −λ2uD2
∑
σ∈E

τσDK,σ(V n+1
M − V DM)DK,σ(V n+1

M − V nM).

A discrete integration by part leads to

B ≤ λ2uD2
∑
K∈T

(V n+1
K − V DK )

(∑
σ∈E

τσDK,σ(V n+1
M − V nM)

)
.

Using the scheme for the Poisson equation (33), one gets

(54) B ≤ uD2
∑
K∈T

m(K)(V n+1
K − V DK )(ρn+1

1,K − ρ
n
1,K).

Combining (53) and (54) gives

(55) Sn+1 − Sn ≤
∑
K∈T

m(K)(ρn+1
1,K − ρ

n
1,K)

[
(un+1

1,K − u
D
1,K) + uD2 (V n+1

K − V DK )
]

+
∑
K∈T

m(K)(ρn+1
2,K − ρ

n
2,K)(un+1

2,K − u
D
2,K).

Using the primal scheme (31)-(32), the inequality (55) becomes

Sn+1 − Sn

∆t
≤
∑
K

m(K)Wn+1
K (un+1

2,K − u
D
2,K) + C +D,

with

C =−
∑
K∈T

(∑
σ∈E
Fn+1

1,K,σ

)(
(un+1

1,K − u
D
1,K) + V n+1

K (un+1
2,K − u

D
2,K)

)
− uD2

∑
K∈T

(∑
σ∈E
Fn+1

1,K,σ

)
(V n+1
K − V DK ),

D =−
∑
K∈T

(∑
σ∈E
Fn+1

2,K,σ − V
n+1
σ Fn+1

1,K,σ

)
(un+1

2,K − u
D
2,K).

Now using the relation (49), the change of variables (35) and the relations (41)
between the primal and dual numerical fluxes, it holds

C = −
∑
K∈T

(∑
σ∈E
Gn+1

1,K,σ

)
(wn+1

1,K − w
D
1,K),

D = −
∑
K∈T

(∑
σ∈E
Gn+1

2,K,σ

)
(wn+1

2,K − w
D
2,K).
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Accounting for the boundary conditions at thermal equilibrium (51), we conclude
by a discrete integration by parts which gives:

(56)

Sn+1 − Sn

∆t
≤
∑
σ∈E
Gn+1

1,K,σDK,σw
n+1
1,M +

∑
σ∈E
Gn+1

2,K,σDK,σw
n+1
2,M

+
∑
K∈T

m(K)Wn+1
K (wn+1

2,K − w
D
2,K).

The formulation (42) of the numerical fluxes Gn+1
i,K,σ permits to rewrite

(57)

∑
σ∈E
Gn+1

1,K,σDK,σw
n+1
1,M +

∑
σ∈E
Gn+1

2,K,σDK,σw
n+1
2,M

= −
∑
σ∈E

τσ(DK,σwn+1
M )TD∗σDK,σwn+1

M

From equations (56) and (57), one deduces the entropy inequality (52). The as-
sumption (11) on the energy relaxation term and the positive definiteness of the
matrices D∗σ ensure the nonpositivity of the right-hand-side of (52) and the decay
of the discrete entropy. �

3.2. A priori estimates on the approximate solutions. We start with a uni-
form L∞ bound on (V nK)K∈T , n≥0, which will be useful to derive other estimates.

Lemma 1 (L∞ bound on VT ). Let (unK , V
n
K)K∈T ,n≥0 be a solution to the scheme

(31)–(34). There exists a constant CV > 0 only depending on Ω, ‖C‖∞, Cρ and
‖V D‖∞ such that

(58) |V nK | ≤ CV , ∀K ∈ T , ∀n ≥ 0.

Proof. The assumptions stated in Section 1.1 ensure that the doping profile C, the
electron density ρ1(u) and the potential boundary condition V D are in L∞(Ω).
Hence, one can apply [5, Proposition A.1] to get the expected bound. �

From the discrete entropy estimate (52), one may now deduce the following
uniform discrete bounds.

Proposition 3 (Discrete a priori estimates). Assume Assumptions 1 hold. Let
T be an admissible mesh of Ω and ∆t > 0. Assume the initial and boundary
conditions satisfy the hypotheses (10) and (11). Let (unK , V

n
K)K∈T ,n≥0 be a solution

to the scheme in primal variables (31)–(34), supplemented with either (43) or (44).
Then there exist a constant C1 > 0, depending only on the initial and boundary
conditions and on the Debye length λ2, and a constant C2 > 0, depending only on
the initial and boundary conditions, on α defined in (6) and on CV defined in (58)
such that

sup
n=0,...,NT

(
‖un1,T − uD1,T ‖L2 + ‖un2,T − uD2,T ‖L2 + |V n+1

M − V DM|21,M
)
≤ C1,(59)

NT−1∑
n=0

∆t

(∣∣∣wn+1
1,M

∣∣∣2
1,M

+
∣∣∣wn+1

2,M

∣∣∣2
1,M

)
≤ C2.(60)

Proof. Proposition 2 ensures the dissipation of the discrete entropy. Since χ ∈
C1(R2,R) satisfies ∇χ = ρ, the Taylor’s theorem gives, for all K ∈ T
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χ(unK)− χ(uDK) =

∫ 1

0

ρ(uDK + s(unK − uDK)) · (unK − uDK)ds.

Then one can rewrite the first term of the discrete entropy Sn, defined in equation
(50), as follow:∑

K∈T
m(K)

∫ 1

0

(
ρ (unK)− ρ

(
uDK + s

(
unK − uDK

)))
·
(
unK − uDK

)
ds =

∑
K∈T

m(K)

∫ 1

0

(
ρ(unK)− ρ

(
uDK + s(unK − uDK)

))
·
(
unK − (sunK + (1− s)uDK)

) ds

1− s
.

Using the monotony assumption (12) of ρ, we finally get

S0 ≥ Sn ≥ C0

2

∑
K∈T

m(K)|unK − uDK |2 −
λ2

2
uD2
∑
σ∈E

τσDσ(V nM − V DM)2,

which yields the a priori estimate (59). The estimate (60) is obtained by sum-
ming the discrete entropy inequality (52) for n = 0, . . . , NT − 1. Since the energy
relaxation satisfies (11), the control of the entropy dissipation writes

(61)

NT−1∑
n=0

∆t
∑
σ∈E

τσ(DK,σwn+1
M )TD∗σDK,σwn+1

M ≤ S0.

Using the definition (45) of D∗σ and assumption (6) on Lnσ, we have, for all σ ∈ E
and all v ∈ R2

vT D∗σ v ≥ α|Pn+1
σ v|2 ≥ α

‖(Pn+1
σ )−1‖2

|v|2.

Now, using the definition of Pn+1
σ , we observe that ‖(Pn+1

σ )−1‖ is a nondecreasing
function of |V n+1

σ |, where V n+1
σ is defined either by (43) or by (44). Using the L∞

bound (58), we finally obtain that there exists a constant β > 0, depending on CV
and α, such that for all σ ∈ E , for all v ∈ R2

vT D∗σ v ≥ β|v|2.

Applying this estimate in (61) yields the a priori estimate (60). �

Since the mesh satisfies the regularity constraint (25), and as a consequence of
a discrete Poincaré inequality [4], it holds

NT−1∑
n=0

∆t
(
‖wn+1

1,M‖
2
1,M + ‖wn+1

2,M‖
2
1,M

)
≤ c,(62)

sup
n=0,...,NT

(
‖V n+1
M − V DM‖1,M

)
≤ c.(63)

4. Existence of a solution to the schemes

In this section, we state the existence of a solution to the schemes (both primal
and dual, due to the equivalence property, see Proposition 1). The proof is based
on a Leray-Schauder fixed point theorem, and follows the same guidelines as the
existence proof given in [11, Lemma 3.2].
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Theorem 1 (Existence of a solution). Let (T , E ,P) be an admissible mesh of Ω
satisfying the regularity constraint (25). Assume Assumptions 1, (10) and (11)
hold. Let (w0

1,T , w
0
2,T ) be defined by (35) and (28). Then, for all 0 ≤ n ≤ NT ,

the primal scheme (31)–(34) has a solution (un1,T , u
n
2,T , V

n
T ). As a consequence,

by equivalence, the dual scheme (38)–(42) has a solution (wn1,T , w
n
2,T , V

n
T ) for all

0 ≤ n ≤ NT .

Proof. The result is proved by induction on 0 ≤ n ≤ NT . The principle of Leray-
Schauder fixed point theorem is to transform continuously the nonlinear system
into a linear one while ensuring that a priori estimates controlling the solution
remain all along the homotopy. We sketch the main idea of the proof, following
[11, Lemma 3.2], parametrizing the homotopy by κ ∈ [0, 1].

Let n ≥ 0 and wn1,T , w
n
2,T , V

n
T be given, as well as the Dirichlet boundary condi-

tions wD1,σ, wD2,σ and V Dσ , ∀σ ∈ EDext. We apply the Leray-Schauder theorem to the
application

Ln : R2θ × [0, 1]→ R2θ

(ũT , κ) 7→ uT

defined in four steps as follows. Here θ denotes the cardinal of T , see Section 2.1.
Step 1. Let VT ∈ Rθ be the solution to the following linear system

(64)

−λ
2
∑
σ∈E

τσDK,σVM = m(K) (CK − ρ1(ũK)) , ∀K ∈ T ,

Vσ = V Dσ , ∀σ ∈ EDext.

Step 2. We make use of the change of variables (13) to define w̃T = (w̃1,T , w̃2,T ) ∈
R2θ as

w̃1,K = ũ1,K + VK ũ2,K , w̃2,K = ũ2,K , ∀K ∈ T .

Step 3. We define wT = (w1,T , w2,T ) ∈ R2θ as the solution to the following
linear problem: for all K ∈ T ,
(65)

−
∑
σ∈E

τσ (D11,σ(w̃, V )DK,σw1,M +D12,σ(w̃, V )DK,σw2,M)

= −κm(K)
b1(w̃K , VK)− b1(wn

K , V
n
K)

∆t
,

−
∑
σ∈E

τσ (D21,σ(w̃, V )DK,σw1,M +D22,σ(w̃, V )DK,σw2,M)

= κ

[
−m(K)

b2(w̃K , VK)− b2(wn
K , V

n
K)

∆t

+m(K)W̃ (w̃K , VK)−m(K)
VK − V nK

∆t
b1(wn

K , V
n
K)

]
,

associated with the following boundary conditions

(66)

w1,σ = κwD1,σ, w2,σ = κwD2,σ, ∀σ ∈ EDext,
D11,σ(w̃, V )DK,σw1,M +D12,σ(w̃, V )DK,σw2,M = 0, σ ∈ ENext,
D21,σ(w̃, V )DK,σw1,M +D22,σ(w̃, V )DK,σw2,M = 0, σ ∈ ENext.
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Step 4. Making use of the entropy-primal change of variables (13), we define
uT = (u1,T , u2,T ) ∈ R2θ as

u1,K = w1,K − w2,KVK , u2,K = w2,K , ∀K ∈ T .

We remark that a fixed point uT of Ln(·, κ = 1), together with the corresponding
VT , gives a solution (un+1

1,T , u
n+1
2,T , V

n+1
T ) to the scheme (31)–(34). First of all, we

have to check that the application Ln is well-defined. Existence and uniqueness of
VT solution to the linear system (64) is obvious. Moreover, Lemma 1 ensures an L∞

bound on VT . Then, we prove the existence and uniqueness of wT = (w1,T , w2,T ),
solution to (65)–(66). Since it is a finite dimensional linear system, it is sufficient
to prove uniqueness of wT , and next that if κ = 0, then wT = 0. Let us multiply
the first equation of (65) by w1,K and the second by w2,K . Adding both equations,
summing over all the control volumes K ∈ T and performing a discrete integration
by parts leads to ∑

σ∈E
τσ(DK,σwM)T D̃σDK,σwM = 0,

where (D̃σ)ij = Dij,σ(w̃, V ), i = 1, 2. Since the matrices D̃σ are symmetric positive
definite, DK,σwi,M = 0 for all σ ∈ E , i = 1, 2. Due to the homogeneous Dirichlet
boundary conditions (66) (with κ = 0), the discrete Poincaré inequality [4] ensures
that w1,K = w2,K = 0, for all K ∈ T . Hence the system is invertible.

We now have to verify the assumptions of the Leray-Schauder theorem. We have
already established that Ln(ũT , 0) = 0. Now, it remains to verify that there exists
a constant M > 0 such that, for all κ ∈ [0, 1], for all uT satisfying Ln(uT , κ) = uT ,
it holds ‖uT ‖L2 ≤ M . Let us remark that if Ln(uT , κ) = uT then w̃T = wT .
Using the proofs of Propositions 2 and 3, we get

‖uT − uDT ‖2L2 ≤
2Sn

C0
,

where C0 is the constant in (12) and Sn is the discrete entropy defined from the
known quantities wn1,T , w

n
2,T and V nT , together with the change of variable (13).

Thus, since Ln is continuous, the Leray-Schauder theorem applies, which concludes
the proof. �

5. Long time behavior

In this section, we prove the exponential convergence of the approximate so-
lution of the energy-transport system towards an approximation of the thermal
equilibrium as time tends to infinity.

5.1. Definition of the thermal equilibrium. According to [11], the thermal
equilibrium is defined as a particular steady state of the energy-transport system
(2)–(5) for which J1 = 0 = J2, which is equivalent to ∇w = 0. Hence the tem-
perature T = −1/w2 is constant in all the domain Ω. As in [11], we need some
additional compatibility assumptions on the Dirichlet boundary conditions in this
section.

Assumptions 2. The functions uD ∈ H1(Ω), V D ∈ L∞(Ω) ∩H1(Ω) satisfy

(i) W (uD) = 0,
(ii) ∇wD = 0,
(iii) −λ2∆V D = C − ρ1(uD).
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We also assume that

(67) u1 7→ ρ1(u) is increasing.

This assumption is fulfilled by standard examples, proposed for instance in [27, 11],
which we consider in Section 6.

Under these assumptions, the thermal equilibrium (weq, V eq) is defined as

weq = wD on Ω,(68)

−λ2∆V eq = C − b1(weq, V eq), on Ω,(69)

with mixed boundary conditions V eq = V D on ΓD and ∇V eq · n = 0 on ΓN .
Under the previous hypotheses, there exists a unique solution V eq ∈ H1(Ω) to this
nonlinear elliptic equation.

Now consider a finite volume approximation (weq
T , V

eq
T ) of the thermal equilib-

rium. We set, for all K ∈ T ,

weq
K = wD

K ,(70)

−λ2
∑
σ∈EK

τσDK,σV
eq
M = m(K) (CK − b1(weq

K , V
eq
K )) ,(71)

with V eqσ = V Dσ for all σ ∈ EDext. Existence and uniqueness of a solution to the
numerical scheme (70)–(71) is established in [7, Proposition 3.1]. Under Assump-
tions 2 on the compatible boundary conditions and the monotony assumption (67)
on ρ1, an application of the Leray-Schauder fixed point theorem states that there
exists a unique solution V eqT to the scheme (70)–(71) satisfying a L∞ estimate:
|V eqK | ≤ CV eq for all K ∈ T .

5.2. Exponential decay towards equilibrium. In order to study the decay to-
wards the thermal equilibrium, we introduce the discrete relative entropy with
respect to the thermal equilibrium: for n ≥ 0,

S̃n =
∑
K∈T

m(K) [ρnK · (unK − ueqK )− (χ(unK)− χ(ueqK ))](72)

−λ
2

2
uD2
∑
σ∈E

τσ(Dσ(V nM − V
eq
M))2,

where ueqT is defined with weq
T and V eqT using the change of variables (35). We

establish the exponential decay of S̃n.

Theorem 2 (Exponential decay towards thermal equilibrium). Let (T , E ,P) be an
admissible mesh of Ω satisfying the regularity constraint (25). Under Assumptions
1 and 2, there exists a constant CSI > 0 only depending on ‖ρ‖W 1,∞ , λ2, uD2 , C0

given in (12), CV defined in (58) and the regularity parameter of the mesh ξ such
that for all n ≥ 0,

(73) S̃n ≤
(

1 +
∆t

CSI

)−n
S̃0.

Then for all k > 0, if ∆t ≤ k, one has

(74) S̃n ≤ S̃0e−γt
n

,
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with γ = log(1+k/CSI)/k. Moreover, there exists a constant c > 0 only depending
on the data and on ξ such that for all k > 0, if ∆t ≤ k,

(75) ‖unT − ueqT ‖
2
L2 + ‖V nM − V

eq
M‖

2
1,M ≤ c S̃0e−γt

n

∀n ≥ 0.

Proof. Throughout this proof, ci > 0 denotes constants only depending on the data.
We proceed as in [3, Theorem 3.1]. First of all, following the same computations
as in the proofs of propositions 2 and 3, we obtain that for all n ≥ 0,

(76) S̃n+1 − S̃n ≤ −∆t

(∣∣∣wn+1
1,M

∣∣∣2
1,M

+
∣∣∣wn+1

2,M

∣∣∣2
1,M

)
=: −∆t In+1.

Then, we now have to establish that there exists a constant CSI > 0 such that for
all n ≥ 0,

(77) S̃n ≤ CSIIn.
To this end, we introduce

(78) Fn :=
∑
K∈T

m(K)|unK − ueqK |
2 − λ2

2
uD2
∑
σ∈E

τσ|Dσ(V nM − V
eq
M)|2,

and we prove that

S̃n ≤ CSFFn ≤ CFIIn.
Using that ρ ∈W 1,∞(R2) and that ρ = ∇χ with χ convex, we have

ρ(un) · (un − ueq)− (χ(un)− χ(ueq)) ≤ (ρ(un)− ρ(ueq)) · (un − ueq)

≤ ‖ρ‖W 1,∞ |un − ueq|2.

Then, using the definition (72) of S̃n, we immediately obtain that there exists a
constant CSF > 0 only depending on ‖ρ‖W 1,∞ , λ2 and uD2 such that

S̃n ≤ CSFFn.
It remains now to show that there exists a constant C ′FI > 0 such that Fn ≤ C ′FIIn.
Using the W 1,∞ bound on ρ together with Cauchy-Schwarz et Young inequalities,
we have

C0

4

∑
K∈T

m(K)|unK − ueqK |
2 + c1

∑
K∈T

m(K)|wn
K −weq

K |
2

≥
∑
K∈T

m(K) (ρnK − ρeqK ) · (wn
K −weq

K ).

Using the change of variables (35), we have

C0

4

∑
K∈T

m(K)|unK − ueqK |
2 + c1

∑
K∈T

m(K)|wn
K −weq

K |
2

≥
∑
K∈T

m(K)
(

(ρn1,K − ρ
eq
1,K)(un1,K + un2,KV

n
K − u

eq
1,K − u

eq
2,KV

eq
K )

+ (ρn2,K − ρ
eq
2,K)(un2,K − u

eq
2,K)

)
≥
∑
K∈T

m(K)(ρnK − ρeqK ) · (unK − ueqK )

+
∑
K∈T

m(K)(ρn1,K − ρ
eq
1,K)(un2,KV

n
K − u

eq
2,KV

eq
K ).
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Next using the monotony of ρ, see (12), we obtain

C0

4

∑
K∈T

m(K)|unK − ueqK |
2 + c1

∑
K∈T

m(K)|wn
K −weq

K |
2

≥ C0

∑
K∈T

m(K)|unK − ueqK |
2 + T1 + T2,(79)

with

T1 =
∑
K∈T

m(K)(ρn1,K − ρ
eq
1,K)(un2,K − u

eq
2,K)V nK ,

T2 = uD2
∑
K∈T

m(K)(ρn1,K − ρ
eq
1,K)(V nK − V

eq
K ).

Using the L∞ estimate (58) on V nT and the Cauchy-Schwarz inequality, we get

T1 ≥ −CV

(∑
K∈T

m(K)(ρn1,K − ρ
eq
1,K)2

)1/2(∑
K∈T

m(K)(un2,K − u
eq
2,K)2

)1/2

.

Then, since ρ ∈W 1,∞(R2) and thanks to Young inequality, it yields

(80) T1 ≥ −
C0

2

∑
K∈T

m(K)|unK − ueqK |
2 − c2

∑
K∈T

m(K)|wn
K −weq

K |
2.

Concerning T2, we have using schemes (33) and (69), and a discrete integration by
parts:

T2 = uD2 λ
2
∑
K∈T

∑
σ∈EK

τσDK,σ(V nM − V
eq
M)(V nK − V

eq
K )

= −uD2 λ2
∑
σ∈E

(K=Kσ)

τσDσ(V nM − V
eq
M)2.(81)

Finally, plugging equations (80) and (81) in (79), we have

−uD2 λ2 |V nM − V
eq
M |

2

1,M+
C0

4

∑
K∈T

m(K)|unK−ueqK |
2 ≤ (c1+c2)

∑
K∈T

m(K)|wn
K−weq

K |
2,

from which we deduce Fn ≤ C ′FIIn thanks to the discrete Poincaré inequality.
We can now deduce (73) from

S̃n+1 − S̃n ≤ −∆tIn+1 ≤ − ∆t

CSI
S̃n+1.

Then, using the fact that tn = n∆t together with the monotony of x 7→ log(1 +
x/CSI)/x on R∗+, one gets (74) and then (75). �

6. Numerical experiments

6.1. Physical models. We consider the unipolar energy-transport model under
Boltzmann statistics, as in [27, 11], with the following densities ρi(u), i = 1, 2:

(82)


ρ1(u) =

(
− 1

u2

)3/2

exp(u1),

ρ2(u) =
3

2

(
− 1

u2

)5/2

exp(u1).
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Table 1. Physical parameters.

Parameter Physical meaning Numerical value
q elementary charge 1.6× 10−19 As
ni intrinsic density 1.4× 1010cm−3

T0 ambient temperature 300K
ε permittivity constant 10−12AsV−1cm−1

µ0 low field mobility 1.5× 103cm2V−1s−1

UT thermal voltage at T0 = 300K 0.0259 V
τ0 energy relaxation time 0.4× 10−12 s

The diffusion matrix L(u) = (Lij(u))1≤i,j≤2 depends on u with

(83) L(u) = c0ρ1(u)T 1/2−β
(

1 (2− β)T
(2− β)T (3− β)(2− β)T 2

)
,

and the relaxation term W reads:

(84) W (u) = c1ρ1(u)
l2x

τ0µ0UT
T β−1/2(1− T ),

where T = −1/u2 is the temperature. The usual values are c0 = 1, c1 = 3/2,
β = 1/2 for the Chen model, and c0 = c1 = 2/

√
π, β = 0 for the Lyumkis model

[27]. To sum up, we take for the Chen model

L(u) = ρ1(u)

(
1 3T/2

3T/2 15T 2/4

)
,

W (u) =

(
3

2

l2x
τ0µ0UT

)
ρ1(u)−

(
l2x

τ0µ0UT

)
ρ2(u),

and for the Lyumkis model

L(u) =
2√
π

√
Tρ1(u)

(
1 2T

2T 6T 2

)
,

W (u) =

(
2√
π

1√
T

l2x
τ0µ0UT

)
ρ1(u)−

(
4

3
√
π

1√
T

l2x
τ0µ0UT

)
ρ2(u).

For these models, one can check that the matrix L(u) is symmetric positive
definite, as soon as the temperature T is positive. In all this section, we consider
the numerical values of the physical parameters for silicon given in Table 1. Finally,
the scaling ensures that the Debye length is

λ2 =
εUT
ql2xCm

,

where lx is the characteristic length of the device.

6.2. Implementation of the whole method. Since the numerical schemes (31)–
(34) and (38)–(42) are fully implicit, they require to solve a nonlinear system at each
time iteration. We use a Newton method which stops when either the difference
between two successive computed solutions is lower than 10−9, or the number of
iterations of the method is larger than 30.

Although the discretization is fully implicit, it is necessary to use an adaptative
time step: for the first iterations, small time steps are needed in order to allow
the convergence of the Newton method, while larger time steps are sufficient when
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moving to the stationary regime. In practice, the minimal time step is ∆tmin =
10−8, the maximal one is ∆tmax = 10−3. The method starts with ∆t = ∆tmax.
At each time iteration, we consider that the whole method has converged if the
tolerance of 10−9 is reached and the quantity u2,K is negative for all K ∈ T .
Otherwise, the current time step is set to max(∆t/2,∆tmin) and Newton method
is relaunched until the convergence is achieved. At the next time iteration, the new
current time step is set to min(2∆t,∆tmax).

In the sequel, we consider realistic test cases presented in the literature. Let
us emphasize that the assumptions, which are essential for the theoretical results,
namely the W 1,∞ bound on ρ and the boundary conditions at thermal equilibrium,
are not satisfied by the considered test cases.

In particular, we investigate the large-time convergence of the numerical solu-
tion toward an approximate stationary state, which is not necessary the thermal
equilibrium. In what follows, the stationary state is computed setting a final time
Tmax = 5. The relative entropy S̃n is defined by (72), using this computed steady
state. For all the two-dimensional test cases, we illustrate the exponential decay of
the relative entropy in time.

6.3. Test cases. Subsection 6.3.1 presents a one-dimensional validation test-case
of a n+nn+ silicon diode. It allows to compare the primal and dual schemes (both
with the centered (43) and the upwind (44) definitions of the interfacial quantities)
in terms of Newton iterations and adaptative time steps. Subsection 6.3.2 is devoted
to the same test case in a two-dimensional domain. Next Subsections 6.3.3 and 6.3.4
present more realistic two-dimensional test cases, namely the MESFET and double-
gate MESFET device test cases. All the two-dimensional test cases are performed
on a mesh made of 3584 triangles, with final time Tmax = 1, as the steady state is
reached.

6.3.1. Validation test case. Performances in terms of total numbers of Newton iter-
ations and adaptative time stepping is compared for both dual and primal schemes.
We focus on a n+nn+ silicon diode test case, proposed in [12, 21, 6]. It corresponds
to a model for the channel of a MOS transistor.

The domain is Ω = (0, lx) with lx = 0.6µm. The n region is (0.1, 0.5) and the
n+ region is (0, 0.1) ∪ (0.5, 0.6).

The doping profile is

C = Cm = 5× 1017cm−3 in the n+ region,

C = Cn = 2× 1015cm−3 in the n region.

The boundary conditions are

V (0) = 1.5V and V (0.6) = 0,

u2(0) = −1/T0 = u2(0.6),

ρ1(u)(0) = Cm = ρ1(u)(0.6),

the latest giving the boundary condition for u1 according to (82). The initial con-
ditions for u1 and u2 are constant and equal to the Dirichlet boundary conditions.

The comparison between the primal and dual schemes is performed for the Chen
model, on an uniform mesh of (0, lx) made of 200 cells with final time Tmax = 1,
as the stationary state is reached. The initial time step is ∆t = 10−3. In order to
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Table 2. 1D-ballistic diode test case: Newton iterations for the
primal and dual schemes, number of time steps and adaptative
time steps for the Chen model. The performance for the Lyumkis
model are indicated within brackets.

Schemes Newton it-
erations

Number of
time steps

Adaptative
time steps

Primal centered 1630 (1791) 1011 (1011) 21 (21)
upwind 1623 (1868) 1009 (1010) 19 (21)

Dual centered 4481 (4324) 1106 (1096) 214 (193)
upwind 5090 (5256) 1132 (1122) 266 (245)

ensure the Newton method convergence, the time step may be adapted, as explained
in Section 6.2.

Table 2 records the number of Newton iterations (including iterations for which
the Newton method did not converge), the number of time steps and the number of
adapted time steps for the primal and dual schemes, for the Chen and the Lyumkis
models. The total amounts of iterations is much more important for the dual
scheme, that’s why the further simulations are performed with the primal scheme.
One observes that the centered and upwind choices provide comparable results for
the primal scheme, whereas the centered discretization is slightly more efficient than
the upwind one for the dual scheme.

We present in Figures 1 and 2 the distribution of the Newton method iterations
in time, for the Chen and Lyumkis models respectively, both for the primal and dual
schemes in the centered and upwind configurations. Because the Newton method
requires more iterations at the beginning of the computation, the graphs are plotted
in semi-log scale in time. The distribution of the iterations is different between the
Chen and the Lyumkis models, since a burst in the amounts of Newton iteration
appears in the Lyumkis model around t = 0.1. Figures 1 and 2 confirm that the
primal scheme is more efficient than the dual one.

6.3.2. Two-dimensional ballistic diode. We now present the results obtained for the
two-dimensional simulation performed with the primal scheme (31)–(34) with the
centered definition (43) of the interfacial quantities. The numerical results can be
compared with those obtained in [21, 6], and also with the one-dimensional results
provided in [15, 8, 12].

The domain is Ω = (0, lx)×(0, ly) with lx = 0.6µm and ly = 0.2µm. The channel
length is 0.4µm, see Figure 3.

The doping profile is

C = Cm = 5× 1017cm−3 in the n+ region,

C = Cn = 2× 1015cm−3 in the n region.

The boundary conditions are

V = 1.5V on ΓD1 and V = 0 on ΓD2 ,

u2 = −1/T0, with T0, on ΓD1 ∪ ΓD2 ,

ρ1(u) = Cm on ΓD1 ∪ ΓD2 ,
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Figure 1. Distribution of the Newton iterations in time for the
1-D n+nn+ diode with the Chen model: primal scheme (above)
and dual scheme (below).

the latest giving the boundary condition for u1 according to (82). On the other
boundary segments, we consider homogeneous Neumann boundary conditions for
J1, J2 and V . The initial conditions for u1 and u2 are constant and equal to the
Dirichlet boundary conditions.

As expected, the computed quantities are almost uniform in one space direction.
One observes in Figure 4 the expected hot electron effect in the channel, which
compares with the results given in [21, 6]. Moreover, one observes in Figure 5
the exponential decay of the relative entropy and of the error in L2-norm ‖unT −
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Figure 2. Distribution of the Newton iterations in time for the
1-D n+nn+ diode with the Lyumkis model: primal scheme (above)
and dual scheme (below).

ueqT ‖L2 +‖V nM−V
eq
M‖1,M. Considering the estimate (75), it appears that the decay

rate of the error in L2-norm is almost the half of the one of the relative entropy
S̃n.

6.3.3. The MESFET device. We now consider a MESFET device test case, pro-
posed in [23, 21]. The MESFET device, namely metal-semiconductor field-effect
transistor, is used as a switch or amplifier. It consists in two highly-doped n+

regions near the Ohmic contacts, called source and drain, and an n region with
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x in µm0 0.1 0.5 0.6
0

0.2

y in µm

n+ n+nΓD1 ΓD2

Figure 3. Geometry of the n+nn+ ballistic diode.

a Schottky contact, called gate. The domain is still Ω = (0, lx) × (0, ly), with
lx = 0.6µm and ly = 0.2µm. The source and drain contact lengths are 0.1µm and
the gate contact is 0.2µm. The complete geometry is presented in Figure 6.

The doping profile is

C = Cm = 3× 1017cm−3 in the n+ region,

C = Cn = 1× 1015cm−3 in the n region.

The boundary conditions are defined as follows:

• at the source S: ρ1(u) = Cm, u2 = −1/T0, V = Φ0,
• at the drain D: ρ1(u) = Cm, u2 = −1/T0, V = Φ0 + 2V,
• at the gate G: ρ1(u) = 3.9× 105cm−3, u2 = −1/T0, V = Φ0 − 0.8V,

where Φ0 is the built-in potential defined as

(85) Φ0 = UT log

(
ρ1(u)

ni

)
.

For the remaining boundary segments, homogeneous boundary conditions for J1,
J2 and V are prescribed.

One observes in Figure 7 the depletion of the electron density around the gate
contact. The temperature is large near the drain contact, with a strong gradient
near the gate. As expected, one observes on the electrical potential profile that
the electrons are moving from the source to the drain. Figure 8 illustrates the
exponential decay towards the steady state, in relative entropy and in L2-norm, in
agreement with (74) and (75).

6.3.4. The double-gate MESFET device. We finally consider a double-gate MES-
FET device as in [22]. It consists of two highly doped n+ regions near the Ohmic
contacts (source and drain) and an n region with an upper and lower Schottky con-
tact (gate) in a “sandwich” configuration. The domain is Ω = (0, lx)× (0, ly), with
lx = 0.6µm and ly = 0.24µm. The source and drain contact lengths are 0.24µm
and the gate contact length is 0.2µm. The length of the low doped n region (chan-
nel) is 0.36µm. The full geometry of the double-gate MESFET device is shown in
Figure 9.

The doping profile is defined as

C = Cm = 3× 1017cm−3 in the n+ region,

C = Cn = 1× 1017cm−3 in the n region.

The boundary conditions are given by
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Figure 4. 2D-ballistic diode test case with the Chen model. From
top to bottom: electron density ρ1, temperature T = −1/u2, elec-
trical potential V .
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Figure 5. 2D-ballistic diode test case: evolution of the relative
entropy (top) and of the norm ‖unT − ueqT ‖L2 + ‖V nM − V

eq
M‖1,M

(bottom) in time.

• at the source (S): ρ1(u) = Cm, u2 = −1/T0, V = Φ0,
• at the drain (D): ρ1(u) = Cm, u2 = −1/T0, V = Φ0 + 2V.

Two possible boundary conditions are considered for the gates, which correspond
respectively to the open and the closed configurations. The open state corresponds
to a large gate voltage with a less significant decrease of the electron density. The
closed configuration corresponds to a decreased gate voltage which induces a re-
duced current. The boundary conditions at the gates (G) are the following:
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Figure 6. Geometry of the MESFET device.

• open state: ρ1(u) = 3.9× 105cm−3, u2 = −1/T0, V = Φ0 − 0.8V,
• close state: ρ1(u) = 2.4× 105cm−3, u2 = −1/T0, V = Φ0 − 2V.

For the remaining boundary segments, homogeneous Neumann boundary conditions
for J1, J2 and V are prescribed.

Numerical results for the open configuration are plotted in Figures 10 and 11,
the results for the closed state being given in Figures 12 and 13. The numerical
results are comparable to those given in [22]. The energy density is larger in the
open configuration than in the closed state. One observes also the channel between
the gate contacts. Again the exponential convergence towards the steady state is
illustrated in Figures 11 and 13 for the open and closed configuration respectively.

7. Conclusion

We propose in this paper two equivalent TPFA schemes for the energy-transport
model. Their definitions strongly rely on the dual entropy variables. Following
the approach of [11], we prove a discrete entropy inequality which leads to a priori
estimates, given in Proposition 3 and in (62)-(63). By means of a Leray-Schauder
theorem, one deduces the existence of a solution to the scheme (actually both
primal and dual schemes). The convergence of the schemes is not established in
this paper. However, let us mention that the estimates (62)-(63) account for a
first step in the proof of compactness of the sequences of approximate solutions.
Due to the nonlinearity of the densities, one may use the general result given in [1]
to deduce the space-time compactness from the space estimates. Then, up to the
identification of the obtained limit as a weak solution of the continuous problem, the
proof of convergence of the schemes could be achieved. Similarly to the continuous
framework, we prove the exponential decay of the discrete relative entropy towards
the thermal equilibrium. Numerical results assess the good behaviour of the whole
numerical scheme, although one notices a better efficiency of the primal scheme.
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G

G x in µm0 0.12 0.48 0.60.2 0.4
0

0.24

y in µm

n+ n+nS D

Figure 9. Geometry of the double-gate MESFET device.

[7] Claire Chainais-Hillairet and Francis Filbet. Asymptotic behaviour of a finite-volume scheme
for the transient drift-diffusion model. IMA J. Numer. Anal., 27(4):689–716, 2007.

[8] Claire Chainais-Hillairet and Yue-Jun Peng. Finite volume scheme for semiconductor energy-

transport model. In Elliptic and parabolic problems, volume 63 of Progr. Nonlinear Differen-
tial Equations Appl., pages 139–146. Birkhäuser, Basel, 2005.
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Figure 10. Double MESFET test case in the open configura-
tion (from top to bottom): electron density ρ1, temperature
T = −1/u2, electrical potential V .
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Figure 11. Double MESFET test case in the open configuration:
evolution of the relative entropy (top) and of the norm ‖unT −
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eq
M‖1,M (bottom) in time.
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Figure 12. Double MESFET test case in the closed configu-
ration (from top to bottom): electron density ρ1, temperature
T = −1/u2, electrical potential V .
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Figure 13. Double MESFET test case in the closed configuration:
evolution of the relative entropy (top) and of the norm ‖unT −
ueqT ‖L2 + ‖V nM − V

eq
M‖1,M (bottom) in time.
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