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Role of synaptic variability in Resistive Memory-based Spiking Neural Networks with unsupervised learning 2

Abstract. Resistive switching memories (RRAMs) have
attracted wide interest as adaptive synaptic elements in artificial
bio-inspired Spiking Neural Networks (SNNs). These devices
suffer from high cycle-to-cycle and cell-to-cell conductance
variability, which is usually considered as a big challenge.
However, biological synapses are noisy devices and the brain
seems in some situations to benefit from the noise. It has
been predicted that RRAM-based SNNs are intrinsically robust
to synaptic variability. Here, we investigate this robustness
based on extensive characterization data: we analyze the role of
noise during unsupervised learning by Spike-Timing Dependent
Plasticity (STDP) for detection in dynamic input data and
classification of static input data. Extensive characterizations of
multi-kilobits HfO2-based Oxide-based RAM (OxRAM) arrays
under different programming conditions are presented. We
identify the trade-offs between programming conditions, power
consumption, conductance variability and endurance features.
Finally, the experimental results are used to perform system-
level simulations fully calibrated on the experimental data.
The results demonstrate that, similarly to biology, SNNs are
not only robust to noise but a certain amount of noise can
even improve the network performance. OxRAM conductance
variability increases the range of synaptic values explored during
the learning process. Moreover, the reduction of constraints on
the OxRAM conductance variability allows the system to operate
at low power programming conditions.

Keywords— Resistive switching memory (RRAM),
artificial synapse, Spiking Neural Network (SNN),
variability, unsupervised learning

1. Introduction

Noise is ubiquitous in any computational system, and
brains are no exception. Neurons and synapses - the
fundamental units of the brain - are noisy devices [1,2],
due to effects such as the stochastic nature of ion
channels [2], transmitter release [3], and background
synaptic activity [1, 4, 5]. In the brain, up to 70% of
presynaptic signals do not elicit postsynaptic signals
(synaptic failures) [6, 7]. While it is clear that noise
is present in brains, its implications are not entirely
understood. Several studies have suggested that the
brain may benefit from noise [8–12]. For instance,
the predominance of synaptic failures could provide
an energy-saving mechanism [13]. Noise may also
help brains to explore possible solutions to a specific
problem [14–16], preventing them from being stuck in
suboptimal solutions [2, 17].

These considerations can have important implica-
tions in nanoelectronics, as today, multiple bio-inspired
hardware architectures are being developed incorpo-
rating nanodevices. Many of these architectures en-

code neuron values as spikes [18–20] - in so-called Spik-
ing Neural Networks (SNNs), which can lead to high
energy-efficiencies. These architectures also incorpo-
rate the brain-inspired principle of learning, in the way
the synaptic connections among neurons are created,
modified and preserved. For this purpose, multiple
works implement artificial synapses with filamentary-
based Resistive Memory (RRAM) such as Oxide-based
Memory (OxRAM). RRAMs consist of a capacitor-like
Metal-Insulator-Metal structure, in series with a se-
lector device. Memory cells can be integrated in the
Back End Of Line (BEOL) with advanced Comple-
mentary Metal-Oxide-Semiconductor (CMOS) tech-
nology nodes (Figure 1). Upon the application of volt-
age pulses, RRAMs exhibit a reversible conductance
switching behavior, and RRAMs can be integrated in
dense arrays to connect many silicon neurons and used
to implement spike-based learning mechanisms that
change their conductance. Various approaches have
been proposed to implement learning, such as the bio-
inspired Spike-Timing Dependent Plasticity (STDP)
[21–26]. STDP allows the SNN to learn the synaptic
weights in an unsupervised way (i.e. training examples
do not need to be labeled).

Despite the advantages listed above, RRAMs pose
challenges. One drawback is the high conductance
variability - both across cycles and cells - inducing non
repeatable behavior [27,28]. It has been demonstrated
that RRAM-based SNNs are intrinsically robust to
synaptic variability [22, 29–34], but a clear study
explaining the origin of this robustness is still to be
provided. In particular, it is still to be understood if
artificial SNNs are simply robust to synaptic variability
or if synaptic variability could be beneficial, in the
same manner that noise might be beneficial to the
brain [35].

In this work, we provide a comprehensive insight
on RRAM electrical requirements for artificial SNN
systems with unsupervised learning by stochastic
STDP. The impact of RRAM characteristics (memory
window, conductance variability, aging) on artificial
SNN performance is investigated. A fully connected
feed-forward neural network topology with leaky
integrate and fire neurons and RRAM-based synapses
is adopted. We focus on two different applications:
a detection task and a classification task. In
contrast to memory applications, we show that RRAM
conductance variability is not necessarily detrimental
for neuromorphic applications. On the contrary, it can
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Role of synaptic variability in Resistive Memory-based Spiking Neural Networks with unsupervised learning 3

Figure 1. (Left) SEM cross-section of the TiN/HfO2/Ti/TiN
OxRAM cell integrated on the top of the fourth Cu metal layer.
Both HfO2 and Ti layers are 10 nm thick. (Right) Schematic
view of the 1T1R cell configuration. The NMOS transistor is
used as a selector device.
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Figure 2. Cumulative distribution of the LCS and HCS
measured on the 4 kbit array (a) after 1, 000 switching cycles
with condition A of Table 1 and (b) with condition B2 of Table
1. These distributions represent the cell-to-cell variability.

be exploited to improve the network performance while
saving energy for programming.

2. Experimental characterization

2.1. Resistive Memory device characteristics

In this work, we focus on HfO2-based OxRAM cells,
integrated in the BEOL of a 130 nm CMOS logic
process [28]. The memory element integration starts
on top of the fourth metal layer (Cu). The cross-
section of a 300 nm diameter OxRAM device is shown
in Figure 1 (Left). The OxRAM devices are composed
of a TiN/HfO2/Ti/TiN stack, where both HfO2 and Ti
layers are 10 nm thick. A NMOS transistor in series
with the memory element is used as a selector device
(1T1R), as depicted in Figure 1 (Right), which allows
each memory device of the array to be read from and
written to individually. Each 1T1R structure in the
matrix is addressed using a Bit Line and a Source Line,
which connect to the top electrode of the device and
the source of the transistor respectively, and a Word
Line which connects to the gate of the transistor, and
which also regulates the compliance current during the
Set and Reset operations (Icc).

All measurements presented here have been
performed on a 4 kbit 1T1R array. Figure 2 (a) shows

Condition A B1 B2 C

Voltage VSet 2 2 2 2
[V] VReset 2.5 2.5 2.5 2.5
Icc [µA] 200 57 20 600
Energy ESet 40 11.4 4 120
[pJ/spike] EReset 50 14.3 5 150
σG,HCS [log10(S)] 0.03 0.3 0.5 0.02
σG,LCS [log10(S)] 0.5 0.6 0.5 0.6
MW3σ [#] 3 1.3 0.014 370
Endurance [#] 106 104 107 102

Table 1. Programming conditions used in this work, with
tpulse = 100ns.
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Figure 3. (a) Endurance with programming conditions A in
Table 1. No smart algorithm is applied. (b) Conductance
variability as a function of median conductance values for
different programming conditions. Conductance variability is
defined in Equation 2.

the cumulative distribution of High Conductance State
(HCS) and Low Conductance State (LCS), measured
with the programming conditions A of Table 1 after
1,000 Set/Reset cycles. Figure 2 (b) shows the same
measurement with condition B2 in Table 1, which
uses lower programming power consumption conditions
than condition A. The cumulative distributions are
measured on all cells on the 4 kbit array, after 1
cycle (1 Set and 1 Reset operations). In memory
applications, OxRAMs are used to store one bit of
information in their conductance value: OxRAMs
in HCS are associated with a binary ‘1’ value, and
OxRAMs in LCS are associated with a binary ‘0’
value. Therefore, it is fundamental that HCS and
LCS distributions do not overlap, as in the situation
of Figure 2 (a), and unlike the situation in Figure
2 (b). The appropriate separation of HCS and LCS
distributions is characterized by the Memory Window
at 3σ (MW3σ), the ratio between the high conductance
value at -3σ, HCS-3σ, and the low conductance value at
3σ, LCS+3σ, of the conductance distributions (Figure
2 (a)):

MW3σ =
HCS

−3σ

LCS3σ

(1)

Figure 3 (a) shows the evolution of HCS and LCS
during one million Set/Reset cycles with programming
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Role of synaptic variability in Resistive Memory-based Spiking Neural Networks with unsupervised learning 4

conditions A. Solid lines represent the median values
of HCS and LCS distributions (HCS0σ and LCS0σ),
which remain constant for the 106 switching cycles.
However, the conductance values at ± 3σ, represented
by dotted lines, evidence an increase of conductance
variability in both HCS and LCS due to OxRAM aging,
which causes a reduction of the memory window. After
105 switching cycles, HCS and LCS distributions start
overlapping and it is no longer possible to use the
OxRAM for memory applications. At 106 cycles, oxide
breakdowns can be observed in some cells, causing
these broken cells to be stuck in HCS.

MW3σ , endurance performance and variability
of both HCS and LCS depend on the programming
conditions (compliance current and the amplitude of
Set/Reset voltage pulses) [36, 37]. Figure 3 (b) shows
the conductance variability as a function of the median
conductance value, measured on the 4 kbit array for
different programming conditions. The conductance
variability is defined as the standard deviation of the
base-10 logarithm of the conductance distributions:

σG,HCS = std[log10(GHCS)]

σG,LCS = std[log10(GLCS)]
(2)

Conductance variability is constant for conductance
values lower than 77.5 µS and then decreases
with the median conductance value. In order to
increase the memory window, it is necessary to apply
stronger Reset programming conditions to decrease
the LCS median conductance value, and/or apply
stronger Set programming conditions to decrease HCS
variability and increase HCS median conductance
value. However, this implies an increase in power
consumption. In addition, it has been demonstrated
that a trade-off exists between memory window and
endurance performance: higher memory windows
imply lower endurance [36, 38]. In this work, we focus
on four representative programming conditions, which
are reported on Figure 3 (b). Table 1 summarizes the
parameters of each condition:

• A: compromise between endurance and MW3σ

(suited condition for standard memory applica-
tions);

• B1 and B2: low power consumption, high
variability in both HCS and LCS and low MW3σ

(cannot be used for memory applications due to
the low window margin);

• C: highest MW3σ among the four conditions, high
power consumption, low HCS variability and low
endurance.
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Figure 4. Conductance evolution during the application of
a series of 20 identical Set pulses and Reset pulses ((Left)
condition B2 and (Right) condition A of Table 1. Grey lines are
representative of ten single cells. Blue and red lines corresponds
to the median value calculated on 4 kbit cells. Pulse 0 is the
conductance value before the first Set.

2.2. Implementation of synaptic elements and

learning rule with Resistive Memories

Many implementations of OxRAM synapses seek an
analog conductance modulation under identical pulses
in both programming directions: when consecutive
Set (Potentiation) or Reset (Depression) pulses are
applied, the conductance gradually increases or
decreases, respectively [22, 32–34, 39, 40]. Figure 4
reports the conductance response when a series of
20 identical Set and Reset pulses are applied on the
4 kbit OxRAM array. Light grey curves are the
conductance response of single OxRAM cells with
an analog behavior. Dotted black lines are the
conductance response of single OxRAM cells with a
binary behavior, i.e. an abrupt switching between
LCS and HCS. Only ten single cells are plotted for
the sake of clarity. Red and blue curves are the
median conductance value extracted from 4 kbit cells
after potentiation and depression respectively. Low
and high power programming conditions (B2 and A
in Table 1) are used. For low power programming
conditions (Figure 4 (Left)), the evolution of the
median conductance value shows an analog switching
during depression. Unfortunately, this behavior is
difficult to control across a large array due to the
strong cell-to-cell conductance variability. Some cells
present a binary behavior and only switch between two
distinct states. Moreover, even in the cells presenting
an analog-like switching behavior, the conductance
increase (decrease) after a Set (Reset) pulse is random
from cell to cell and from pulse to pulse. For high power
programming conditions (Figure 4 (Right)), most of
the OxRAM cells (more than 90%) present a binary
behavior.

To overcome these limitations, we have proposed
a synaptic compound of multiple (n) OxRAM cells
connected in parallel plus a probabilistic programming
scheme [24,27]. The circuit implementation is depicted
in Figure 5 (a). The number of synaptic levels is
defined by the number of OxRAM cells operating
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Role of synaptic variability in Resistive Memory-based Spiking Neural Networks with unsupervised learning 5

(a)

(b)

(c)

Figure 5. (a) OxRAM-based synapse implementation. The
Pseudo Random Number Generator (PRNG) is used to tune
the switching probabilities. (b) Stochastic STDP rule and
conductance evolution of an OxRAM-based synapse composed
by 1, 3 and 20 OxRAM cells in parallel when 200 potentiation
pulses followed by 200 depression pulses are applied. Condition
A of Table 1 is used. (c) Conductance evolution of an
OxRAM-based synapses composed of 20 OxRAM cells when 100
potentiation pulses and 100 depression pulses with condition A
(Left) and B1 (Right) are applied. The red line represents the
mean conductance over 100 synapses; grey lines represent the
evolution of each synapse.

in parallel. In order to define the conductance
state of each OxRAM device (HCS or LCS), we
associate this implementation with a stochastic Spike-
Timing Dependent Plasticity (STDP) rule [41] -
a simplified form of the bio-inspired STDP rule
[42, 43]. When the presynaptic neuron spikes just
before the postsynaptic neuron spikes, a Long-Term
Potentiation event (LTP) occurs and each OxRAM
cell of the synapse has a probability pLTP to switch
to the HCS. Otherwise, a Long Term Depression
event (LTD) occurs and each OxRAM cell of the
synapse has a probability pLTD to switch to the LCS
(Figure 5 (b)). The switching probabilities (pLTP

and pLTD) can be defined using an external pseudo
random number generator circuit block. Figure 5
(c) shows the impact of the programming conditions

((Left) condition A and (Right) condition B1) on
the conductance evolution of a synapse composed
of 20 OxRAM cells operating in parallel when 100
LTP pulses followed by 100 LTD pulses are applied.
Grey lines show the conductance evolution of 100
different synapses, the red line represents the median
conductance over the 100 synapses. As a probabilistic
learning rule is used, the impact of device variability on
the synaptic conductance response plays a secondary
role with respect to the stochasticity introduced by
the probabilistic STDP learning rule. In both cases
we observe a gradual increase of the conductance as a
function of the number of pulses. The ratio between
the maximum conductance value (i.e. all the devices
are in the HCS) and the initial conductance value
(i.e. one device is in the HCS while the others are
in the LCS), GMAX,0σ/Ginit, is about 4.5 for both
programming conditions A and B1. GMAX,0σ/Ginit is
reduced to 4.3 for programming conditions B2.

3. Implications for a learning system

We now investigate the impact of OxRAM conductance
variability for two different applications implemented
with spiking neural networks: a detection task and
a classification task. The network performance is
assessed by means of system-level simulations with
a special purpose neuromorphic hardware simulator
[44]. The detailed OxRAM physical characterization
presented in Section 2 has been implemented into
physical models to understand how device properties
translate in terms of learning. Variability effects due
to peripheral circuits only (such as neuron variability
[45]) are intentionally not taken into account. For
each programming condition, the real conductance
distributions measured on the 4 kbit array have been
used to perform the simulations.

3.1. Network topology

Both applications are based on a one-layer fully
connected feed-forward neural network topology: each
neuron of the first layer is connected to each neuron of
the second layer with a synaptic element. A detailed
description of the simulated networks for detection and
classification is provided in the Appendix. For the car
detection application, the input layer corresponds to
an image sensor composed of 128x128 spiking pixels,
fully connected to an output layer of 60 neurons. The
F1-score is used to assess network performance (see
Appendix). For the digit classification application,
the input layer corresponds to input images, composed
of 28x28 pixels and converted into spikes with a
spike frequency encoding. The input layer is fully
connected to an output layer of 500 neurons. The
Classification Rate (CR) is computed as the ratio

Page 5 of 12 AUTHOR SUBMITTED MANUSCRIPT - JPhysD-116990.R1

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



Role of synaptic variability in Resistive Memory-based Spiking Neural Networks with unsupervised learning 6

10
-1

10
0

10
1

10
2

MW
3σ [#]

0.75

0.80

0.85

0.90

0.95

1.00
F

1
 [

#
]

F1 max

σ
G,HCS

=0.03
σ

G,LCS
=0.49

MW
A,3σ

1 OxRAM/syn

3 OxRAMs/syn

7 OxRAMs/syn

10 OxRAMs/syn

10
-2

10
-1

10
0

10
1

10
2

10
3

10
4

MW
3σ [#]

Increasing
G variability

A CB1

B2

σ
G,HCS

σ
G,LCS

0           0

0.02      0.6

0.03      0.5

0.3        0.6

0.5        0.5

Figure 6. (Left) F1-score as a function of MW3σ defined in
Equation 1 for different numbers of OxRAMs per synapse. The
LCS and HCS distributions measured under condition A on the
4 kbit array were used (Figure 2 (a)). (Right) F1-score as a
function of MW3σ . One device per synapse is used. The LCS
and HCS distributions measured on the 4 kbit array for the four
conditions of Table 1 and an artificial case with zero variability
were used. The MW3σ was varied by a translation of the LCS
distributions to lower or higher conductance values.

between the number of successfully classified digits
and the number of input digits presented. We
implemented synaptic elements with the OxRAM
compound presented in Figure 5 (a). Networks are
trained with the unsupervised stochastic STDP rule
and lateral inhibition.

3.2. Impact of OxRAM-based synapses characteristics

on the network performance

The impact of OxRAM-based synapses characteristics
(number of levels, OxRAM conductance variability,
memory window, and aging) on the learning process of
the networks designed for detection and classification
is investigated.

Detection task: The first step was to study the impact
of the number of synaptic levels and the OxRAM
memory window on the network performance. To
vary the number of synaptic levels, the number n of
OxRAMs per synapse is modified. Figure 6 (Left)
shows F1-score as a function of the memory window
at 3σ (Equation 1) for different numbers of OxRAMs
per synapse. Each point has been averaged over 20
simulations. We used LCS and HCS distributions
measured under the condition A (Figure 2 (a)). MW3σ

is modified by a translation of the LCS distribution
to higher (decrease of MW3σ) or lower (increase of
MW3σ) conductance values with respect to the value
obtained under condition A (green dashed line in
Figure 6 (Left)). This allows to decouple the impact
of MW3σ from the impact of conductance variability.
Surprisingly, the SNN performance is independent of
the number of devices per synapse: a binary synapse is

sufficient for this type of application. We obtained the
same result with the other LCS and HCS distributions
from Table 1 (not shown). By contrast, the essential
parameter to improve SNN performance is the MW3σ:
F1 increases with the MW3σ and it saturates at F1-
score of about 0.96 for a memory window at 3σ larger
than 3.

Second, we studied the impact of the conductance
variability. We simulated the proposed application
with the four LCS and HCS distributions measured
under the four programming conditions presented in
Table 1, plus the artificial case of a synapse with
zero variability (σG,LCS=0 and σG,HCS=0) (Figure 6
(Right)). The different MW3σ values were obtained
by translating the LCS distribution to lower or higher
conductance values. This allows to decouple the
impact of MW3σ from the conductance variability.
The MW3σ corresponding to the experimental results
are highlighted by a filled symbol. The higher
the conductance variability, the lower the MW3σ

required to reach the maximum score F1=0.96. For
σG,LCS=σG,HCS=0.5 (condition B2, black line in
Figure 6 (Right)), a MW3σ larger than 0.05 is
required to reach the maximum score whereas with no
variability (synapse with no conductance variability,
blue line in Figure 6 (Right)), a MW3σ of at least
200 is necessary. Increasing the OxRAM synaptic
variability is therefore a way to relax the constraints
on the minimal MW3σ required. This can be explained
by the increased dynamic range with the higher
conductance variability, i.e. the increased range of
synaptic values that can be reached during the training
phase. After the training phase with the STDP
learning rule, potentiated synapses (OxRAMs in HCS)
represent relevant inputs, i.e. synapses transmitting
spikes generated by a car passing on the motorway,
and depressed synapses (OxRAMs in LCS) represent
noisy inputs. This is well illustrated on the 2D
conductance mapping after learning in the top left
of Figure A1 (a) (see Appendix). As the size of a
car is relatively small compared to the size of the
video, the majority of the synaptic weights has to
be weak (OxRAM in LCS) with a tail of stronger
connections (OxRAM in HCS) in order to achieve
high performance after the training phase. In our
simulations, high performance after the training phase
was reached (F1≈0.96) if the number of OxRAM cells
with conductance lower than 20 µS was at least 50
times more numerous than the number of synapses
with conductance higher than 100 µS (see Figure 11
(Left)). The increase of both conductance variability
and memory window allows for an increase of the ratio
between the conductance values of potentiated and
depressed synapses. It is worth noting that even with
low energy programming conditions (B1, F1=0.96) we
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Figure 7. Impact of the OxRAM aging on F1-score.
Simulations have been calibrated using the data of Figure 3
(a). Both cell-to-cell and cycle-to-cycle variability are taken into
account.

have a score as good as with high energy ones (C,
F1=0.96). The experimental condition B1 works well
for neuromorphic applications whereas it cannot be
used in a memory application due to its high HCS
variability (no memory window). However, for the
experimental condition B2, OxRAM works neither for
memory nor neuromorphic applications. A decrease
of F1 is observed with the experimental condition A
(optimized for standard memory applications) but is
still acceptable (F1=0.95) if we can tolerate a loss of
performance with an increase in endurance.

Finally, we studied the impact of the OxRAM
aging with endurance on network performance. Both
cell-to-cell and cycle-to-cycle variability are taken into
account. We extracted the conductance distribution
during cycling on the 4 kbit array, up to one million
cycles for the condition A (cf Figure 3 (a)) and we used
these data to evaluate the impact of OxRAM aging on
F1-score. The results are shown in Figure 7. We can
maintain a constant F1-score of 0.95 until 105 cycles
after which F1 plummets (F1= 0.93). The degradation
of F1 at 106 cycles is not due to the increase in
conductance variability and decrease of MW3σ but to
the broken cells (cells stuck in HCS). Upon removal
of the broken cells (1%) from the distributions (blue
square), it is possible to move back up to a score of
0.95.

Classification task: A similar study on the impact of
OxRAM-based synapses characteristics on the network
for digit classification (cf Figure A2 (a)) is performed.
First, we investigated the impact of the number of
synaptic levels and the OxRAM memory window, then
the conductance variability on the SNN performance.
Figure 8 reports the Classification Rate (CR) as a
function of the Memory Window at 3σ (MW3σ).
The LCS and HCS distributions measured under the
condition A and B2, plus the synapse with zero
variability (σG,LCS=0 and σG,HCS=0) are used. The
different curves correspond to a different number of
OxRAM devices per synapse. In contrast to detection
task, the CR is independent of the MW3σ for all
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Figure 8. Classification Rate (CR) as a function of MW3σ

defined in Figure 2 (a), for different numbers of OxRAMs per
synapse. The LCS and HCS distributions measured on the
4 kbit array for the conditions A and B2 of Table 1 and an
artificial case with zero variability were used. The MW3σ was
varied by a translation of the LCS distribution to lower or higher
conductance values.
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Figure 9. Classification Rate (CR) as a function of variability in
the HCS, for 1 and 10 OxRAMs per synapse. The LCS and HCS
distributions measured on the 4 kbit array for the conditions of
Table 1 and an artificial case with zero variability were used.

the studied distributions. The network performance
depends on:

• Number of synaptic levels: The CR increases
with the number n of OxRAMs per synapse
and saturates after 10 OxRAMs/syn. This is in
agreement with the studies performed in [22] and
[40] .

• Synaptic variability: the LCS and HCS
distributions measured under the programming
conditions A allows to improve the performance
with respect to the synapse with zero variability
for a given number of OxRAM per synapse.
However, similar performances are achieved with
condition B2 (high conductance variability) and
the synapse with zero variability.

To quantify and understand the impact of conductance
variability, we calculated the SNN performance for
the four programming conditions of Table 1 plus the
synapse with zero variability. Figure 9 plots the CR as
a function of HCS variability for a synapse composed
by one and ten OxRAM cells. As MW3σ has no impact
(Figure 8), we simulated the experimental MW3σ for
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Figure 10. Impact of the OxRAM aging on the Classification
Rate (CR). Simulations have been calibrated using the data of
Figure 3 (a). Both cell-to-cell and cycle-to-cycle variability are
taken into account.

each programming condition and MW3σ=5 for the case
with no variability. Network performance is maximal
for σG,HCS≈0.03 (conditions A and C, CR≈82% for
10 OxRAMs/synapse) and is degraded when HCS
variability is too high (condition B2, CR=78.6%) or
when there is no variability at all (synapse with
zero variability, CR=79.6%). Note that, as shown
in Section 3.2, GMAX,0σ/Ginit is reduced when there
is no HCS variability or the HCS variability is too
high. If we replace the cumulative OxRAM synapse
by just one device, the maximum score is 76%. These
results are far from the best one obtained for the
same dataset, which used a supervised off-line learning
approach and millions of adjustable parameters [46].
However, our results compare well to on-line supervised
neural network with backpropagation and a similar
number of adjustable parameters (82.9%) [32] and to
previously published results on on-line unsupervised
learning (82.9%) [47].

Figure 10 shows the impact of OxRAM aging on
the Classification Rate. Both cell-to-cell and cycle-to-
cycle variability are taken into account. Simulations
have been calibrated using the data of Figure 3 (a)
measured on the 4 kbit array. As HCS variability
values during aging remain around 0.03, the CR varies
little in that range, as shown in Figure 9. Therefore,
with 10 OxRAMs/syn, we can sustain a constant score
CR≈81.5% until 106 cycles.

3.3. Comparison between detection and classification

tasks

We now explain the surprising difference in how de-
tection and classification tasks are affected by device
characteristics. Figure 11 shows the synaptic weight
distribution after the training phase for the car detec-
tion task (Left) and the digit classification task (Right),
obtained with the synapse with no conductance vari-
ability and MW3σ=200 (blue), and programming con-
ditions B1 (red) and A (green) respectively. These
conditions allow maximizing the network performance.
For the detection task, the maximal F1-score (0.96) is

Figure 11. (Left) Synaptic weight distribution after the
training phase for the detection task, for condition B1 (red,
MW3σ=1.3) and the ideal synapse with no conductance
variability (blue, MW3σ=200), with 1 OxRAM per synapse.
Both conditions allow to achieve a score F1=0.96. (Right)
Synaptic weight distribution during the inference phase for
the classification task obtained with condition A (green,
MW3σ=3) and the synapse with no conductance variability
(blue, MW3σ=200), with 20 OxRAMs/syn. CR of 81.8% and
79.5% is achieved respectively.

reached if, after training, there are two synaptic pop-
ulations: (1) potentiated synapses (OxRAMs in HCS)
and (2) depressed synapses (OxRAMs in LCS). The
fundamental requirement is that a ratio higher than
200 exists between the peaks of the potentiated (HCS)
and depressed (LCS) synaptic distributions. There-
fore, both memory window and conductance variabil-
ity are beneficial as they increase the dynamic range of
synaptic weight values available during training, facili-
tating the separation of the LCS and HCS peaks after
training. For the classification task, multilevel conduc-
tance synapses are necessary to achieve the best per-
formance. The number of OxRAM cells per synapse
defines the number of levels. As parallel conductances
sum up, the value of the equivalent synaptic weight
is approximately nHCS0σ, where n is the number of
OxRAMs in HCS. Unlike the detection task, where the
network exploits both HCS and LCS distributions, only
the HCS distribution defines the synaptic value. Con-
sequently, the LCS distribution and the memory win-
dow do not affect the network performance as shown in
Figure 8. On the other hand, the classification task is
sensitive to the HCS distribution as shown in Figure 9.
If the HCS variability is too high (condition B2), the
synaptic weight distribution after the training phase
has only 6 synaptic levels (not shown) instead of the
20 levels achieved with condition A (Figure 11 (Right)),
thus explaining the reduced performance for the con-
dition B2 (Figure 9).

4. Conclusion

An extensive study of conductance variability, power
consumption and aging of multi-kilobits OxRAM
arrays over the full operation range has been presented.
The experimental results were used to perform system-
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level simulations of SNNs designed for (1) detection
in dynamic patterns and (2) classification of static
patterns applications. In comparison with previous
studies on artificial SNNs [22,29–32], we demonstrated
that SNNs are not only robust to synaptic variability,
but can also draw benefit from it. Noise can
be beneficial as it increases the range of synaptic
weight values available during learning. For detection
applications, OxRAM technology is well-suited to
implement synaptic elements as only one OxRAM
device per synapse is needed, and their electrical
characteristics enables to achieve maximal performance
at low power consumption (less than 20 pJ/spike).
On the other hand, for classification applications,
multilevel conductance synapses are necessary to
achieve the best performance; a synaptic compound
composed of at least 10 OxRAMs per synapse is
required. The maximal performance was achieved
with a conductance variability in HCS of roughly 0.03
that can be achieved with programming energy of
about 40 pJ/spike. This study provides guidelines
to optimize the programming conditions for OxRAM-
based synapses in SNNs capable of unsupervised
learning by STDP. It also highlights that memory
devices for neuromorphic applications may be more
optimally used in different physical regimes than for
conventional memory applications.
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Appendix: Network topology

Both applications are based on a one-layer fully
connected feed-forward neural network topology: each
neuron of the first layer is connected to each neuron of
the second layer with a synaptic element.

Car tracking

Figure A1 (a) presents the network simulated for the
detection task. A video of cars passing on a six-
lane wide motorway is recorded using Address Event
Representation format by a Dynamic Vision Sensor
[48] and it represents the input data [49]. An input
pixel generates a spike each time there is a change
of luminosity at its location in the visual field. Each
input pixel is connected with two synapses to every
output neuron to denote an increase (ON synapse) or
decrease (OFF synapse) in illumination respectively.
A similar network has been implemented in [39] and
[41] exploiting multi-level Phase-Change Memory and

(a)

(b)

Figure A1. (a) Simulated neural network for the car tracking
application, trained with a stochastic STDP learning rule and
lateral inhibition. (b) Example of spiking activity of one output
neuron (red) and the actual traffic (a grey spike corresponds to
a car passing on the lane). True Positive (TP) events, False
Positive (FP) events and False Negative (FN) events are put in
evidence.

binary Conductive Bride RRAM synapses respectively.
In this work, we adopted the OxRAM technology
presented in section 2. The total number of OxRAM
devices is 128x128x2x60xn=1,966,080n, where n is
the number of OxRAM cells per synapse. Output
neurons are implemented with the Leaky Integrate
and Fire model [21]. Many implementations of such
neurons have been proposed with CMOS technology
[50]. Note that after an output neuron fires a spike, it
cannot integrate any incoming spikes for a refractory
period Trefrac=218 ms. It also prevents all the other
neurons of the layer from integrating incoming spikes
for a period Tinhibit=29.9 ms, referred to as lateral

inhibition.
The network is trained with the unsupervised

stochastic STDP rule presented in Figure 5 (b), with
pLTP=0.13 and pLTD=0.2. After a training phase,
every output neuron becomes sensitive to a specific
lane. An example of the 2D conductance mapping
of one output neuron after training is shown in the
top left of Figure A1 (a). A potentiated ON synapse
(resp. OFF synapse) of an input pixel is represented
with a red (resp. blue) dot. When both ON and OFF
synapses are potentiated, the resulting color is grey.
When both ON and OFF synapses are depressed, the
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resulting color is black. As a result of the training
phase we can observe a pool of potentiated synapses
(circled in white) denoting the sensitivity of this neuron
to a car at this specific position on the motorway.
When a car passes at that position, the neuron spikes.
In this example, the output neuron is sensitive to the
lane 5; the neuron spikes whenever a car passes on that
lane. Figure A1 (b) sketches the spiking activity of one
output neuron (red) and the actual traffic (a grey spike
corresponds to a car passing on the lane). If the neuron
detects a car, we have a True Positive (TP) event. If
it spikes with no car passing, we have a False Positive
(FP) event. If it misses a car, we have a False Negative
(FN) event. We use the F1-score as a metric to assess
network performance:

F1 =
2TP

2TP + FN + FP
(A.1)

F1 ranges from 0 to 1, with F1=1 being the best
performance. Each output neuron becomes sensitive
to one lane. Since there are 60 output neurons and
only 6 lanes, several neurons become sensitive to the
same lane. As more cars pass on the lanes 4 and
5, more neurons are sensitive to these lanes than to
the lane 6, the least active lane. To assess network
performance, only the most sensitive neuron for each
lane is considered.

Digit classification

Figure A2 (a) presents the network simulated for the
classification task. The Mixed National Institute of
Standards and Technology (MNIST) dataset is used for
the training and testing [51]. The input layer converts
the input digit with a spike frequency encoding: each
input neuron generates a spike train with a spiking
rate finput proportional to the grey level of the pixel.
Synaptic elements are implemented with n OxRAMs
in parallel as in Figure 5 (a). The network is trained
with the unsupervised stochastic STDP rule (Figure 5
(b)), with pLTP=0.01, pLTD=0.02, Trefrac=1 ns and
lateral inhibition with Tinhibit=10 µs.

During the training phase, each output neuron
becomes sensitive to a specific class of digit, for
example the output neuron 94 becomes sensitive to the
class of digit ‘8’ as illustrated in the 2D conductance
mapping of Figure A2 (a). After training, each output
neuron is associated with the digit it is the most
sensitive to - this represents the class of the neuron. To
assess network performance during the testing phase,
the Classification Rate (CR) is computed as shown
on Figure A2 (b). Each input digit is presented to
the network for 350 µs and the output neuron that
spikes the most within this time window corresponds
to the network response. If the class of digit of this
most active neuron is the input digit, the digit is

(a)

(b)

Figure A2. (a) Simulated neural network for the digit
classification application, trained with a stochastic STDP
learning rule and lateral inhibition. (b) Example of spiking
activity of four output neurons when four different input digits
are presented. If the class of digit of the most active neuron is the
input digit, the digit is successfully classified (green), otherwise
the digit is not classified (red).

successfully classified (green spikes in Figure 7 (b)).
If its class is different from the input digit, the digit
is not classified (red spikes in Figure A2 (b)). The
Classification Rate is calculated as the ratio between
the number of successfully classified digits (nclassified)
and the number of input digits (ninput):

CR =
nclassified

ninput

(A.2)

As there are multiple ways to handwrite the same digit,
increasing the number of output neurons allows for an
improvement of network performance as demonstrated
in [22]. Indeed, this enables the network to have at its
disposal several neurons specialized to the same digit,
and more precisely to have neurons specialized in dif-
ferent handwritings of the same digit. As shown in [22],
the increase of CR with the number of output neurons
saturates after 500 output neurons.
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