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Highlights 

 Study of PAH formation during pyrolysis in gas carburizing conditions. 

 CFD simulations were used to determine Residence Time Distribution. 

 Comparison of experimental PAH formation and predictions from a kinetic model. 

 

Graphic illustration for highlights 
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Abstract 

The aim of this study was to understand the formation of PAHs (Polycyclic Aromatic 

Hydrocarbons) during acetylene pyrolysis. Experiments were carried out with a jet-stirred-reactor in 

laboratory conditions similar to those used in industrial low-pressure gas carburizing processes 

(1173 K and 8 kPa). The influence of residence time was studied. At the outlet from the reaction 

zone, products of pyrolysis were analyzed by gas chromatography (mass detector). A detailed 

kinetic model was used to describe PAH formation and to validate experimental findings. 

Differences were found between the experiments and the kinetic model. Several explanations are 

presented such as a lack of mixing within the reactor. To explain why the reactor’s hydrodynamic 

characteristics deviate from the perfectly stirred assumption under several operating conditions, 

such as low-pressure and high temperature, CFD calculations were performed to determine the 

Residence Time Distribution (RTD) of the gas phase. This deviation is particularly linked to the 

pressure in the chamber which was not taken into account when constructing the jet-stirred-reactor 

over the last fifty years. 

Keywords: Pyrolysis, PAH, carburizing, jet-stirred-reactor, residence time distribution 

1. Introduction 

Low-pressure gas carburizing is a heat treatment process used to increase the surface hardness of 

steel by the addition of carbon atoms. Surface chemical reactions occur between some hydrocarbons 

and steel parts causing atomic carbon to diffuse within the steel [1,2]. Simultaneously, gas phase 

pyrolysis occurs. As a result, this process produces by-products, including Polycyclic Aromatic 

Hydrocarbons (PAH) which may contain carcinogenic substances such as benzo[a]pyrene (BaP) 

[3]. These by-products condense in cold zones in the reactor, mainly exhaust pipes [4]. During 

maintenance and cleaning operations, workers may be exposed to these substances through 

inhalation and skin contact. This study aimed to identify the pathways leading to the formation of 
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chemical compounds so as to establish operating conditions which would improve occupational risk 

prevention when using and maintaining low-pressure gas carburizing furnaces.  

Several experimental set-up to increase the comprehensive reaction mechanism in several pyrolysis 

and combustion with a plug flow reactor or a perfect stirred reactor can be found in the literature. 

Ghent University (Belgium) studied mechanism for catalyst regeneration from carbon deposits [5] 

thanks to a transient technique: the Temporal Analysis of Products (TAP) [6-7]. It is often used to 

investigate the isothermal carbon species gasification process or catalysis reactions and its high time 

resolution allows formulating the reaction mechanism. The TAP consists of injecting a very small 

amount of gas (nanomoles per pulse) into a small tubular vacuum fixed bed reactor to be with a 

perfect stirred reactor assumption. Another experimental pyrolysis apparatus used a pipe with a 

larger length and inner diameter [8,9] than the TAP uses. The aim is to ensure the plug flow and the 

isothermal assumption during experiments. 

As far as our study of gas pyrolysis is concerned, laboratory experiments were carried out with a 

jet-stirred-reactor, JSR [10-14]. This reactor was often used for combustion and pyrolysis studies 

because it can be assumed to be a perfectly stirred reactor [15-19]. To the best of our knowledge, 

Gil and Mocek, 2012 [14] is the first study which uses the JSR at low pressure. This assumption is 

important to allow comparison of results from kinetic models to experimental data. The temperature 

and composition homogeneity in the JSR makes kinetic analyses and simulation easier than in 

tubular reactors. The simulation of the JSR can easily be implemented with comprehensive detailed 

kinetic models using softwares as Chemkin
®
 [20]. 

However, the ideal flow pattern within the continuous JSR may only be valid for certain process 

conditions. If operating conditions such as temperature, pressure or the compounds used are altered, 

the hydrodynamic conditions may be modified [21,22]. Thus, experimental data and results 

obtained from a kinetic model may differ due to an invalid assumption. To ensure the validity of the 

assumptions made, the numerical residence time distribution (RTD) was determined by 

computational fluid dynamics simulations (CFD) using Fluent Ansys
®
 software [23-25]. 
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The results of this work show how residence time influences the formation of PAH at 1173 K and 8 

kPa (pyrolysis conditions applied during carburizing processes). Experiments were carried out with 

the JSR, and CFD simulations were performed to try to identify the potential sources of 

discrepancies observed between JSR and simulations of a perfectly stirred reactor. Finally, data 

from a detailed kinetic model were compared to our experimental results [26]. 

2. Materials and methods 

2.1. Jet-stirred-reactor characteristics 

The JSR used in these experiments is composed of a sphere and two pipes (Figure 1). The medium-

sized sphere corresponds to the reactor, and is assumed to be perfectly stirred. The JSR was 

manufactured by Veral (Colombes, France) from quartz so that it can be used at the high 

temperature required for carburizing (1173 K). Chemical reactions take place in the sphere, into 

which gas is injected from four different directions through nozzles positioned as shown in Figures 

2 and 3. 

To study the carburizing process, a quartz support was made to allow a steel part to be placed in the 

reactor. Carburizing itself will not be discussed in this article, but the presence or the support can 

change the reactor’s hydrodynamic characteristics. Quartz pipes used to transport acetylene into the 

sphere located in the middle of the furnace allow avoiding boundary effects. This positioning allows 

products to be extracted as quickly as possible, thus avoiding chemical reactions in the pipes. To 

reduce the residence time for chemical species in the pipes and to increase their velocity, acetylene 

and exhaust products transit through annular spaces. The high surface/volume ratio characteristic of 

the annular zone allows also the preheating of the reactants up to the reactor temperature to avoid 

temperature inhomogeneity [27]. 
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Figure 1: Photograph of the JSR [10] in a furnace – Parts were made of quartz by Veral (Colombes, 

France). 

 

 

Figure 2: Diagram of the JSR (cross-section) containing a support on which a steel part can be 

placed for carburizing (dimensions are given in mm) – Vsphere = 102 mL, dnozzle=300m, 

Snozzle=0.07 mm
2 

(Table 1) [10] 

Table 1 presents the residence times in each part of the reactor for the different flow rates used. 

gas inlet gas outlet

nozzle outlet

furnace

support

58

45 11

1 200
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reactor part inlet pipe sphere outlet pipe 

pipe length (mm) and sphere diameter (mm) 571 58 571 

thickness of annular spaces (mm) 1 (-) 1 

gas volume (mL) 16 102 20 

acetylene flow rate 

(NmL/min) 

acetylene flow rate at 1173 K and 8 kPa 

(x 10
3 
mL/min) 

 i

sphere

t

t




t(s) 

225 12 

74 

0.08 0.5 0.10 

112 6.1 0.16 1 0.19 

75 4.1 0.24 1.5 0.29 

64 3.5 0.28 1.75 0.34 

Table 1: Geometric characteristics of the JSR and operating parameters applied 

The gas velocity at the outlet from the nozzles must remain below the speed of sound to avoid 

damage to the quartz walls of the JSR [28]. The mathematical condition with sonic limit depends on 

T and P and is given by Eq. 1: 

 PTc
d

R
sound

nozzle

sphere
,

3

4
2

3


t

           (1) 

Using the dimensions of the JSR (dnozzle and Rsphere), the speed of sound calculated at 1173 K and 

8 kPa (646 m/s) and equation 1, it was possible to determine the minimum value for the residence 

time. Its maximum value was fixed because of the large amount of soot and tar generated within the 

reactor which obstructs the nozzles. Indeed, the conversion rate of acetylene increases with 

residence time resulting in high PAH concentrations [26]. As a first approximation, the residence 

time chosen to explain the chemical reaction was that for the sphere alone; the residence time in the 

two pipes was neglected (Table 1). 

The hydrodynamics of the JSR were previously studied by determining the RTD for different 

regions in the reactor at room temperature, atmospheric pressure and with air [10,22]. Because 
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pyrolysis reactions occur at high temperature, low-pressure and without air, it appeared important to 

investigate the influence of these parameters on flow in the JSR. Therefore, CFD simulations were 

performed to characterize the reactor’s hydrodynamics to confirm the hypothesis of perfect mixing 

at high temperature and vacuum pressure based on RTD measurements [29-31]. 

2.2. CFD simulations 

In this study, the reactor’s hydrodynamic behavior was only investigated using CFD simulation 

[14]. The geometry of the simulated reactor was designed thanks to the reactor used in the 

laboratory (Figure 3). 

 

Figure 3: Design of JSR [10] produced by Design Modeler software (Ansys
®
) [25] 

 

As the reactor does not have an axis of symmetry, a 3D model of the reactor was simulated using a 

commercial CFD code. CFD simulations were performed using the Workbench
®
 software package 

developed by Ansys
®
; Design Modeler, Meshing and Fluent Ansys

®
 were used to perform 

calculations based on the finite-volume method [14,25,32,33]. 

The RNG-k-ε turbulence model was chosen to keep a reasonable computational effort (calculation 

time) while taking into account the physics of the flow [32]. The RNG-k-ε model tends indeed to 

request 10-15% more calculation time than the standard k-ε model, but it allows a better 

consideration of the turbulent viscosity while the k-ε model is more used to treat diffusivity 
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phenomena [25]. The RSM model would be the most appropriate by using a coupling between the 

Reynolds stresses and the mean flow. 

Nevertheless, the RNG k-ε model with "Enhanced Wall Treatment" was used because on the one 

hand it requires less calculation time than the RSM model (40%) and the other hand, the order of 

magnitude of the average value of the non-dimensional wall distance,
y  (for sphere wall and 

nozzle walls) is below 1 at 8 kPa - 1173 K with y
+ 

values, ranging from 2 10
-4

 to 30 [34]. At 

101.3kPa and 293 K, y
+
 values are higher than at 8 kPa - 1173 K. However its maximum value 

stays above 70. If the sub-viscous region is below 100, RNG k-ε model can be used between 0 < y
+
 

< 5, CFD calculations have to be performed by adding to the RNG k-ε model the "Enhanced Wall 

Treatment" and enough cells within the boundary layer on the mesh thanks to the “Inflation 

program” (Figure 4) [25]. 

 

Figure 4: Cross-sectional view of the geometry of the sphere and one nozzle with zoom 1 and zoom 

2 to show the gradient of mesh size used “Inflation Program” (Ansys
®
) to take into account the sub-

viscous region ( y <5 - 30max 
y  at 8 kPa, 1173 K) close to small part like nozzle. 

 

zoom 1

zoom 2

150 m
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Simulations were performed for nitrogen at constant density and dynamic viscosity (assuming it to 

be an incompressible fluid), under isothermal conditions, and with negligible gravity at 8 kPa and 

1173 K. Continuity, balance of momentum and conservation of energy equations were used and are 

listed below [35]. 

The continuity equation is given by: 

 u
Dt

D 
 


0u


          (2) 

The Navier-Stokes simplified equation was used: 

  uuuP
Dt

uD 


2           (3) 

To solve these equations, the boundary conditions assume no slip and no heat transfer between the 

inside and the outside of the reactor at the walls. The temperature was maintained constant on all 

walls (see § 2.3.). Gas velocity is specified at the entrance to the reactor and the outlet pressure was 

set to the pressure for the carburizing process (8 kPa). The turbulence intensities at the outlet and 

inlet boundaries were set to 5%. This low value was chosen because the flow is mainly laminar (the 

order of magnitude of the Reynolds number in a nozzle at 1173 K and 8 kPa is below 70), but some 

turbulence zones within pipes or other areas like bends of nozzle may be generated. 

The mesh of the reactor volume was composed of 10
7
 elements. Three regions were created and 

connected: the inlet pipe, the sphere with its four nozzles, and the outlet pipe. These regions were 

modeled by a combination of tetrahedral and hexahedral meshes. The grids for the inlet and outlet 

pipes were composed of 10
5
 hexahedral mesh elements. In the sphere, the structured grid was made 

of 10
5
 tetrahedral mesh elements. A very small mesh size was required close to the nozzle to obtain 

accurate results, but the mesh had to remain large enough to reduce the number of cells near the 

wall of the sphere. Therefore, a gradient of mesh size was used (Figures 4 and 5). 

In order to reduce the calculation time while respecting the results accuracy, “Automatic Method” 

and “Patch Conforming Method” were used for the two pipes and sphere, respectively [25]. The 

“Automatic Method” is a classical technique of meshing used to cylinder shape such as our pipes. 
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The “Patch Conforming Meshing” is a technique selected in Meshing software in which boundaries 

of the faces (solid-fluid and fluid-fluid) are taken into account with a very small tolerance. This 

method is used to overcome difficulties with small features geometry. In our case, it is important to 

work with a mesh refinement because the sphere contains elements with several orders of 

magnitude: outlet diameter of nozzle (300m), diameter of the sphere (58 mm), nozzle bend, etc. 

Otherwise, the “Patch Conforming Meshing” uses “Inflation” to increase the CFD boundary layer 

resolution: the number of layers was equal to 5 and a growth rate equal to 1.2. The figure 5 shows a 

cross-sectional view of the geometry of the reactor. It allows showing inside important areas 

involved with zooms, 

• the different meshes used for two pipes and sphere, 

• the quality of the grid: fine, coarse adopted, 

• the mesh close to boundaries (solid-fluid) and at the junction of pipe-sphere. 

Afterwards, to ensure a fine mesh close to the junctions of pipes and sphere, the mass balance was 

determined for different regions in the reactor at steady state on both sides of the junctions. The 

mass balance and the residual calculated are lower than 10
-3

% and 10
-3

 respectively. Consequently, 

to perform CFD calculations the grid chosen is based on technical recommendations of Ansys
®
 

[25]. 
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Figure 5: Cross-sectional view of the geometry of the reactor with three zooms of areas involved (a) 

close to nozzle within sphere, (b) at the junction of pipe-sphere for the gas outlet, (c) around quartz 

part surrounded by gas. 

 

However, the mesh within the nozzles must be fine enough to improve the accuracy of the CFD 

calculations. The mass balance may be not sufficiently satisfied close to the four nozzles when the 

mesh is coarse. The figure 6 represents the grid of one nozzle section with zooms. Calculations for 

four residence times were performed on the one hand with (a) a fine mesh and the other (b) with a 

coarse one. For each mesh, a calculation of deviation of the mass balance between the reactor inlet 

(inlet pipe) and the sum of the outlets of the four nozzles was carried out. The deviation increases 

with the residence time (Figure 6). However its order of magnitude remains suitable with the fine 

mesh. Nevertheless, the gap between the mass balance deviations of two meshes is between 120 % 

and 180% (Table in figure 6). Therefore fine mesh for four nozzles was used. In other words, 

around 100 elements were retained (fine mesh – Figure 6a) for the four nozzle sections (0.07 mm
2
) 

to achieve a sufficient equilibrium for the mass balance between the inlet of the reactor and the sum 

of the four outlet nozzles. 

(a)

(c)

(b)
(a)

(b)

(c)
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Figure 6: Representation of the grid with zooms of the nozzle outlet with (a) fine and (b) coarse 

mesh – calculation of deviation of the mass balance between inlet pipe and outlet of four nozzles 

 

2.2.1. Pulse input signal for RTD calculation 

A pulse tracer was used as the stimulus when performing some RTD calculations. It enters through 

the inlet to the JSR and the response calculated to determine RTD is based on its concentration in 

the reactor’s exhaust flow. Simulations were carried out in a transient state to determine the RTD. 

Two gas species were used in the CFD model to predict RTD: a flow of nitrogen and a defined 

tracer gas which has the same physical and chemical characteristics as nitrogen. The inlet velocity 

was set to between 0.1 m/s and 5 m/s, depending on the desired residence time; these speeds 

remained below the sonic limit at the nozzle outlet [10]. To decrease the calculation time and to 

study the hydrodynamic characteristics of the sphere alone, without pipes, the inlet and outlet pipes 

were shortened. The modifications to the geometry allow RTD to be determined only for the sphere 

and its four nozzles. The calculation is performed in three steps: 

1. After initializing all parameters, the JSR is filled with nitrogen until it reaches a steady state 

(mass balance<0.01%). 

t(s)

mass balance deviation (%)

fine mesh on nozzle section

100 elements

mass balance deviation(%)

coarse mesh on nozzle section

15 elements

0.5 7 10-3 0.36

1 2.4 10-2 0.10

1.5 1.1 10-2 2.8 10-2

1.75 1.2 7.0

(b) coarse mesh(a) fine mesh
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2. The calculation is then performed in a transient state following injection of a stimulus of 

pure tracer gas for 0.05s (<10% of residence time). The time step is set to 0.01 s. It is over 

50 times shorter the residence time in the sphere (50 and 175 for the residence time of 0.5 

and 1.75 s respectively – Table 1). The time step has been chosen according to the 

theoretical residence time in the sphere. 

3. The initial condition corresponds to the final condition from part 1. 

4. Finally, the calculation continues in a transient state and with pure nitrogen until t > 5te.g. 

when the gap between two inlet concentrations is lower than 10
-3

%. 

The tracer concentration was monitored at the outlet of the sphere. The RTD is represented by the E 

curve thanks to the tracer concentration at the outlet as a function of the normalized time, t/t  [30]. 






0

)(

)(
),(

dttC

tC
tE

t

t
t            (4) 

The CFD residence time, CFDt  can then be calculated by applying the method of moments 

[29,30,35]. CFD simulations were compared with the ideal RTD determined using Eq. 5: 










t

t
t

tE exp),(            (5) 

To characterize the deviation from the ideal working, CFD simulations and the ideal RTD curves 

were compared. The data obtained from the ideal model (Eq. 6) were fitted to the CFD simulation 

results. 

The ideal fitted residence time, fitideal _t  was deduced from this fitting. The aim was to compare the 

difference between the two residence times, as defined by Eq. 6: 

t

tt
t

fitidealCFD
r

_
            (6) 

Where t is the arithmetic mean of CFDt  and fitideal _t . 
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We also used the method developed by Cholette and Cloutier (1959) [36] to determine mixing 

efficiencies in a continuous flow system and to assess their performance. The aim of this aspect of 

the study was to take the effective mixing volume and any possible short-circuits into account. It 

further characterizes the hydrodynamics of our JSR thanks to Eq. 7: 

t

t

m

n
n

C

tC
 ln

)(
ln

0

           (7) 

Where m is the fraction of total reactor volume assumed to be well stirred and n is the fraction of 

inlet flow which contributes to the perfectly stirred volume. Thus, the deviation from ideal mixing 

can be characterized by: 

nr circuitshort  1 , the fraction of short-circuit,       (8) 

and 

mr ixm ialpart 1. , the fraction of fluid which is partially mixed.     (9) 

For all RTD curves, the deviation from the ideal was characterized and discussed with respect to tr , 

circuitshortr   and .ixm ialpartr . 

2.2.2. Step input signal for RTD calculation 

To show the influence of the twin pipes located on either side of the sphere, some CFD simulations 

were carried out with a pulse trace, which is the preferred method for more complex reactors 

[31,37]. Initially, the JSR was filled with nitrogen until it reaches a steady state. The velocities (ux, 

uy, uz), pressure, etc. were calculated for all cells in the mesh until the convergence criterion was 

reached:. The residual sum for each of variables decay to 10
-4

. When this criterion was reached, 

mixing was investigated by introducing a pulse of pure tracer gas. The calculation was then 

performed in a transient state for t>5t. 

The time step has been chosen according to the theoretical residence time of the reactor (two pipes 

and the sphere). It was set to 0.01 s to achieve an accurate result because of it is over 50 times 
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shorter than the residence time of the reactor (which is close to the residence time of the sphere - 

Table 1). 

The tracer concentration was monitored at the outlet from the reactor. It changes from 0 to C0 and it 

can be normalized and expressed as follows: 

0

)(
),(

C

tC
tF t             (10) 

Where C(t) and C0 are the concentration of tracer and the maximum concentration of tracer 

measured at the reactor outlet, respectively, and F is the downstream signal [31]. 

In order to ensure the perfectly mixed assumption, the expression for the ideal downstream signal is 

used (Eq.11): 










t

t
t

tF exp1),(           (11) 

Data from CFD calculations used to determine RTD were fitted to those produced by the ideal 

model. The aim was to determine the residence time and to compare it to the ideal residence time, 

idealt  which characterizes perfect mixing, as defined by Eq. 12: 

Q

V
ideal t             (12) 

To calculate it, the overall volume of the reactor, the two annular pipe volumes and the sphere 

volume (Table 1), is taken into account. 

2.3. Experimental setup 

Acetylene pyrolysis experiments were performed in the experimental setup shown in Figure 7. This 

setup consists of a gas feeding system, a reaction system, and a product collection system. Low-

pressure is achieved by means of a rotary vane pump (Edwards E1M18 Atex3) and controlled 

thanks to a solenoid control valve (MKS 0248A) and absolute pressure transducers (MKS 

Baratron
®
 622B). Gases (acetylene and nitrogen) were contained in gas cylinders (Air Liquide and 
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Air Products
®
) and flow rates were adjusted using mass flow controllers (Brooks

®
 SLA 5850S). 

Nitrogen is an inert gas and is used to exclude air and particularly oxygen from the experimental 

setup to avoid combustion reactions. A single controller is sufficient to cover the full range of 

acetylene flow rates between 64 NmL/min and 225 NmL/min to study the influence of the gas 

residence time between 1.75 s and 0.5 s, respectively (Table 1). The reactor was positioned 

horizontally in a tubular three-zone furnace (Carbolite
®
 HZS 12/600). The sphere was placed in the 

middle of the furnace. The connections between flexible and rigid stainless steel pipes and the 

quartz parts were purchased from Swagelok
®
, Neyco

®
 and Oerlikon Leybold Vacuum. 

 

Figure 7: Experimental setup (  heating flex;  insulation; T: temperature sensor; P: 

pressure sensor; FRC: mass flow controller) 

 

To analyze PAH formation, all but the lightest species were condensed on the walls of a cold trap 

(KGW Isotherm) cooled by liquid nitrogen (Linde group). The stream at the outlet from the trap 

was analyzed by on-line gas chromatography (not shown in Figure 7). Results showed that the 

amount of product exiting the trap is negligible, except for the lightest products such as hydrogen 

and methane, which are not of interest here. The sampling time was usually 5 min in order to ensure 

to be in steady state). The cold trap was subsequently removed from the setup and washed with 

dichloromethane (25 mL). Samples were analyzed off-line by gas chromatography. The sixteen 

Vacuum 

pump

Furnace

C2H2

cold trap 

liquid 

nitrogen
dichloromethane

GC MS

analysis

P

FRC

N2

FRC

TT P
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EPA-PAHs were quantified by mass spectrometry (MS). All technical detail of these analyzes can 

be found in Bensabath’PhD [38]. Uncertainties appear with this analysis method because of the 

different steps between sampling and analysis, for example solvent may be lost by evaporation. To 

control for these effects, reproducibility experiments were performed. 

All experiments were carried out at 1173 K and 8 kPa. The feed consisted of pure acetylene. Each 

experiment was performed two to four times to test reproducibility. In the presentation of the 

results, an average was calculated for each case and the range between the lowest and the highest 

values is represented by error bars. 

In order to ensure the temperature uniformity in the reactor, measurements have been carried out to 

determine the reactor temperature (skin temperature in the sphere close to the nozzles). The K type 

thermocouple technology is used because its accuracy at high temperatures close to 1173 K is better 

than a Pt100. The sensor is connected to the Alhborn
®
 precision measuring instrument. The gap 

between the set point temperature around 1173 K and the reactor (sphere and two pipes) is below 

1% thanks to two other electrical resistances placed on both ends of the furnace to prevent heat 

losses. Therefore calculations and experiments supposed that on the one hand the JSR is isotherm 

and the other hand, that its temperature is equal to the set point temperature of the furnace. 

Furthermore, short residence times were studied to avoid too much soot formation in the reactor. 

Moreover, the reactor was cleaned between two experiments by oxidation of carbon at 1173 K with 

an air inlet into the reactor to avoid the modification of reaction pathways of next experiment. 

These precautions limit the soot formation and the obstruction of pipes. 

 

3. Results and discussion 

3.1. Experimental results and kinetic model  

Experimental results (Figure 8) were obtained in gas carburizing conditions, i.e., at low-pressure 

and high temperature, using pure acetylene. They were compared to results obtained from a detailed 



 

page 18 

 

kinetic model [26]. This model was developed to describe formation of PAHs such as 

benzo[a]benzene during pyrolysis with light hydrocarbons (acetylene, ethylene, propane, etc.) in the 

same conditions. It was validated using experimental data from the literature [27]. Graphs showing 

mass fractions plotted as a function of the ideal residence time (Eq. 12) for the 16 EPA-PAHs
1
 were 

produced. The error bars on the experimental data points correspond to the experimental accuracy 

of GS-MS and represent the different errors during sample preparation. The PAHs produced in the 

greatest quantities were the lightest PAHs: naphthalene (fraction around 4 10
- 2

) and acenaphthylene 

(fraction around 10
-2

). For PAHs like fluorene, phenanthrene, fluoranthene, I[1,2,3-cd]P, DB[a,h]A 

and pyrene the mass fractions was close to 10
-3

. For heavier PAHs, lower mass fractions were 

produced (fraction around 10
-4

). The B[a]P concentration was significant as it exceeded that of 

B[a]A, chrysene, B[b]F and B[k]F, which are lighter species. From data shown in Figure 8 we note 

that almost all PAH concentrations decreased when the residence time increased (except for 

naphthalene, the lightest). However, acetylene conversion increases with residence time [38]. On 

the one hand, this evolution can be explained by the large conversion of PAHs into heavier species 

which were not analyzed during this study. These species can be present as soot, or tar produced at 

a high rate of acetylene conversion and which deposit on the reactor walls and in downstream of the 

pyrolysis process. Generation of heavy compounds has also been observed in industrial carburizing 

[4]. On the other hand, the decrease in the amount of PAH formed when the residence time 

increases may be due to loss of PAHs by adsorption on soot, which was not all recovered for 

analysis [39-41]. When comparing experimental and modeled data, it emerged that PAH 

concentrations are inaccurately estimated by the model. Although the order of magnitude is correct 

and results are similar to experimental points, the model does not reproduce the trend for decreasing 

PAH concentrations as the residence time increases. This difference is due to higher conversion in 

these conditions. Many experiments performed in tubular reactors using lower acetylene conversion 

                                                 
1
 I[1,2,3-cd]P and DB[a,h]A cannot be quantified separately, so they are considered together. 
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showed good agreement between experimental and modeled data, and the same evolution when 

conversion increased [38]. 

 

 

Figure 8: Mass fraction profiles for 16 EPA-PAHs produced during the carburizing process with 

pure acetylene – Comparison between experimental data and simulations (  experiments,  

simulations) [12] – T=1173 K, P=8 kPa 

However, in the JSR, a proportion of the PAHs analyzed is consumed to form heavier species, such 

as soot, which is not considered in the model [42,43]. Therefore the order of magnitude of the PAHs 
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calculated by the kinetic model might be overestimated. Otherwise some PAHs adsorbed onto soot 

deposited on the walls of the reactor were not analyzed. Nevertheless, the published kinetic model 

uses hydrodynamic assumptions such as plug flow or perfectly stirred reactor depending in the 

reactor used [26,44]. In our case, the JSR is assumed to be perfectly stirred. However, this may not 

be the case. Therefore, the RTDs determined by CFD may help to explain the difference between 

modeled and experimental data by quantifying parameters different than soot formation. 

 

3.2. Residence Time Distribution 

Figure 9 shows the results obtained when using a pulse signal to characterize the sphere and its four 

nozzles alone. The normalized RTD, E(t,t), is presented as a function of the normalized time with 

respect to the residence time, t/t. E(t,t) was calculated by CFD simulation and using the ideal 

reactor relationship. The residence time which fits the ideal curve to the CFD simulation and some 

parameters characterizing the deviation from the ideal (rt, rshort-cicuitrpartial mix.) are indicated on each 

curve. Four operating conditions were investigated. Configuration 1 corresponded to ambient 

temperature and atmospheric pressure; a theoretical residence time of 1.00 s (Eq.12) was used. The 

CFD simulations in this study are confirmed to be correct. Indeed, our JSR is assumed to show 

good mixing at 300 K and 101.3 kPa [10,28]. This result confirms the advantages of this JSR 

(Figure 9 – Config. 1). The difference between the CFD-calculated residence time and the ideal 

residence time is null, and mixing is quasi-perfect, with only 2% short-circuit and 3% partial 

mixing. Our JSR can therefore be assumed to be perfectly mixed at 300 K and 101.3 kPa. 

Few studies have investigated the hydrodynamic behavior of this JSR at high temperatures even 

though it has been widely used for combustion reactions by several groups [19,45,46]. 

Configuration 2 shows the RTD at 1073 K and 101.3 kPa, with an ideal residence time of 1 s. Once 

again, perfect agreement between the CFD calculations and the ideal model was observed with no 

deviation. 
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Configuration 3 corresponded to carburizing operating conditions under vacuum at 1073 K and 

8 kPa. The inlet velocity and the volume flow rate remained unchanged. Thus, the ideal residence 

time should be equal to 1 s. However, the residence time determined by CFD was close to 0.75 s 

and despite fitting, the CFD RTD curve failed to match the ideal curve. A 13% difference between 

the two residence times was calculated, and the CFD RTD curve deviates from the ideal. This 

deviation may be explained by the presence of a fraction of volume where mixing is only partial 

(41%) and a proportion of the feed which goes directly to the outlet of the reactor without being 

mixed (6%).  

 

Figure 9: Normalized RTD based on CFD calculation of E(t,t ) plotted as a function of the 

normalized time ( tt ) for four different operating conditions - the stimulus is a pulse signal – 
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deviation from ideal mixing, , tr  (Eq. 6: ttt /r ), fraction of partial mixing, and the fraction of 

short-circuit were calculated as described [36] 

In these pressure and temperature conditions, the mass flow rate is lower than in configurations 1 

and 2 (Table 1). As the distance between molecules is higher under vacuum than under atmospheric 

pressure because the gas is expanded, the mean free path for the molecules is increased and more 

time is required to cover this path. In addition, gas diffusivity increases at decreasing pressure and 

increasing temperature. This phenomenon improves mixing, but appears negligible compared to the 

inertial force. A CFD study suggests that this kind of JSR can be used to investigate combustion 

kinetics if the mixing level is close to ideal [14]. This deviation from the ideal could explain the 

differences between experimental data and the kinetic model (Figure 8). 

Furthermore, Authors explained that the mixing level increases when the residence time decreases 

[14]. Indeed, our pyrolysis experiments carried out under vacuum and at high temperature indicate a 

residence time between 0.5 s and 1.75 s (Table 1). Mixing is illustrated in Figures 10 and 11 

obtained from CFD calculations, which show velocity contours and velocity streamlines. They 

confirm the increasing of mixing when the residence time decreases. For a majority of compounds 

this observation could result in better agreement between experimental data and the kinetic model 

(Figure 8) at short residence times (0.5 s) than at 1.75 s. It is also preferable to work at low 

residence time to study the formation of PAHs during vacuum acetylene pyrolysis. 
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Figure 10: Velocity streamline within the sphere and nozzle zooms for residence times (Table 1) 

with the order of magnitude of local velocity both upstream and downstream of the inlet nozzle – 

fine mesh used – T=1173 K, P=8kPa 

 

Figure 11: Contours of velocity magnitude for a range between 0 and 5 m/s – four  residence times 

(0.5;1;1.5 and 1.75 s) for hydrodynamic flow at 1173 K and 8 kPa carried out– CFD calculation 

performed by Ansys Fluent
®
 software 

However, if the Reynolds number of the four jets from the nozzles must be turbulent to achieve a 

perfect mixing the gas velocity at the nozzle’s outlet must remain lower than the speed of sound to 

avoid irreversible damage to the quartz reactor [10,21,47]. In addition, using a high velocity would 

lead to further short-circuits and partial mixing. These problems are demonstrated with 
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configuration 4 (Figure 9) where the inlet velocity was too high ( soundnozzle cu  ). The ideal residence 

time in this configuration was close to 0.02 s, whereas the residence time obtained by CFD 

simulation was equal to 0.1 s. The ideal mixing model cannot fit the CFD calculation because the 

whole feed crosses the sphere to the outlet producing a short-circuit “channel” (rshort-circuit=100%) 

and no mixing (rpartial mix.=100%). 

To characterize the influence of the two annular pipes and to show the influence of the residence 

time on hydrodynamic behavior, RTD was determined using a pulse stimulus at 8 kPa and 1173 K. 

Figure 12 shows the F function determined by CFD simulation and using the ideal reactor 

relationship as a function of time normalized with respect to the ideal residence time, tt . The 

residence time which fits the ideal curve to CFD simulation and the deviation from the ideal, rt (%), 

are indicated on each RTD studied. The numerical RTD for the gas shows a certain deviation from 

the ideal reactor scenario. This result demonstrates that the behavior of our JSR is not close to a 

continuous stirred-tank reactor. Indeed, the tr  calculated (Figure 12 – Eq. 6) is between 75% and 

35% and it decreases when the residence time increases. The differences between curves stem from 

the two pipes located on either side of the sphere (Figures 1 and 2). The proportion of time spent in 

the sphere is independent of the residence time, and its value is always equal to 74% (Table 1). 

Thus, during 26% of the total residence time, the fluid crosses two parts of the reactor displaying 

plug flow behavior (the annular space of the pipe can be assumed to display plug flow behavior). 

The first reason for this deviation from the ideal comes from the non-perfect stirring of the overall 

volume. 

Furthermore, it is interesting to note that the CFD simulations perfectly fit the ideal case beyond 

sIdeal 7t , but not for shorter residence times. The two curves look similar, but they cross. The 

shape of the RTD is also different. The hydrodynamic behavior in the sphere depends to the gas 

velocity at the inlet nozzles [10]. However, the gas velocity may be too high (short residence time), 

causing short-circuits or partial volume mixing to appear in the sphere. Therefore, when studying 
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pyrolysis reactions, the hydrodynamic behavior of the reactor according to the kinetic model should 

be taken into account to provide explanations on the evolution of PAH concentration during 

pyrolysis reactions. 
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Figure 12: RTD CFD calculation and fit of ideal model: the stimulus was a stimulus signal - 

P=8 kPa – T=900 °C - 0.1<t<10 s - Eq. 6: ttt /r ), 

 

 

0.0

0.2

0.4

0.6

0.8

1.0

0 2 4 6

F
 (

t,
t)

t/t

0.0

0.2

0.4

0.6

0.8

1.0

0 2 4 6

F
 (

t,
t)

t/t

0.0

0.2

0.4

0.6

0.8

1.0

0 2 4 6

F
 (

t,
t)

t/t

0.0

0.2

0.4

0.6

0.8

1.0

0 2 4 6

F
 (

t,
t)

t/t

0.0

0.2

0.4

0.6

0.8

1.0

0 2 4 6

F
  
(t

,t
)

t/t

0.0

0.2

0.4

0.6

0.8

1.0

0 2 4 6

F
(t

,t
)

t/t

Ideal, tideal_fit=0.3s
CFD, tideal=0.1s

Ideal, tideal_fit=2.0s
CFD, tideal=1.0s

Ideal, tideal_fit=5s
CFD, tideal=2.8s

Ideal, tideal_fit=4.9s
CFD, tideal=7s

Ideal, tideal_fit=14s
CFD, tideal=9.8s

Ideal, tideal_fit=6.5s
CFD, tideal=10s

rt=75%
rt=67%

rt=56% rt=35%

rt=35% rt=42%



 

page 27 

 

4. Conclusions 

In this study, hydrocarbon pyrolysis experiments were carried out in conditions close to low-

pressure gas carburizing processes, at 1173 K, 8 kPa and using pure acetylene to study the 

formation of the sixteen EPA-PAHs. They were performed in a quartz continuous JSR which is 

commonly assumed to be perfectly stirred [10]. The influence of residence time (between 0.5 and 

1.75 s) on the amount of PAHs generated was investigated. A kinetic model developed using 

Chemkin
® 

software was applied to simulate these experiments [20,26]. CFD simulations performed 

with Fluent
®
 characterized the hydrodynamic flow of the gas phase through the JSR. RTD was 

determined using pulse and step stimulus. The aim was to determine whether the assumption of 

perfect stirring used in the Chemkin
®
 model of the pyrolysis reaction was appropriate. 

The orders of magnitude of PAHs produced were broadly correct based on comparison between 

model and experimental data. However, some differences were observed which depend on various 

experimental parameters used and assumptions made, including: 

 any PAH which adsorbed onto soot deposited on the walls of the reactor was not analyzed. 

 the formation of soot was not taken into account in the kinetic model or in experiments with 

long residence times. When residence time increased, some PAH converts into soot. The 

kinetic model does not continue its calculation following PAH formation, as a result the 

modeled PAH concentration increased with the residence time. However, experimentally, 

the PAH concentration was found to decrease with increasing residence time as heavy 

species converted into soot. 

 differences between the hydrodynamic conditions in experimental reactors and the perfectly 

stirred reactor model. Indeed, several RTDs indicated that the JSR cannot be represented by 

the ideal stirred reactor model alone. In specific cases, the CFD simulations show too much 

turbulence within the reactor. Of course, turbulence is needed to achieve good mixing, but 

beyond a certain level, short-circuits and partial mixing volumes emerge due to the overly 

rapid gas velocity. 
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 the hydrodynamic behavior varied as a function of the pressure. Indeed, even though several 

published studies explain how to choose reactor geometries when investigating combustion 

reactions, there is little research that assesses their effectiveness under vacuum (8 kPa). 

The assumptions made on the hydrodynamic characteristics of the reactor partially explain the 

differences between experimental and theoretical data. In the future, the kinetic model (perhaps 

simplified) will be included in the CFD code and other aspects will be studied using CFD such as: 

 the influence of the geometry of the process furnace on PAH generation, 

 the influence of pressure and temperature on JSR design. 

Further experiments have to be planned, with an iron piece placed into the reactor to study the 

carburizing process. The aim is to investigate the influence of surface reactions gas/Fe on the 

generation of gaseous compounds. These experiments may be carried out with the TAP because this 

reactor is small, easy to use with powder and the technique is fast and transient [6-7]. 
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Supplementary data - Thresholds for PAH detection by GC-MS (based on 120 mL per 

sample) 

PAH Threshold (µg per sample) 

Naphthalene 1.5 

Acenaphthylene 0.5 

Acenaphthene 1 

Fluorene 0.1 

Phenanthrene 0.1 

Anthracene 0.1 

Fluoranthene 0.2 

Pyrene 0.2 

B[a]A 0.1 

Chrysene 0.1 

B[b]F 0.1 

B[k]F 0.1 

B[a]P 0.1 

I[1,2,3-cd]P + DB[a,h]A 0.2 

B[ghi]P 0.2 
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C(t)  tracer concentration measured at the reactor outlet    (kg/kg) 

C0  tracer concentration introduced at the reactor inlet     (kg/kg) 

csound  speed of sound        m/s 

dnozzle  nozzle diameter in the JSR       m 

E  residence time distribution function      (-) 

F  downstream signal        (-) 

k  kinetic energy         J 

m  fraction of total volume which is perfectly mixed     (-) 

n  fraction of the feed entering the zone of perfect mixing   (-) 

P  pressure         Pa 

Q  volume flow rate from a nozzle outlet      m
3
/s 

Rsphere  radius of the sphere (JSR)       m 

tr   difference between two residence times: CFD calculation and perfectly stirred (-) 

.ixm ialpartr  fraction of fluid which is partially mixed     (-) 

circuitshortr   fraction of short-circuit       (-) 

Snozzle  section of nozzle outlet        m
2
 

T  temperature         K 

t  time          s 

u


, ux, uy, uz velocity of the gas        m/s 

V  volume         m
3
 

x,y,z   cartesian coordinate        (-) 

y   non-dimensional wall distance      (-) 

y   non-dimensional average wall distance     (-) 

Greek letters 

  dissipation energy        J 
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  dynamic viscosity of the gas       Pa.s 

  gas density          kg/m
3
 

t  residence time         s 

t   arithmetic mean of CFDt  and fitideal _t .     s 

   gradient         (-) 

 

Acronyms 

B[a]A  Benz[a]anthracene (CAS: 56-55-3) 

B[a]P  Benzo[a]Pyrene (CAS: 50-32-8) 

B[b]F  Benzo[b]fluoranthene (CAS: 205-99-2) 

B[ghi]P Benzo[g,h,i]perylene (CAS: 191-24-2) 

B[k]F  Benzo[k]fluoranthene (CAS: 207-08-9) 

CFD  computational fluid dynamics 

DB[a,h]A  Dibenz[a,h]anthracene (CAS: 53-70-3) 

EPA  (United States) Environmental Protection Agency 

FRC  flow rate controller 

GC  gas chromatograph 

I[1,2,3-cd]P Indeno(1,2,3-cd)pyrene  (CAS: 193-39-5) 

IARC  International Agency for Research on Cancer 

JSR  jet-stirred-reactor 

MS  mass spectrometry 

PAH  Polycyclic Aromatic Hydrocarbon 

RNG   Re-Normalization Group methods developed by Yakhot et al., 1992 [33] 

RSM  Reynolds Stress Model 

RTD  Residence Time Distribution 
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TAP   Temporal Analysis of Products  


