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In this paper, we present a full-reference quality assessment metric based on the information of visual
saliency. The saliency information is provided under the form of degrees associated to each vertex of
the surface mesh. From these degrees, statistical attributes reflecting the structures of the reference
and distorted meshes are computed. These are used by four comparisons functions genetically
optimized that quantify the structure differences between a reference and a distorted mesh. We also
present a statistical comparison study of six full-reference quality assessment metrics for 3D meshes.
We compare the objective metrics results with humans subjective scores of quality considering the
3D meshes in one hand and the distorsion types in the other hand. Also, we show which metrics
are statistically superior to their counterparts. For these comparisons we use the Spearman Rank
Ordered Correlation Coefficient and the hypothetic test of Student (ttest). To attest the pertinence of
the proposed approach, a comparison with a ground truth saliency and an application associated to
the assessment of the visual rendering of smoothing algorithms are presented. Experimental results

show that the proposed metric is very competitive with the state-of-the-art.
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1. INTRODUCTION

The intrinsic goal of each quality assessment algorithm is
to come up with an objective scoring scheme for which the
prediction error is minimal. This prediction error, which is a
performance measure, can be seen as a function that represent
the features used for the assessment of quality. Indeed, the
effectiveness of a model is greatly linked to the pertinence of
the used features. This induces the selection of suitable features
in order to obtain a reliable tool for the quality assessment
of 3D meshes. Perceptual metrics proposed in the literature,
which came after the simple geometric ones, have embedded
attributes correlated to the human perception such as curva-
ture or the roughness of the 3D mesh surface. In this paper,
we exploit the visual saliency information that represents a

primary feature of the human visual system (HVS). Visual
saliency can be defined as the perceptual information that
makes some regions of an object (or a scene), represented
by 3D meshes, stand out from their surrounding and thus
captures the visual attention of the human observer [9]. In
this paper, we hypothesize that the distorsions localized in
perceptually salient regions will induce a strong drop in the
global visual quality of the target 3D mesh, while distorsions
localized at the level of regions with low saliency will less
decrease the global quality of the mesh (Fig. 1). Objective qual-
ity assessment metrics can be categorized into three families:
(i) full-reference metrics, (ii) reduced-reference metrics and
(iii) no-reference metrics. We are interested in this paper in full-
reference metrics requiring the reference 3D mesh in order to
assess the quality of its distorted version. Such a type of metrics
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FIGURE 1. Comparison of 3D meshes with different perceptual
qualities. (a) Original Gorilla 3D mesh. (b) Saliency map of (a) with
[9]. (c) Gorilla 3D mesh noised in more visual attention areas. (d)
Gorilla 3D mesh noised in less visual attention areas. (e) colormap.

can be involved into different 3D mesh processings where the
quality of the rendering is important regarding to the reference
signal. Among these processings, we can cite compression,
smoothing, watermarking, remeshing, etc. In addition to the
proposed metric named SMQI (Saliency-based Mesh Quality
Assessment Index), this paper presents a statistical study where
the performance of six well-known 3D full-reference quality
assessment algorithms across various 3D meshes and distor-
tions at different localizations are compared using two subject-
rated databases. The index selected to measure performance
is the SROOC. Moreover, an hypothesis test is conducted to
evaluate the statistical significance of each tested algorithm
performance. The paper is organized as follows: Section 2
presents the related work. Section 3 presents the motivation of
this work as well as the pipeline of the proposed approach. In
section 4, we detail the perceptual distance. Section 5 discusses
the datasets used and the experimental results. In Section 6,
we present an application where the proposed approach can be
involved. Section 7 concludes.

2. RELATED WORK

In this section, we quote only viewpoint-independent (or
model-based) approaches related to quality assessment and
visual saliency of 3D meshes.

2.1. 3D mesh visual quality assessment metrics in the
state-of-the-art

Early visual quality assessment metrics were purely geometric.
We can cite for example the Haussdorf Distance [1] and the root

mean squared (RMS) error [2]. In the same vein, Karni and
Gotsman [3] used the geometric laplacian and vertices coor-
dinates to compute the distance between a reference 3D mesh
and its distorted version. Thereafter, Sorkine et al. [4] assigned
greater weights to the geometric Laplacian. Lately, Gelasca
et al. [5] considered the roughness property of the surface
mesh. Their approach is based on the variation of the roughness
measure. The latter is computed as the difference between the
initial 3D mesh and its smooth version. Corsini et al. [6] also
considered the roughness property to assess objectively the
quality of a 3D mesh. The roughness measure was derived from
the variance of the dihedral angles. Differently, Bian et al. [7]
proposed an approach based on the strain energy. Strain energy
is defined as the energy required to deform the mesh geometry.
In [8], Lavoué proposed an extension of the SSIM index devel-
oped for 2D images to the quality assessment of 3D meshes
called MSDM (Mesh Structural Distorsion Measure). The lat-
ter considers the curvature of the mesh surface in order to com-
pute the difference of statistics reflecting the structures of two
considered 3D meshes. Thereafter, the same author extended
the MSDM metric by considering the multi-scale aspect [9].
Vasa and Rus [10] measured the local variations of dihedral
angles in order to provide a score of quality of a distorted mesh
regarding its reference version. Wang et al. [11] proposed a
metric based on the variation of the local roughness which is
derived from the Laplacian of the discrete Gaussian curvature.
Torkhani et al. [12] proposed a metric based on the comparison
of the curvature tensors and the roughness character of the
geometry. Dong et al. [13] proposed an approach based on the
visual masking effect, the saturation effect and the curvature
in order to assess the visual quality of a 3D mesh. Regarding
model-based full-reference 3D mesh visual metrics that inte-
grate 3D visual saliency in their pipeline, we can notice that
there are relatively fewer works in the literature in comparison
with 2D image metrics [14–18]. Indeed, only one approach was
proposed [19]. This approach predicts the final quality score
based on a spatial pooling strategy, visual saliency weighting
and statistical descriptors obtained from a distortion map [12]
along with a support vector regression model. Recently, Lin et
al. [20] proposed a blind mesh quality assessment metric based
on graph spectral entropy and spatial features where the score
of quality is predicted by the use of a random forest regression.

2.2. 3D mesh visual saliency approaches in the
state-of-the-art

In 2005, Lee et al. [21] proposed the first approach that detects
visual saliency on 3D mesh surfaces. To do this, they used
a center-surround operator on Gaussian-weighted curvatures
computed in a local neighborhood at multiple scale. Wu et al.
[22] proposed a method for visual saliency detection based on
a local descriptor that measures the local height field in the
neighborhood of each vertex [23], from which Zernik moments
are computed. The local saliency is first computed after the
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segmentation of the surface mesh. The global saliency of each
vertex is then computed as the interpolation of the degrees
of saliency of the closest patches. The final saliency degree
of a vertex is obtained by combining and normalizing values
of global and local saliency. Leifman et al. [24] proposed
a descriptor that combines the vertex distinctness and shape
extremities. 2D spin image histograms [25] are computed on
each vertex to describe the mesh surface and a similarity
measure between them is defined in order to obtain the ver-
tex distinctness. Zhao et al. [26] presented a saliency model
for attentional guided simplification of 3D meshes. The 3D
target mesh is filtered using a Gaussian filter, then geometric
attributes such as mean curvature and curvature directions are
computed on multiples scales. Afterwards, the obtained maps
are filtered using a median filter and combined in order to
produce the final saliency map. Song et al. [27] suggested to use
the Conditional Random Field (CRF) framework for saliency
detection of 3D meshes. In another study, Zhao et al. [28]
detects saliency by enhancing the local details with the Retinex
theory [29]. The surface mesh is segmented into patches, and
the saliency is quantified by computing the distance between
the resulting segments. Song et al. [30], proposed a spectral
method for mesh saliency detection by analyzing the irregu-
larity spectrum. High frequencies represent in this context the
saliency. Wang et al. [31] use low rank with a sparse analysis
of features encoding both local and global features of the mesh
surface. In a different manner, Chen et al. [32] proposed a
regression model to detect the visual saliency of 3D meshes.
Their model is based on subjective data collected in an online
experimentation in which observers selected points that might
be selected by other observers. Song et al. [33] proposed a full-
reference deep learning approach by using a network weakly
trained. The used ground truth refers to the class membership of
the used 3D meshes in the training phase. Lau et al. [34] intro-
duced the concept of Tactile mesh saliency. In this study, salient
vertices are those that a human is more likely to grasp. To
detect these tactile points, deep learning associated to learning-
to-rank methods were used on collected crowdsourcing data.
Always based on saliency, Abouelaziz et al. [35, 36] proposed
a no-reference deep learning approach where the convolutional
network is fed with 2D saliency patches in order to estimate the
visual quality of a 3D mesh.

3. THE PROPOSED METRIC

3.1. Visual attention and mesh visual quality assessment

To assess the perceptual quality of a 3D distorted mesh, we
make the following assumption: the visual quality of a 3D mesh
is more depreciated when the distorsions are localized in its
salient areas. On the contrary, the visual quality is less depreci-
ated when distorsions affect less or non salient areas. Figure 1
illustrates this case. We can remark that the proposed approach
succeeds in assessing the visual quality in a way that it provides
a lower quality score to the 3D mesh distorted in salient areas

(low visual quality) and a higher quality score to the 3D mesh
distorted in less or non salient areas (better visual quality). Such
a behavior correlated to human perception is not reached by the
state-of-the-art full-reference algorithms on which we focus:
TPDM [12], MSDM2 [9] and FMPD [11]. Indeed, they provide
a higher score of quality to the 3D mesh distorted in visual
salient areas and a lower score to the one affected in less or
non salient areas, which is an unexpected result. The principal
novelties of this paper rely on several key points:

1. The use of visual saliency for the full-reference (FR)
quality assessment of 3D meshes.

2. A combination of two properties that the human visual
system is sensitive to: visual saliency and roughness.

3. The use of a leave-one-out training based genetical algo-
rithms for tuning the parameters associated to the com-
bination of the two cited properties.

4. Performance comparison (3D mesh based performance
and distortion based performance) study of six full-
reference 3D mesh metrics based on the Spearman cor-
relation coefficient index (SROOC), the Pearson Lin-
ear Correlation Coefficient (PLCC) and the statistical
hypothesis test (test of Student).

5. The validation of the used saliency measure with eye-
tracking experimentation.

3.2. Overview

The proposed metric is based on the idea that a modification
of the saliency of a 3D mesh impairs its visual quality. Indeed,
we suppose that the distorsion of salient regions on the refer-
ence mesh which become less or more salient will decrease
inevitably the visual quality. For this, the proposed approach
uses a multi-scale saliency map as a basis to compute statistics
on local corresponding neighborhoods that reflect the struc-
tures of the reference and the distorted meshes. Furthermore, in
order to capture the visual masking effect which may happen
when a rough region remains rough after being distorted,
we consider a roughness map from which we compute the
differences of mean roughness between corresponding neigh-
borhoods.These statistics are used in four comparison functions
optimized genetically for the prediction of the objective score
of quality. Figure 2 illustrates the metric’s pipeline.

4. PERCEPTUAL DISTANCE

4.1. Saliency comparison functions

To extract the structural information of a 3D mesh, we consider
the multi-scale saliency map proposed in our previous work
[9] from which we compute the mean, standard-deviation and
covariance of saliency. Indeed, the saliency map associates a
degree of saliency to each vertex of the mesh surface depending
on its geometric attractiveness. For a local neighborhood N(vi)
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FIGURE 2. Block diagram illustrating the pipeline of the proposed perceptual metric.

representing the adjacent vertices of vi on the mesh surface,
we define the local mean saliency and the standard deviation
respectively denoted μN(vi) and σN(vi) as

μN(vi) = 1

|N(vi)|
∑

vj∈N(vi)

MS(vj) (1)

σN(vi) =
√√√√ 1

|N(vi)|
∑

vj∈N(vi)

(MS(vj) − μN(vi))
2, (2)

where |N(vi)| is the cardinality of the adjacent vertices of vi.
For two corresponding local neighborhoods N1(vi) =

NM1(vi) and N2(vi) = NM2(vi) from two 3D meshes M1
and M2, we define the covariance σxy as follows:

σN1(vi)N2(vi) = 1

|N1(vi)|
∑

vj∈N1(vi),N2(vi)

(MSM1
(vj) − μN1(vi))

(MSM2
(vj) − μN2(vi)),

(3)

where MSM1 and MSM2 represent the multi-scale saliency
maps of the two compared meshes M1 and M2, respectively.

Once the statistics computed, we define three comparison
functions between corresponding neighborhoods N1(vi) and
N2(vi) to quantify the deformation that affect the structural
information of the distorted 3D mesh:

L(N1(vi), N2(vi)) = ||μN1(vi) − μN2(vi)||2
max(μN1(vi), μN2(vi))

(4)

C(N1(vi), N2(vi)) = ||σN1(vi) − σN2(vi)||2
max(σN1(vi), σN2(vi))

(5)

S(N1(vi), N2(vi)) = ||σN1(vi)σN2(vi) − σN1(vi)N2(vi)||2
σN1(vi)σN2(vi)

, (6)

where L, C and S refer to the saliency comparison, the contrast
comparison and the structure comparison, respectively.

Our choice of using a saliency approach proposed in an
anterior work [37] instead of a recent approach of the state-
of-the-art is motivated by the accuracy of our saliency measure.
Indeed, we have compared its saliency maps with saliency maps
obtained from the Eye Link eye-tracker used in the psycho-
visual experimentation proposed in [38] where 70 observers
have been involved in order to detect the direction of their gaze
when staring at 16 physical 3D objects. Figure 3 presents this
comparison where the fixation results are encoded as vertex
colors (red color on the shapes is associated to highly salient
regions while dark blue color is associated to a weak saliency).
In order to estimate the deviation between the saliency maps
provided by our approach [37] and the ground truth saliency
maps, we used the NMSE (Normalized Mean Squared Error).
Indeed, the NMSE is an estimator of the overall deviations
between predicted and measured values. NMSE interval is
[0,1]. Low NMSE is a metric for the validation of a predicting
model. The smaller the NMSE, the more the predicting model is
accurate. From Fig. 1, we can notice that the NMSE values are
very low. This confirms the correlation between our predictive
saliency model and the human visual perception.
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FIGURE 3. Comparison of the used saliency measure [37] with a
ground truth (GT) based eye-tracking [38]. The ground truth results
from the eye-tracker represent the aggregated human eye fixations
regardless of the viewing directions. The NMSE between the ground
truth saliency of the presented 3D meshes and their associated pre-
dicted saliency are NMSE(a,b) = 0.04, NMSE(c,d) = 0.05 and
NMSE(e,f) = 0.028

4.2. Roughness comparison function

Once we have defined the saliency comparison functions, we
noticed that the visual masking effect on the 3D meshes is
not well captured by these functions when a rough region is
present on the reference surface mesh. Indeed, given a rough
and a smooth region, a distortion will be much more visible
on the smooth region than on the rough one. To deal with
this problem, we implemented the work described in [11] that
provides a roughness map of a 3D mesh based on the Laplacian
of the Gaussian curvature. The first stage of the roughness

computation pipeline begins by defining the Gaussian discrete
curvature as:

CGi = |2π −
∑
j∈NF

i

αj|, (7)

where NF
i represents the set of neighboring faces of the vertex

vi and αj is the angle between the two incident edges of the face
j in vi. We then compute the mesh Laplacian matrix as:{

Dij = cot(β̂i,j)+cot(β̂ ′
i,j)

2 for j ∈ N(vi)

Dii = − ∑
j Dij

}
, (8)

where β̂i,j and β̂ ′
i,j are the 2 opposite angles to the edge e(vi, vj),

respectively. The roughness is evaluated as a weighted differ-
ence between CGi and the Gaussian curvatures of the neigh-
bors, where the weights are determined according to the entries
in the Laplacian matrix:

LRi =
∣∣∣∣∣CGi −

∑
j∈NV

i
Dij.CGj∑

j∈NV
i

Dij

∣∣∣∣∣ (9)

=
∣∣∣∣∣CGi −

∑
j∈NV

i
Dij.CGj

Dii

∣∣∣∣∣ (10)

The second stage consists in modeling the local roughness
by a power function to model the non-linearity of the masking
effect. The basic idea is to induce a large visual difference result
when a smooth region becomes a rough region (or vice versa)
after modification and to induce a small difference when an
originally rough region still remains rough after modification.
The power function is defined as:

LRMi = f (LRi) = (LRi)
a − (Thl)

a, (11)

where a is a parameter that controls the shape function. In order
to account for the psychometric saturation effect, the range of
the roughness is bounded to lie in the interval [Thl, Thj].

The third stage permits to reduce the influence of the val-
ues that are greater than the mesh’s average roughness. This
average roughness (before any modulation) LR of the mesh is
defined as:

LR =
∑

i LRi.si∑
i si

, (12)

where si is one third of the total area of the incident facets
of vi and

∑
isi is the total area of the triangular manifold

mesh. Then, this average is modulated as LRM = f (LR) to
set a threshold ThLRM = LRM for reducing any modulated
roughness that is greater than this threshold according to the
following equation:

LRFi = ThLRM + b(LRMi − ThLRM) for LRMi > ThLRM ,
(13)
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where LRFi is the final local roughness at vi and b is a parameter
that controls the magnitude of the reduction. As in [11], the
parameter values used for all the experiments were chosen as
follows: Thl = 5.0×10−4, Thh = max{0.2, 5ThLRM}, a = 0.15
and b = 0.50.

Consequently, we introduced a fourth function based on
the comparison of the mean local roughness. The aim of this
function is to induce a large difference when a smooth region
becomes a rough region and is defined as follows:

R(N1(vi), N2(vi)) = ||δN1(vi) − δN2(vi)||2
max(δN1(vi), δN2(vi))

(14)

with δN1(vi) = 1
|N1(vi)|

∑
vj∈N1(vi)

RoughnessMap(vj). It is
important to note that a saliency map is different from a rough-
ness map, since only novel and non-redondant informations are
pointed on a saliency map (see Fig. 4).

Finally our Saliency-based Mesh Quality Index (SMQI)
between two 3D meshes M1 and M2 is defined by a weighted
Minkowsky sum of their local distances:

SMQI(M1, M2) =
⎛
⎝ 1

|V|
|V|∑

L(N1(vi), N2(vi))

⎞
⎠

α

+

⎛
⎝ 1

|V|
|V|∑

C(N1(vi), N2(vi))

⎞
⎠

β

+
⎛
⎝ 1

|V|
|V|∑

S(N1(vi), N2(vi))

⎞
⎠

γ

+
⎛
⎝ 1

|V|
|V|∑

R(N1(vi), N2(vi))

⎞
⎠

δ

,

(15)

where α, β, γ and δ are obtained from an optimization based
on genetic algorithms. Details on the genetic optimization will
be given in the experiments section.

5. EXPERIMENTAL RESULTS

5.1. Datasets

In order to assess the effectiveness of the proposed approach
and compare it against the state-of-the-art, we consider two
subject-rated databases that serve as ground truth: (i) The
Liris/Epfl General Purpose Database [8] and (ii) The Liris-
Masking database [39]. The first database contains 88 3D
meshes in total, obtained from four reference 3D meshes
affected with two types of distorsions: noise addition and
smoothing. Different localisations have been considered to
affect the reference 3D meshes: uniformly over the mesh
surface, specifically on rough or smooth regions (visual
masking simulation) and specifically on transitional areas
between rough and smooth ones.

FIGURE 4. Difference between a multi-scale visual saliency map and
a roughness map: (a) The original 3D mesh Armadillo, (b) its multi-
scale saliency map and (c) its roughness map. Note that only novel and
non-redondant informations are pointed on the saliency map.

The second database consists of 24 3D meshes obtained
from four reference 3D meshes. The only considered dis-
torsion is the Noise Addition which is performed either on
smooth areas or rough areas. The goal of such a database
is to evaluate if a novel metric takes into account the visual
masking effect enough in its pipeline. For these two datasets,
the distorsions have been performed according to three differ-
ent strengths. 12 human observers have evaluated the quality
of the 3D meshes to obtain the MOS (Mean Opinion score)
values.

The performance of the proposed approach is measured
by the Spearman Rank Ordered cOrrelation Coefficient
(SROOC) as well as the Pearson Linear Correlation Coefficient
(PLCC) between the resulting objective scores of quality and
the subjective ones (MOS) obtained from the subject-rated
datasets. To compare the proposed approach, we chose seven
full-reference well-known metrics of which the source code
is available online. Two of which are purely geometric (no
HVS features are considered in their pipeline), and the five
remaining are perceptual-based metrics: HD [1], RMS [2],
3WDPM2 [6], MSDM2 [9], DAME [10], FMPD [11] and
TPDM [40].
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FIGURE 5. Example of 3D meshes from the Liris/Epfl General-Purpose database. In the top row are the four reference 3D meshes. In the bottom
row are four examples of deformed 3D meshes, from left to right are respectively: Armadillo with noise on rough regions (MOS = 0.84), Dinosaur
after a uniform smoothing (MOS = 0.43), RockerArm with noise on smooth regions (MOS = 0.75) and Venus with uniform noise (MOS = 1).

FIGURE 6. Example of 3D meshes from the Liris-Masking database.
In the top row are two reference 3D meshes. In the bottom row are two
examples of their distorted versions from left to right are respectively:
Lion 3D mesh with noise on rough regions (MOS = 0.20), Bimba 3D
mesh with noise in smooth regions (MOS = 1.0).

5.2. Results

The final perceptual distance equation includes four parameters
(α, β, γ and δ ). These are independent and may be difficult
to tune manually. To remedy this, we chose a genetically-
based optimization associated with a Leave-One-Out training
since the two considered datasets (Liris/Epfl General Purpose
and Liris-Masking) contains few 3D meshes. The goal of this
approach is to perform the learning of the model on k − 1
observations and to validate it on the kth one. This process is
replicated k × 999 times using with bootstrap on the Liris/Epfl
General Purpose database. k refers to an observation. In our
context, an observation is associated to MOS values associ-
ated to a reference 3D mesh and its 22 distorted versions.
Since we have four reference 3D meshes, k is fixed to 4. The
fitness function used to perform the genetic optimization is
defined as:

f (α, β, γ , δ) =
√√√√k−1∑

i=0

(MOSi − SMQIi(M1, M2))2, (16)

where MOSi is the vector of MOS values of the observa-
tion i and SMQIi(M1, M2) is the perceptual distance com-
puted with equation (15). After genetic optimization, we obtain
α = 23.63, β = 3.26, γ = 5.04 and δ = 0.77. Note
that in Fig. 1, the Gorilla 3D mesh was assessed with these
parameters.
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5.3. 3D mesh-based performance on the Liris/Epfl
General-Purpose and Liris-Masking databases

Before computing the correlation coefficients between the
obtained objective quality scores and the ground truth quality
(MOS) scores provided by the subject-rated databases, we
conduct a psychometric fitting between the previous [8]
FMPDTPDM [13, 41]. Indeed, nonlinear quality rating may
exist during the subjective rating experiments which indue
a nonlinearity between the human scores and objective
predictions quality. To correct this, we apply the cumulative
Gaussian function to conduct the psychometric fitting [42]:

g(m, n, R) = 1√
2π

∫ ∞

m+nR
e−t2dt, (17)

where R is the objective distance. The psychometric fitting
is conducted on the sample pairs which are constituted from
the ground truth scores of quality and the calculated objective
quality scores using the nonlinear least squares method in
order to obtain the parameters m and n. Once these parameters
are obtained, we transform objective quality values to a set
of predicted MOS values in order to compute the correlation
coefficients between the predicted MOS values and the ground
truth MOS values.

Table 1 presents the SROOC values obtained with the
proposed approach and the state-of-the-art metrics when the
Liris/Epfl General-Purpose database is considered as a ground
truth. We can notice that SMQI provides important correlation
values for all the 3D meshes and particularly for the Venus 3D
mesh where the PLCC value is the highest. Moreover, it appears
that our proposed metric SMQI is the second best metric after
TPDM over the entire database (the (SROOC,PLCC) values
are (89.6%, 82.2%) for TPDM, (84.6%, 84.3%) for SMQI and
(81.9%, 83.5%) for FMPD).

We have also tested and compared our proposed metric with
the state-of-the-art metrics on the Liris-Masking database. The
aim of such a comparison using the Liris-Masking database is
to evaluate the capacity of quality assessment metrics to deal
with the visual masking effect. Table 2 provides the Spearman
correlation values of different metrics on this database. From
these results, we can notice that SMQI is very competitive
with the state-of-the-art approaches (between 83% and 100%
correlation rate with human observers scores of quality). Oth-
erwise, one correlation value associated to the Lion-vase 3D
mesh is slightly lower in comparison with the correlation values
provided by TPDM and MSDM2 metrics. We think that the
computed multi-scale saliency map for this 3D mesh does not
bring out the distorted regions.

We do not provide the correlation over the entire database.
Indeed, in this context and on the contrary of Liris/Epfl
General-Purpose database, the subjective evaluation protocol
used while designing the Liris-Masking database have
established the referential range for the rating separately for
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each 3D mesh and therefore the correlation values over the
whole set of 3D meshes are not meaningful [43].

From these results, it appears that SMQI succeeds in assess-
ing the visual quality with the integration of visual saliency. The
correlation rates associated to the Liris/Epfl General-Purposes
database show that SMQI is the second best metric.

5.4. Distortion-based performance on the Liris/Epfl
General-Purpose

In contrary to the precedent section, we present here the
distortion-based correlation rates between the predicted
quality scores provided by the FR-MVQA (Full-Reference
Mesh Visual Quality Assessment) metrics and the human
subjective quality scores from the LIRIS/EPFL General
Purpose Database. The correlation is evaluated regarding each
distortion type across different 3D meshes. The aim is to
analyze the capability of the proposed approach and the state-
of-the-art methods to assess the perceptual quality when the
distortion is fixed and the 3D mesh is changed [44]. Table 3
presents the obtained SROOC and trials FR-MVQA algorithms
when the noise distortion is considered. The noise is applied
at different localizations on the surface mesh: uniformly,
on rough regions, on intermediate regions (between smooth
and rough areas) and smooth regions. From this table we
can notice that the proposed approach is highly competitive
with the state-of- the-art approaches in terms of correlation
with human perception despite the different localizations of
the distortion. Moreover, it obtains the highest correlation
rate ((rp,rs): (84%,79.6%)). Table 4 presents the obtained
SROOC when the smooth distortion affects the 3D meshes.
In comparison with the correlation values obtained when the
noise distortion is considered, we can notice that the state-of-
the-art metrics along with SMQI are less correlated to human
scores of quality. The three most important correlation rates
rise respectively to (rp: 80.9, rs: 72.8% - MSDM), (rp: 63%, rs:
69% - FMPD), ( rp: 77.3%, rs: 77% - TPDM) and (rp: 75.6, rs:
67% - SMQI). All remaining metrics get SROOC values lesser
than 60%. This can be explained by the fact that human beings
tend to judge the smooth effect positively. Indeed, a smoothed
surface will often be considered less distorted than a noisy one
in comparison to their reference state.

5.5. Statistical significance and hypothesis testing

In order to establish which differences between FR-MVQA
are statistically significant, we applied an hypothesis test using
MOS values and the ratings provided by the trial FR-MVQA
algorithms. This test is based on the t-test (Student test) that
determines whether two populations means are equal or not.
This yields us to take a statistically-based conclusion of supe-
riority (or not) of an FR-MVQA metric. To the best of our
knowledge, evaluating the statistical significance between two
3D quality metrics has never been done before. Four statistical
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significance matrices are presented. The first and second matri-
ces concern the superiority of the FR-MVQA metrics regarding
to the 3D meshes of the Liris/Epfl General-Purpose and Liris-
Masking databases. The third and fourth matrices are related
to the superiority of the FR-MVQA metrics regarding the
distortions types (noise and smooth) in the Liris/Epfl General-
Purpose database.

Table 5 presents obtained results when a t-test is used to
provide Statistical significance of FR-MVQA/MOS residuals.
One-sided t-test is used between the quality values of the
algorithms across the different 3D meshes. The null hypothesis
is that the mean correlation of the two compared algorithms are
equal at the 95% confidence level. The alternative hypothesis
is that the mean correlation of the row-algorithm is higher
(or lesser) than the mean correlation of the column algorithm.
Each entry in Table 5 is coded using four or five symbols
depending on the consideration of the correlation across the
entire database. The position of each symbol corresponds to
one subset of the Liris/Epfl General Purpose database. If the
symbol equals 1, the FR- MVQA on the row is statistically
better than the FR-MVQA on the column (0 means worse, -
is used when two FR-MVQA are indistinguishable). The last
column named P (Pertinence) refers to the relevance of each
quality metric. The pertinence Pi of a FR-MVQA i on the
row is defined as: Pi = ∑

j ci,j where ci,j is the minimum of
the encoded symbols between the metric i and others metrics
j. Hence, more is important he value P of a metric, more
this metric is relevant. From the last column of the Table 5
presenting the statistical significance matrix considering the
entire Liris/Epfl General Purpose Database in a 3D mesh-based
performance, we can notice that the proposed approach (SMQI)
performs better than all quality metrics with the exception
of 3DWPM2. The Haussdorf metric (HD) seems to have the
worst prediction performance in a way that all the state-of-
the-art algorithms are better. The same remarks can be made
for table 6 which represents the statistical significance matrix
for the entire Liris-Masking database. Once again, this result
attests the capability of the proposed approach in taking into
account the visual masking effect.

Tables 7 and 8 present the statistical significance matrix
regarding two types of distortions: noise and smooth. From
these tables, it appears that SMQI is more correlated with
human judgements than the remaining metrics when we con-
sider the noise distortion. Considering the smooth degradation,
SMQI is the second best metric in terms of statistical signifi-
cance of correlation.

6. APPLICATION TO THE SMOOTHING
PROCESSING ON INDEPENDENT 3D MESHES

In different 3D mesh (or 2D image) processing contexts, smo-
othing represents a crucial pretreatment step (noise removal,
thresholding, etc.). Hence, the choice of which smoothing algo- T
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FIGURE 7. Results of the proposed metric (SMQI) on 3D meshes not
be-longing to the database used in the learning step: (a) Reference 3D
mesh representing a scan of a toy representing a horse (313346 faces),
(b) Smoothed version of (a) using the Taubin approach, (c) Smoothed
version of (a) using the structure-preserving Laplacian approach,
(d) Reference 3D mesh representing a scan of a toy representing the
San Francisco Cable Car (535490 faces), (e) Smoothed version of (d)
using the Taubin approach and (f) Smoother version of (d) using the
structure-preserving Laplacian approach.

rithm to embed in a processing chain may be difficult since the
smoothing results of different algorithms are difficult to assess
visually. Quality assessment metrics can respond to a such
problem. In order to attest the pertinence and the robustness
of the proposed approach, we test it on two independent 3D
meshes that were not involved in the genetically-based training.
Figure 7 presents two 3D meshes from the GREYC 3D Col-
ored Mesh Database [45] which have been smoothed (for 100
iterations) using two different approaches: Taubin smoothing
and structure-preserving Laplacian provided in the open-source
software Meshlab [46]. In this experiment we used the same
values alpha, beta, gamma and delta associated to (15). From
the top row of Fig. 7, we can notice that SMQI provides
coherent scores of quality in accordance with human perception
(we recall that a weak objective quality score refers to a good
visual quality while an important quality score is associated to
a bad visual quality ). The smoothed version based on Taubin
algorithm (Fig. 7b) obtains a perceived quality score of 0.32
which is greater to than the score obtained for the smoothed
version based on the structure-preserving Laplacian algorithm
(Fig. 7c). Indeed, one can observe that the rendering of Taubin
algorithm (Fig. 7b) is more distorted visually in comparison to
the one obtained with structure-preserving Laplacian algorithm
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(Fig. 7c). The same analysis can be made for the second row of
the Fig. 7. This experiments shows how the proposed approach
can assess the visual quality of independent 3D meshes and
how it can be applied in a real application related to the
smoothing of 3D meshes.

7. CONCLUSION

We have proposed in this paper a new objective metric, called
SMQI, for the assessment of 3D mesh visual quality. This per-
ceptual metric compares structural informations of a reference
3D mesh and a distorted one. For this, we use a multi-scale
visual saliency map as a basis for computing local statistics.
In order to take into account the masking effect, a roughness
map is used to measure the difference of local mean roughness
between a pair of meshes. Four comparison functions (i.e.,
the thee functions related to the comparison of the multi-
scale saliency, and a roughness comparison function) are com-
bined via a genetically optimized weighted Minkowski sum
to provide an objective score of quality that quantifies the
visual similarity between two meshes. Experimental results
demonstrate the strong correlation of the proposed approach
with the subjective results and its high competitiveness. We
also conducted a statistical significance and hypothesis testing
to compare the superiority of the proposed approach regarding
the state-of-the-art methods. Finally a concrete application
related to the assessment of smoothing algorithms showed the
effectiveness of the proposed approach.
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