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Abstract
In this paper, we prove the existence and uniqueness of a mild solution to
a class of semilinear fractional differential equation in an infinite Banach
space with Caputo derivative order 0 < o < 1. Furthermore, we establish
the stability conditions and then prove that the considered initial value
problem is exponentially stabilizable when the stabilizer acts linearly on
the control system.
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nach space, Stability, Stabilization.
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1 Introduction

Let b > 0 and A an infinitesimal generator of a Cy-semigroup {T'(t)},, defined
on an infinite dimensional Banach space (X, |-]|). We consider the following
system of fractional differential equations:

§Dex(t) = Az(t) + f(t,z(t)), te€]0,b]

(1)
z(0) = =xo,
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where §' D is the Caputo fractional derivative of order 0 < a < 1, 29 € X and
f: 10,8 x X — X is a nonlinear function. We denote by C = C([0, b], X) the
Banach space of all continuous functions from [0, ] into X endowed with the
topology of uniform convergence

[ulle = sup [Ju(?)]] (2)
t€[0,b]
and let (B(X), [|-||gx)) be the Banach space of all linear and bounded operators
from X to X.

Remark 1 Since {T'(t)},~ is a Co-semigroup on X, there exists M > 1 such

that M = sup ||T(t)|| < oo.
te[0,00)

Fractional derivatives provide more accurate models of real-world behaviour
than standard derivatives because of their non-local nature, an intrinsic property
of many complex systems. This is why in recent decades, more and more scien-
tific researchers have become interested in using fractional differential equations
to model phenomena in various branches of science. Many authors have worked
on the existence of solution to initial value problems with fractional derivatives
in finite and infinite dimensional space. In finte dimensional case, the existence
and uniqueness of solutions to problems of type (1) are widely studied in [14] by
mean of Schauder’s fixed point theorem and Weissinger’s fixed point theorem.
Mouffack Benchohra et al. used the Banach fixed point theorem and the nonlin-
ear alternative of Leray—Schauder type in [3] to prove the existence of solutions
for fractional order functional and neutral functional differential equations with
infinite delay whereas in [23], Gistle Mophou and Gaston M. N’Guérékata in-
vestigated the existence and uniqueness of the mild solution for a semilinear
fractional differential equation of neutral type with infinite delay. For more re-
sults on the existence of solutions we refer to [4, 5, 6, 7, 16, 22, 24, 25, 26] and
the references therein.

Given the fact that fractional differential equations describes better the dynam-
ics of complex systems, it became very important to study their stability and
stabilization, as they arise in many scientific and engineering processes such as
physics, economics, control theory, finance, etc ... This justifies the interest of
several researchers in this area. For instance, in [17, 18] Yan Li et al. studied
the Mittag-Leffler stability of fractional-order nonlinear dynamic system and in-
vestigated the Lyapunov direct method. In order to apply the fractional-order
extension of Lyapunov direct method, Aguila-Camacho Norelys et al. also pro-
posed in [1] a new lemma for the stability of fractional differential equations
with Caputo derivative order 0 < a < 1. Meanwhile, Mihailo Lazarevi¢ used
Gronwall inequality and Bellman-Gronwall inequality to present in [15] sufficient
conditions for finite time stability and stabilization for nonlinear perturbated
fractional order time delay systems. In [29], Roberto Triggiani proved that
studying the stabilization of a general infinite dimensional system in term of



its controllability need not to be as informative and as general as a procedure
for the finite dimensional case. More specifically, he considered the stabiliz-
ability problem of expressing the control through a bounded operator acting
on the state as to make the resulting feedback system globally asymptotically
stable. In both finite and infinite dimensional cases, more results can be found
in [6, 8, 13, 19, 20, 27, 28, 30, 31, 32] and the references therein.

The main purpose of this paper is a generalization of [13] in an infinite Ba-
nach space. In the latter paper, Badawi Hamza Elbadawi Ibrahim et al. re-
cently studied based on the properties of Mittag-Leffler functions, the stability
and stabilization of the semilinear system (1) in a finite dimensional space,
f :[0,00) x R® +—— R"™ being considered as a nonlinear vector field in the
n-dimensional vector space, and A € R"*™ a constant matrix.

The rest of this paper is organized as follows: Section 2 is devoted to some
preliminary results that are useful in the sequel. In Section 3, we prove by means
of the Banach contraction principle that there exists a unique mild solution to
the Cauchy problem (1) whereas in Sections 4 and 5, we respectively establish
conditions for exponential stability and study the stabilization of the latter
system. An illustrative example for the existence and uniqueness of mild solution
in an infinite Banach space is given in Section 6, as well as its stability. The
last section concludes this work.

2 Preliminaries

In this section, we present recall definitions and properties of fractional calculus
and semigroup theory to be used throughout this paper.

Definition 2.1 The Euler’s Gamma function is given by:
(o)
I'(o) :/ t"~te7tdt for o >0.
0

Furthermore, T'(1) =1 and T'(c + 1) = oT'(0) for any o > 0.

Definition 2.2 The Laplace transform of a function f is denoted and defined
by:
L{f(t)}(s)=F(s)= / fte stdt for s>0.
0

In addition, if F(s) = L{f(t)}(s) and G(s) = L{g(t)} (s), then
ef [ 1= ngmarf ) = Fo)60) ®)

Definition 2.3 The left-sided Riemann-Liouville fractional integral of
order « is defined and denoted by:



dfx(t) = oDy “2(t) = ﬁ/ (t —7)* ‘a(r)dr  for Re(a)>0. (4)

Note that o could be real integer, fraction or complex.

Definition 2.4 The left-sided Riemann-Liouville fractional derivative
of order « is denoted and defined as follow:

o (i) /:“ —7)" T e(n)dr if n—l<a<n,

n—1
(i) x(t) if a=n-—1.

If x(t) = ¢ = constant, then

oD (t) =

Dialt) = pr - a AL (6)

Symbolically,

p",D; " = D (7)

1s the left-sided Rieman Liouville fractional derivative of order o and

D" Dy = aDt_(n_a) (8)
represent the fractional integral operator.

Definition 2.5 The left-sided Caputo fractional derivative of order « is
denoted and defined as follow:

t
F(nl—a)/ (t—n)e e (nydr if n-1<a<n

CDea(t) = (9)

x(=(¢) if a=n-—1

where (™ (t) is the n' integer order derivative of x with respect to t.
If 2(t) is a constant, then

CDex(t) = 0. (10)

Remark 2 For Re(a) > 0, the left-sided Caputo fractional derivative ¢ Dz (t)
and the left-sided Riemann-Liowville fractional derivative ,Dgxz(t) are connected
by the following relation (see [14], p. 91):

n—1 CL'(k) (a)

S Dga(t) = o Dia(t) — Th—a+1)

(t—a)k=* (n=[Re(a)] +1). (11)
k=0



Remark 3 For any t € [a,b], if g(t) € L'(a,b) then the equality

n (n—3)

a pa (adi ™ (a) aej

I8 D2 g(t) Z o —)j+1) (t—a)* (12)
j=1

holds almost everywhere on [a,b] (see [14], p. T5).

Remark 4 (See [1/], P. 91) If 0 < a < 1, then the left-sided Caputo frac-
tional derivative of a function g coincides with the left-sided Riemann-Liouville
deriwative if g(a) = 0. That is,

e Df g(t) =oDf g(t) if  gla) =0. (13)

Remark 5 The Laplace transform of the one-sided stable probability den-
sity

1 = r 1
Z —lyTan= 1(0m7'+) sin(nra), 1 € (0,00)
™= n!
s given by
/ e pa(n)dn =e",  where 0<a<1 and s> 0. (14)
0
Furthermore, for any 0 < § < 1, we have (see [9]):
)
~ 1 L+ )
= pa(n)dny = —— Q. 15
/0 5 Pe(mdn ) (15)

For more details on the above preliminaries, we refer to [10, 21].

3 Existence and uniqueness of the mild solution
to the Cauchy problem (1).

We first of all introduce the Banach contraction principle, which we further use
to prove the existence and uniqueness result.

Lemma 3.1 Assume (U,d) to be a non-empty complete metric space, let 0 <
K <1 and let the mapping F : U — U satisfy the inequality

d(Fu, Fv) < Kd(u,v) for every u,v € U.

Then, F' has a uniquely determined fixed point u*. Furthermore, for any ug € U,
the sequence (Fjuo);il converges to this fixzed point u*.

Proof. The proof of this lemma can be found in [12]. ®



Lemma 3.2 The Cauchy problem (1) is equivalent to the volterra integral equa-
tion

=z i t —N)ly(dr L t —N) Yt (r x(r))dr, for
o) = st g [ (= taler s [ =n) e, S tz[s),b}.

Proof.

Let us assume that v € C satisfies the Cauchy problem (1) and prove
that (16) holds.

Applying the operator oI to both sides of the first equation of (1), we have:

offf §Dfa(t) = A offa(t) +olf f(t,(t)). (17)
In order to evaluate the left hand side of (17), we note from (11) that

x(0)
_ Dl aD—(l_C“) _ Lo o
d _ To
= — oI} 7%z(t) - ————¢t7. 18
dt 04¢ LE( ) F(l _ Oé) ( )
We have also:
0[37a$0 = Xp OIt17QI
t
Zo _
= — t— “d
(1 fa)/o (t—7)""dr
o Zo 11—
(1-a)(1-a)
and then i IM %% = 0 =
Tdt Ut T T T —a)
Equation (18) becomes:
o d e d —«
o Dy (t) T ol ~a(t) - o ol "o
= oDy (z(t) — zo)- (19)

If we set g(t) = x(t) — zo, then we obtain from (12) the following:

OI;X OD?SL'(t) = LL'(t) — Xg. (20)



In addition,

oI% () = F(la)/o (t — 1) La(r)dr (21)
and .
oI? F(t, () = %a) / (t — 1) f(r 2(r))dr. (22)

Substituting (20), (21) and (22) into (17), we obtain the Volterra integral equa-
tion (16).

Conversely, let us assume that © € C satisfies the Volterra integral
equation (16) and prove that the Cauchy problem (1) holds.

Equation (16) can also be written as

a(t) = wo + A o' x(t) +olf" f(t, (D). (23)

Applying the operator § D& on both sides of the equality (23) while taking into
account (10), we have:

6 Df a(t) = AGDY ol a(t) + §DF oIf" f(t,x(t). (24)
Now let us evaluate the right hand side. We have the following estimate:
I L
J™ — _\o—
I e AR A
< o [ =D el
< -7 x(7)||dr
I'(a) Jo
< g s @l [
— T
o F( T€[0,b]
1 1
= _— _— t — @
rigtelle [-2e-n]
e .
aol'(a)
Therefore,
(oI ) (0) = 0. (25)

Taking into account (25), if we set g(t) = oIy x(t) in Remark 4, we have:



§Dy oI x(t) = oD oI x(t)

We have also:

llodi* f(t,z(®))]l

H (= 1) (0l dr

]‘ a—1
< o / (t = 1) f(ryx(r)
S Ty o, et H/ mT)Tdr

1

= el [-2a-n7]
_ICEOle

ol'(«)

Therefore,

(oI2 F(t,2(8))) (0) = 0. (27)

Taking into account (27), if we set g(t) = oI f(t,z(t)) in Remark 4, we have:

§DY oI f(t,x(t) = oDf oI f(t,x(t))
= oDf oDy f(t,x(t))

= [t =(1) (28)

Hence substituting (26) and (28) into (24), we deduce that

6 Df x(t) = Ax(t) + f(t, 2(2)). (29)
In addition, fort =0 in (23), considering (25) and (27), we obtain:

2(0) = xo. (30)

8



Combining (29) and (30), we conclude that if v € C satisfies the Volterra integral
equation (16), then x is solution to the Cauchy problem (1). This ends the proof
of Lemma 3.2. m

Lemma 3.3 If (16) holds, then we have the following integral equation:

x(t) = Q(t)zo + /0 (t—7)'R(t — 1) f(r,x(7))dr for t€[0,b],

where the operators {Q(t)},e(o 4 and {R(t)},e(0, are defined by

Qe - | Ty Y oz eX (31)
and -
R(t)r = a / CalT (e )adn Y o €X, (32)
where 1
Caln) = an‘é‘lpa (n‘é) (33)

is the probability density function defined on (0,00), that is, (4(n) > 0 for
we (0,00) and | Galn)in=1.
0

Proof.
Let s > 0. Applying the Laplace transform on both sides of (16), we have:

L{z®)}(s) = zLA{1}(s)+ F(Aa)[, {/0 (t— T)a_lx(T)dT} (s)

—r (-, e

which is equivalent to

X = S+ s O x4 S e, e
where X (s) = L{x(t)} (s) and F(s) = L{f(t,z(t))} (s).

Equation (34) is equivalent to

= - —F
pes 8.730 + pos (S)

X(s)(SaI_A) 1 1

which implies that



X(s) = (s°T—A)"'s* tag + (s°T — A)71F(s)
= s"TILAT(7)} (s")wo + LAT()} (s*)F (s)

- sail/ €7SQTT(T)x0dT+/ ™" TT(7)F(s)dr. (35)
0 0

Now we consider the following change of variable: T = t*.
Equation (35) becomes:

X(s) = sa_l/o ozta_le_(St)aT(ta)xodt—i—/O at® eV (1) F(s)dt

= / a(st)* e GO T (1) o dt
0
—|—/ at®Le= (D) (/ e”f(7’,a:(7’))d7’> dt
0 0
<1 d «
_ - a “ —(st)
/0 sT(t )xo o (e )dt

+/Ooo/oooat‘*‘1e—<st)‘*T(tﬂe‘”f(ﬂ z(r))drdt. (%)

Taking into account (14), equation (36) becomes:

/O‘X’ SPAGE (/Ooojt (e7) pa(a)do) dt
+/000/000“’*“_1 ( /Oooe‘“"f)a<0>do> T(t*)e " f (7, (7)) drdt

= / / oT(t*)zge ' po(o)dodt
o Jo

X(s)

v /O - /0 - /O T oLt (VT (e f(r, a(r))dodrdt.  (37)

1
Now we consider the change of variable toc =0 — dt= —d6f.
o
(37) becomes

10



X(s) = /ODO/OOOT (i(;) zoe %% po(0)dodd

+/0°°/Ooo/0°oa0:aleS(6+T)pa(U)T (32) f(r,z(7))dodrdd.
(38)

Considering the new change of variable 8 + T = t, we have:

0—-0 — t—r7 0<T< 0
, = 0<7<t

000 — t— 0 T<t< oo
and
0<7T<00
— 0<t<
T<t< 00

Then, (38) becomes:

X(s) = /Oooese (/OOOT (ii) pa(a)xoda> de

L (e R o (S5 steatoyirae) e

- () m

0
+a /:O /t_o =D (T ((t — T)a) f(T,x(T))dea} dt.

o o%

Applying the inverse Laplace transform on (39), we deduce that

o) = /OOOT<::)pa(a)xoda

+a/000/0t(t_0f_1pa(a)T ((t - T)a) F(r 2(r))drdo. (40)

o—a
Now we consider the following change of variable:

1 1 1 a1
— =1 = o=1n > and do = ——n~ = tdn.
o o

11

(39)



Equation (40) becomes

o) = [Tren) (Sns e (074 ) aud
ra " [ae=n - (2t (104 ) stratmaran
= [Trencmenn+a [ [ -1 (00 ),
o Gl = o (17F) ) me (0,00)
Thercfore,

z(t) = Q(t)xo + /0 (t—7)* 'Rt — 1) f(r,2(7))dr  for t€[0,0], (41)

where the operators {Q(t)}e(op and {R(t)}ejoy are defined by (31) and (32)
and the proof of Lemma 3.3 1s complete. ®

Motivated by Lemma 3.3, we give the following definition of the mild solution
of the Cauchy problem (1).

Definition 3.1 A function x € C is said to be a mild solution to the initial
value problem (1) if x satisfies

aw:Q@nwyﬁa—fw*R@fﬂﬂﬂuﬂMn for te0,8,  (42)

where the operators {Q(t)}e(op and {R(t)}ejoy are defined by (31) and (32)
respectively.

Lemma 3.4 For any fized t € [0,b], Q(t) and R(t) are linear bounded opera-
tors.

Proof. For any fized t € [0,b], since T(t) is a linear operator, we can easily see
that Q(t) and R(t) are also linear operators.
Furthermore, for any 0 < d <1 we have the following:

> 5 * 51 _1_ 4 _1
n°Ca(n)dn = 0" pa (77 a)dn
0 0
*1 —L 146 -1
/0 U Pa (77 )dn- (43)

12



Now we consider the following change of variable:

(e

c7:7fé — =0 % = dyp=—-ac * do.

So, equation (43) becomes:

/OoonéCa(n)dn = /OOOU“‘Spa(U)dU
o

= /0 ﬁpa(o)do.
0<6<1

But{0<a<1 = 0<ad<1.

Then, from (15), we deduce that

o _ L(1+9)
/0 n‘séa(n)dn—m-

In particular, for 6 =1, we deduce the following:

o 1
/0 nCa(n)dn = m-

For any x € X, we have:

Q)] = \ / Qa(n)T(t“n)xdnH
0
< sw |TO) e / Caln)dn
T€[0,00) 0
T ~
= M|q]
o lewsll _
Bl

which tmplies that
1QRWsx < M.

In addition, we have for any x € X the following:

13

(45)



IR@)z|l =

o /O Oonca(n)T (t“n)xdnH

IN

—_———

o sup |T()] |l / nCa(n)dn
T€[0,00) 0
—_——
=M 1

T(a+1)

ﬂufcn
Ia+1)

IRz oM
el = T+l

which implies that
aM
R(t S —
1ROl < Fon
From inequalities (46) and (47), we deduce that the operators {Q(t)};¢(oy and
{R(1)}1c(0,p are linear and bounded.

(47)

We assume that

Hy: f(t,z) is of Caratheodory; that is, for any x € X, f(¢,x) is strongly
measurable with respect to ¢ € [0,b] and for any ¢t € [0,b], f(t,z) is
continuous with respect to z € X,

Hy: 3L>0: ||f(t,z)—ft, )| <Lllz—vy| V z,yeX, V t][0,b].
Let us consider the operator G from C to C defined by:
t
Gz(t) = Q(t)x0+/ (t— 1) R(t — 7)f(r,z(7))dr for t€[0,b]. (48)
0

By Lemma 3.4, our hypothesis H; and the fact that a function f is strongly
measurable if || f|| is Lebesgue integrable, we deduce that G is well defined on

Theorem 3.1 Under the assumptions (Hy) — (Hz), the Cauchy problem (1)
has a unique mild solution provided that the constant

0. — MLb™
* T(a+1)
satisfies
0<Q, < 1. (49)

14



Proof. Consider x,y € C and let t € [0,b]. We have:

|G (t) = Gy(1)]|

/0 (t =) HRE = Dl I f (7, 2(7) = f(r,y(7)lldr

/0 (t =) R(t = 7) f (7, 2(7))dT — /0 (t=7)* T R(t = 7)f (7, y(7))dr

IA

< / (t = 1) R(t — 7)o le(r) — y(r) | dr

which implies from Lemma 3.4 that

aML K
Gz(t) — Gy(t < — sup ||z(7) —y(r /t—Ta_ldT
I620) =Gy < gy sup (o)~ [ =)
oML 1 k
= — sup |z(7) —y(r —t—TO‘]
Fry o ol =yl |~ =|
_ ﬂuxf [ )
- T(a+1) vley
< Y ey
= Tlat+nYle
= Qallz -yl
which tmplies that
sup [|Gz(t) — Gy@)| < Qallz —ylle;
t€[0,b]
that is,
|Gz —Gylle < Qallz —ylle. (50)

Hence, taking into account the condition (49) and the inequality (50), we deduce
by the Banach’s contraction principle (Lemma 3.1) that C has a unique fized
point x € C, and

z(t) = Q(t)xo+/0 (t =) *R(t — 1) f(r,z(7))dr for t€[0,b], (51)

which is the mild solution of (1). m

15




4 Stability

So far we have been concerned with the existence and uniqueness of the mild
solution to the Cauchy problem (1), and we have quoted one theorem which
guarantees that there exists a unique solution for any ¢ € [0,b] and all initial
states within X. In this section, we aim to find the conditions under which the
system (1) is stable.

We begin by giving the definition of exponential stability and introducing a
Lemma which will be used thereafter.

Definition 4.1 System (1) is said to be exponentially stable if for every initial
state xg € X, there exist two constants K > 0 and w > 0 such that

lz(®)[] < Ke™[lzoll V¥t € [0,8].

Lemma 4.1 Let u(t) be a continuous function which, for t > tg, satisfies the
inequality

0 <u(t) < k+/t (I + Bu(t)) dt,

to

where k, [ and B are constants such that k,1 > 0 and 8 > 0. Then the following
inequality holds

l
2 Bt=to) _ B(t—to)
u(t)<ﬂ<e 1)—|—ke Vi>t.

Proof. The proof of this lemma can be found in [2], p. 16. m

From Section 3, we easily deduce that the Cauchy operator of the equation

SDex(t) = Ax(t) (52)

subject to the initial condition

z(0) = g (53)

is given by:

Qt)r = / )T n)edy ¥ x e X, (54)

Let us suppose that the inequality

16



IT(tn)|| < Me ™ Yt e[0,b], ¥ne(0,00) (55)

holds, where i and M are strictly positive constants.

We have from (54) and (55), the following:

Q) s < /Oooca(n)lT(t“n)lldn

< / Ca() Mty
0
= Me i / Ca(n)dn
b
=1
= Me ™,
So,
10050 < M ¥ € [0,0] (56)

The following theorem establishes the stability of the solution to system (1),
with respect to the first approximation, as relation (56) is the condition for ex-
ponential stability of the solution to (52)-(53).

Theorem 4.1 If (55) and the Lipschitz condition (Hz) are fulfilled, and if in
addition the constants fi, M and L satisfy the inequality

o LMpe!
I'()
then the solution of the Cauchy problem (1) is exponentially stable.

>0, (57)

Proof. We have proven in the previous section that if a function x € C satisfies
(1), then x can be written as follow:

z(t) = Q(t)zo —i—/o (t—7) " R(t — 1) f(r,x(7))dr for t€[0,b]. (58)

From (32) and (55), we have:

17



IRO)lse < a / eI ()

< o / 1Ca(n)Me ™ dn
0

= aMe / 1Ca(n)dn
0
3 1
CI(a+1)

M

So,
M
[R()]Bx) < F(a)e ity e o,b]. (59)

In addition, the Lipschitz condition (Hz) with y = 0 gives for any x € X and
any t € [0,b], the following:

If& )l < Lil«| (60)

Then, by (56), (59) and (60), we obtain from (58) the estimate:

- LM [ ;
< —pat _ a—1 —a(t—7)
lz()] < Me IIon+7F(a)/0(t ) lz(7)lle dr

A

- LM 1 [ e
W gl + s sup [t =l [ e D et

since
0<7<t = —t<—7<0 = 0<t—7<t<b = (t—7)* 1 <p*71;

we deduce:

it LMbt [ o,
()] < Me ’t||$0||+w/o e M|z (r) | dr. (61)

Now, let us consider the function i below defined on [0,0].
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b(t) = e™[|lz(t)]. (62)
We obtain from the inequality (61), the following:

Y(t) < M|zo + L/;/l(f)_/o p(T)dT. (63)

By construction, the function ¥(t) is continuous on [0,b]. So, taking into ac-
count Lemma 4.1 we deduce from (63) that

- S px—1
w(t) < MU Vg v e oy
which, by (62) implies

LMb>— 1

le@)l < Ml v i e (0,8] (64)

Therefore, according to (57) we conclude that the solution of the Cauchy problem
(1) 4s exponentially stable. m

5 Stabilization

Let U (control space) be a separable reflexive Banach space. Under conditions
of Problem (1), we consider the semilinear control system:

§Dex(t) = Az(t)+ f(t,x(t)) + Bu(t), t€[0,b]
(65)
z(0) = o,

where B : U — X is a bounded linear operator and u € U.

As we have seen previously, the mild solution of (65) is well defined for every
integrable control u(t), t € [0,b] and is given by:

o) = Qo+ [ (=) R = D) f(ra(n)dr »

+/ (t— 7)o 1R(t — 7)Bu(r)dr ¥ tc[0,]
0

Let us assume that our stabilizer (u) acts linearly on (65); that is u = Va, where
V. X — U is a bounded linear operator. Then, (66) becomes:

() = Qt)ao+ / (t = 7)* R(t — 7)f(r, 2(r))dr

¢ (67)
—|—/ (t—7)'R(t —7)BVx(r)dr ¥V te€]|0,b].
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Definition 5.1 The Cauchy problem (1) is said to be stabilizable if there exists
a bounded linear operator V : X — U satisfying u(t) = Va(t) for any t € [0, b]
such that the control system (65) is stable.

The following lemma will be useful for the rest of this paper.

Lemma 5.1 Let 8 > 0 be a constant and b > 0. If v,k : [0,b] — [0,00) are
two bounded nonnegatives continuous functions satisfying

t
v(t) < B—i—/ k(t)v(r)dr ¥ te€]0,b],
0
then .
o(t) < B el MIT v e 0, b]
Proof. The proof of this lemma can be found in [11], p. 371. ®

Theorem 5.1 If the constants fi, L, M and the bounded linear operators B,
V' satisfy the inequality

i 1BVise) \ fpa-t
mw— (L + W Mb >0 (68)
and
an <1 (69)

forn € (0,00), then the Cauchy problem (1) is exponentially stabilizable.

Proof. Let us consider the following operator, for xy € X:

Z(t)zg = Q(t)x0 Jr/o (t—7)* 'R(t — 7)BVZ(1)wodr ¥ t€0,b]. (70)

By construction, {Z(t)}icjo,p i a linear bounded operator.
Similarly to the estimation (61) in the previous section, we can easily find that:

~ i BV Mboz—l
1Z(M)|lpx) < Me ™ + BV |5

te*’l(t*T) ) ||dT
< | |12(r)a

and then, proceed the same way as on page 17 to deduce that

IBV Il Mbe—t
BYlse M~ 4

1Z®)llsx) < Me( He v te0,b]. (71)

Furthermore, for any t € [0,b] we have:
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(1) = Q) +/0 (t— )0 1R(t — 7) f(r 2(r))dr
+/Ot(t — 1) R(t — 7)BVa(r)dr + Z(t)xog — Z ()70

+/O (t—7)"1Zt —7)f(r,2(7))dT — /0 (t—71) "1 Z(t —7)f(r,2(7))dT

_ /0 (t— 7)21Z(t — 7)f(r,2(7))dr + Z (8o
+ / (t — 7)o" 1R(t — 7)BV[a(r) — Z(r)zoldr
0

n / (t = 1) VRt — 7) — Z(t — 1) f(r 2(r))dr
0

_ /O (t— 7)0"1Z(t — 7) f(r,2(7))dr + Z(t)zo
+ /0 (t — 7)o 1R(t — 7)BV[a(r) — Z(r)zoldr
+ / (t — )" YRt — 7) — Q(t — )| f(r,x(r))dr

_ / (t—r)e? [/ (= (7 + )" R — (74 ) BV Z()dr| f(r(r))ar
0 0

Considering the change of variable 6 = 7 + r, we obtain:
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o) = /0 (t— 7)0"1Z(t — 7)f(r,2(r))dr + Z(t)zo
+/O (t—7)°R(t — 7)BV[x(T) — Z(7)w0)dT
+[ e [ | t@n= e ﬂ%)dn} F(r.x(r))dr

_/Ot(t oyt [/:(t _0)*1R(t — 0)BVZ(0 T)da] Flr a(r))dr

IN

/O (t = 7)9"1Z(t — 7) f(r,(7))dr + Z(t)xo
+ / (t — 7)o" 1R(t — 7)BV[a(r) — Z(r)zoldr
0

_/ot(t ~ pye-t [/:(t — ) R(t — )BV Z(6 — 7)d6)| f(r,x(r))dr

But we know that

T < 0 <
{OSTS — 0 < 7 <40
and
T < 0 < t
{OSTS = 0 < 6 <t
So,

2(t) < /0 (t— 7)0"1Z(t — 7) (7, 2(7))dr + Z(t)zo
+/0 (t—7)°R(t — 7)BV[x(T) — Z(7)w0)dT

t 0
—/ (t— 0)°\R(t — 0)BV / (0 — 7)°"12(0 — 7)f(r,(r))dr | do
0 0

which can also be written as:
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z(t) < /0 (t—7)"1Z(t — 1) f(r,2(7))dT + Z(t)xo

+/t(t —0)“"IR(t - 0)BV [ z(0) — Z(0)xo
0

0
7/0 O —7)*1Z(0 — 1) f(r,2(1))dr| db

Let us set the function ® on [0,b] as follow:

O(t) = z(t) — Z(t)xo — /0 (t—7)*"1Z(t — 1) f(,2(7))dr.

Then, (72) is equivalent to:

o(t) < /t(t—ﬁ)alR(t—G)BVtI)(G)dﬁ

which by (47) implies that

@) <

tM||BV
/ H HB(X) (t_e)aleq)(a)HdG
0

I'a)

By Lemma 5.1, we deduce that

(t)=0 V tel0,b];
that is,

2(8) = Z(t)z0 + /0 (t— 7)1 Z(t — 7)f(r, 2(r))dr.

Taking into account (60) and (71), we have the following estimate:

IBV |l () M1

(Lt
lz@)] < Me o o]l
IBVIgEMe>~!

t — Ty — —T
FLMpe? / e< T ) e (m)ldr.
0

Now, let us consider the function U below, defined on [0,b]:

_ UIBVIiga Me> !

U(t) = e(“ T)tllm(t)ll-

From (75), we obtain:
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W(t) < M|zl + LMbal/t\I/(T)dT. (77)
0

By construction, the function t — W(t) is continuous on [0,b]. So, using
Lemma 4.1 we deduce from (76) that

T(t) < MeEM gl v e [0,b]
which, by (76) implies:

IBVIigaMbe—t

~ (Lmpe—? —
||x<t)||§Me< @ ”)tnxon ¥ teo,b];

that is,

oty < Ao =+ T =g )

By (68) we conclude that the initial value problem (1) is exponentially stabiliz-
able. m

llzol| ¥V te€]o,b]. (78)

6 Example
We consider the following semilinear Cauchy problem:
9
6D x(t) = Ax(t)+ f(t,2(t), t€[0,1], z€l*(N)
(79)
z(0) = xzo,
where X = [*°(N) is the space of bounded sequences with the norm
H(931>1’2ax3a"')||oo:Sup‘%‘, (80)
i€N
A = (aij);;_, is an infinite matrix defined from [*°(N) to itself by (Az); =
Zaijxj such that for any x € [*°(N),
j=1
’ o0
Z\aij|<oo VieN (81)
j=1
and
su aii| p < 00, 82
Sup ;I il (82)
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f is a nonlinear function defined on [0, 1] x {*°(N) by

ity = 2 ]eo)

From (81) and (82), A is a bounded linear operator on {*°(N) and its norm is
given by:

(83)

Allso = su Qs
4l = sp 3 3 s
]_
Let us define T by:
4 _ o (A
T(t)=et=>" o vt=0 (84)
k=0
such that
5 4
Tl < z¢ v t=0 (85)

Then, A is clearly a generator of the Cyp-semigroup {T'(¢)}+>o0.

Furthermore, 0 <t <1 == 1< ¢!’ < e and we have:

1
1Ft2)llee < 3lsin(lllleo)]

1 . .
= 3lsin(lz]le) — sin(0)]
By Mean Value Theorem, there exists m € (0, ||z||oc) such that:
| sin([|z]|c) — sin(0)] < [cos(m)][[|oc-
So,

1

Il < 3

In addition, we have for all z,y € [*°(N),

2|00 (86)

1 . .
1£t,2) = fty)lle < 3lsin(lllloo) = sin(ly]loo)l-
By Mean Value Theorem, there exists r € (|20, [|y]|oc) such that

[sin([[z]|oc) = sin([[yllee)| < [cos(r)[[[€]loc = ll¥lloo]

which by reverse triangular inequality gives:

152) = £t )le < 5l = ylle. (57)
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From (86) and (87) we deduce that the hypothesis H; and Hs are satisfied with

L=1
3

We have also the following:
0<t<l=—-1<—-t<0=e'<e <1

So, from (85) we deduce

(@1

IOl < 5 =M (88)
and therefore,
5
Qo = ~ 08665 < 1.
v 3% 2% 2T()
10 10

We then conclude by Theorem 3.1 that the initial value problem (79) has a
unique mild solution on [0, 1].

5

Furthermore, from (85) we have i =1 and M = 7 So,
5
1-— ——g ~ 0.2205 > 0.
3x2xT'(—
x2xT(55)

Hence, according to Theorem 4.1, the solution to problem (79) is exponentially
stable.

7 Conclusion

We used the Banach contraction principle to prove the existence and uniqueness
of mild solution (which we constructed based on the Laplace transform) to the
semilinear fractional differential equation (1) in an infinite Banach space with
Caputo derivative order a € (0,1]. By means of the Gronwall lemma, we have
also proven under some conditions which we clearly specified that the latter
system is exponentially stable, and also exponentially stabilizable when the
control acts linearly on the system. Finally, we have provided an example to
illustrate our approach.
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