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#### Abstract

Classical supervised methods like linear regression and decision trees are not completely adapted for identifying impacting factors on a response variable corresponding to zero-inflated proportion data (ZIPD) that are dependent, continuous and bounded. In this article we propose a within-block permutation-based methodology to identify factors (discrete or continuous) that are significantly correlated with ZIPD, we propose a performance indicator quantifying the percentage of correlation explained by the subset of significant factors, and we show how to predict the ranks of the response variables conditionally on the observation of these factors. The methodology is illustrated on simulated data and on two real data sets dealing with epidemiology. In the first data set, ZIPD correspond to probabilities of transmission of Influenza between horses. In the second data set, ZIPD correspond to probabilities that geographic entities (e.g., states and countries) have the same COVID-19 mortality dynamics.
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## 1 Introduction

Proportion data are encountered in many fields such as biology, epidemiology and marketing. A common objective is the identification of external factors impacting these data. In
marketing, a typical study could be the identification of factors impacting the proportions of products sold to different age groups of customers. In biology, an analogous study could be the analysis of proportions of cures with certain drugs by age groups. In epidemiology, one may be interested in identifying the external factors impacting the transmission of a virus within a host population when the knowledge about the transmissions (i.e., who infected whom) is uncertain (hence, in this case, the probability of transmission from host A to host B can be viewed as a proportion datum). In these typical examples, the 'age groups and products', the 'age groups and drugs' or the 'hosts' can be viewed as the nodes of a network whose edges are weighted by the aforementioned proportions measuring the links between age groups and products / drugs or the links between hosts. The edges from the 'contributing nodes' (i.e., the source hosts transmitting the virus, the products or the drugs) toward a specific 'target node' (i.e., a recipient host or an age group) correspond to a vector of proportions whose sum is equal to one (or eventually lower than one if some contributing nodes are unobserved). Note that in the epidemiological example, recipient hosts can also be source hosts and vice versa (i.e., a host can be both a target and a contributing node). The network vision of data is illustrated by two schematic configurations shown in Figure 1, which includes notations that are introduced in Section 2, and our general objective in this paper is to unravel which factor(s) characterizing the pairs of nodes explain the network edges.

In this article, we are specifically interested in epidemiological applications. As recently illustrated with the COVID-19 pandemic, grounding strategies for the management of infectious diseases on accurate knowledge about risk factors is paramount for effectively preventing a health crisis. Indeed, assessing the influence of social, biological and environmental factors in the spread of epidemics contributes to identifying mechanisms for controlling the disease dynamics. The spread of epidemics can be understood by quantifying epidemiological links between hosts or, more generally, nodes. Typical examples of epidemiological links that we have in mind are: probabilities of disease transmission between individuals ${ }^{\mathbb{1}}$, and similarity measures of disease dynamics in several geographic entities ${ }^{[2]}$. Such measures of epidemiological links (i) have an intrinsic correlation structure and (ii) are usually estimated (i.e., uncertain). These features make the investigation of the relationship between epidemiological links and risk factors challenging because dependencies and overdispersion may lead to biased results if ignored ${ }^{[34]}$. Here, we focus on epidemiological links defined as proportions and we aim to provide a statistical methodology for explaining these epidemiological links (hereafter, the response variable) by multiple potentially impacting factors.

Many statistical methods can be used to identify the correlation between factors and a response variable. Parametric prediction models can identify the set of factors impacting the response through statistical tests. When the response is normally distributed, or when
data are transformed to make it fit a Gaussian distribution ${ }^{[5]}$, the linear regression model ${ }^{6]}$ predicts response values and identifies influencing factors. When the response variable follows other frequently used distributions (e.g., binomial or Poisson), the generalized linear models ${ }^{[7]}$ (GLM) can be considered. When one prefers to avoid making a distributional assumption for the response variable, non-parametric predictive models ${ }^{[6]}$ may be a solution. However, nonparametric models do not standardly provide direct testing procedure to identify impacting factors.

In the exploration of the link between factors and a response variable, we are particularly interested in zero-inflated response variables (i.e., random variables with a positive mass at zero, or, in other words, variables presenting an excess of zeros). In classification problems (i.e., problems with categorical response variables), excess of any class can be handled by balancing classes using resampling methods ${ }^{\boxed{\boxed{ }} \text {. In regression problems (i.e., problems with }}$ quantitative response variables), zero-inflation is typically handled by defining a model as a mixture of two processes: the first process generating only zeros, the second process being governed by a usual distribution such as the zero-inflated Poisson, zero-inflated binomial and zero-inflated beta distributions ${ }^{99}$. For such zero-inflated models, generally assuming independence between observations, the influencing factors can be identified with statistical tests ${ }^{1010}$.

The above-mentioned parametric models are defined for independent and identically distributed (i.i.d.) realizations. However, proportion data are not independent since they sum to a fixed value equal to or lower than one. Such data are often referred to as compositional data ${ }^{[11]}$, that have been classified with respect to the nature of the response ${ }^{[12]}$ (proportions arising from counts versus from continuous measurements). Regarding the case of a zeroand/or one-inflated continuous response, the zero- and/or one-inflated beta regression is a solution when the proportions work in pairs (e.g., the proportions of males and females for a given species). When the number of observed categories is greater than two, the Dirichlet's regression can be used. For instance, an adaptation of the zero-inflated Dirichlet regression (ZIDR) model was proposed for microbiome compositional data ${ }^{[13]}$.

Statistical tests are generally associated with the parametric approaches mentioned above for quantifying the significance of a factor (the test generally depends on the type of factors: discrete versus continuous). The statistical test accompanying the linear model can treat all types of factors. ANOVA can handle discrete factors with more than two levels. The GLM (including zero-inflated data) and the ZIDR can treat continuous factors as well as discrete factors with only two levels, even if this restriction is minor since a factor with multiple levels can be treated as several factors with two levels each.

Here we investigate the relationship between zero-inflated, non-Gaussian, correlated proportion data and several factors of any type. In the epidemiological contexts that we are
interested in, this objective translates into the investigation of the impact of individual, environmental, economical, climatic... factors on epidemiological links. The structure of the data and the objectives generate constraints on the statistical approach to be used. The response takes values between 0 and 1 (inclusive) and is generally zero-inflated (the zero-inflation makes classical transformations yielding normally-distributed variables inapplicable). Moreover, the realizations are mutually dependent due to the constraint over the sum of probabilities for a given target. Furthermore, factor values for a given target node not only depend on the characteristics of this node but also on the characteristics of the contributing nodes and the target-contributor interaction. Common methods do not match all of these constraints, as illustrated by Table 1.

Therefore, we propose a model-free (or more precisely a distribution-free) approach based on permutation tests aiming $(i)$ to identify factors (discrete or continuous; characterizing the target, the contributor or the target-contributor pair) that are significant, (ii) to quantify via a performance indicator the percentage of correlation explained by the subset of significant factors, and (iii) to predict the ranks of proportions from the significant factors. To take into account the dependence of proportion data linking the contributing nodes to any target node, we define a test grounded on the principle of within-block permutations ${ }^{[1415516}$. In this test, permutations are constrained by the dependence structure of data by shuffling proportion data only within each 'contributors-target' block (for any target). In addition, the test deals with both factor types, continuous and discrete, by adapting the test statistic, which is based on Spearman's correlation if the factor is continuous, and on a difference in mean ranks if it is discrete. The test is applied for each factor separately, but significant factors are then jointly used to compute a performance indicator quantifying the percentage of correlation explained by the selected set of factors. The zero-inflation is not explicitly handled in the test itself (permutation procedures are nevertheless considered as versatile for variables clumping at zero because they do not require distributional assumptions ${ }^{[17}$ ), but it is accounted for in the performance indicator whose range is robust to the proportion of zeros (and more generally to the proportion of ties). Supporting Information, Figure S1, gives a general picture about the workflow of the methodology briefly described above.

In what follows, Section 2 sets the framework and notations and presents the procedure based on permutation tests to identify the factors correlated to the response as well as the performance indicator. The method is then applied to simulations (Section 3) and to real data dealing with Equine Influenza and COVID-19 epidemics (Sections 4 and 5).

Table 1: Comparison of models in their ability to match the constraints considered in this article.

| Methods | Response |  |  | $\begin{gathered} \text { Factor } \\ \hline \text { Tests } \end{gathered}$ |  | Dependency |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Distribution free | $[0,1]$ | Zero <br> inflated |  |  |  |
|  |  |  |  | Discrete | Continuous |  |
| Linear regression ${ }^{6]}$ |  |  |  | $\checkmark^{\text {a }}$ | $\checkmark$ |  |
| Beta regression ${ }^{(9]}$ |  | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |
| Dirichlet regression ${ }^{18}$ |  | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Decision tree ${ }^{19}$ | $\checkmark$ | $\checkmark$ |  |  |  | $\checkmark$ |

${ }^{a}$ ANOVA and ANCOVA

## 2 Identification and quantification of impacting factors

### 2.1 Framework and notations

Hereafter, let $n_{t}$ be the number of target nodes, $n_{c}$ the number of contributing nodes and $d$ the number of factors. The response variable $Z_{j}^{i}$ is a random variable measuring the (directed) epidemiological link between target $i \in\left\{1, \ldots, n_{t}\right\}$ and contributor $j \in\left\{1, \ldots, n_{c}\right\}$, as illustrated in Figure 1. The higher the value, the stronger the link and the weaker the other links. We assume that $Z_{j}^{i}$ is continuous, $Z_{j}^{i} \in[0,1]$ and, for any target node, the sum over all contributors cannot exceed 1, i.e.:

$$
\begin{equation*}
\sum_{j=1}^{n_{c}} Z_{j}^{i} \leq 1, \forall i \in\left\{1, \ldots, n_{t}\right\} \tag{1}
\end{equation*}
$$

In addition, in typical applications we will consider that the distribution of $Z_{j}^{i}$ is zero-inflated.
The factors characterize any target-contributor pair (i.e., the two nodes and their interaction), as illustrated in Figure 1. We denote by $\mathbb{X}=\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{d}\right) \in \mathbb{R}^{n_{t} n_{c} \times d}$ the set of $d$ factors $\left(d \in \mathbb{N}^{*}\right)$. Thus, any pair $(i, j)$ is described by $\left(x_{1}^{(i, j)}, \ldots, x_{d}^{(i, j)}\right)$.

In practice, factors are often grounded on information separately collected from the target node $i$ and the contributing node $j$. In this case, $x_{k}^{(i, j)}$ is defined from any application taking as arguments the values of a variable observed from the contributor and target nodes. Intuitive examples include the geographical distance measured from the spatial coordinates of the contributor and the target, the absolute difference between the ages of the contributor and the target, etc. Further examples provided in the application sections lead to discrete, continuous and even categorial factors.


Figure 1: Typical configurations of epidemiological networks of interest and links to factors. Left: Probabilistic transmission network; Arrows indicate probable transmissions (with associated probabilities given by numbers above the arrows); Host C is a contributor (i.e., probable source of infection), host B is a target (i.e., an infection receptor) and hosts A , D and E are both contributors and targets (thus, $n_{t}=n_{c}=4$ ); E.g., A infected B with probability $Z_{\mathrm{A}}^{\mathrm{B}}=0.36$. Right: Similarity network; Arrows indicate probabilities that targets (namely host units $\mathrm{B}, \mathrm{D}$ and $\mathrm{E} ; n_{t}=3$ ) have the same features as (e.g., 'follow the mortality dynamics of') contributors (namely hosts units A and C; $n_{c}=2$ ); E.g., B follows the mortality dynamics of A with probability $Z_{\mathrm{A}}^{\mathrm{B}}=0.57$. Notes: The objective of our approach is to assess the link between an epidemiological network and multiple factors that characterize pairs of host units, as illustrated on the right-hand side where Factor 1 seems to better reflect the similarity network than Factor 2 does (the numbers above the arrows for the panels representing Factors 1 and 2 are the values taken by these undirected factors); In the main text, probabilities $Z_{j}^{i}$ are indexed by host indices instead of host names; The sum of inward probabilities for a given target is lower than 1 if some contributors are unobserved.

### 2.2 A within-block permutation-based approach to identify influencing factors

The specific characteristics of our response variable make impossible the use of classical correlation tests such as Spearman's test ${ }^{[20}$, because the response has numerous ties (zeros). Solutions to treat ties in ranking problems were proposed ${ }^{[2]}$, but for cases with numerous ties, some hypotheses on the moments have to be satisfied and checking them may be laborious. Furthermore, the response is dependent within each target-contributors block (see Equation (11) ) and classical correlation tests do not take into account such a dependence structure. Within-block permutation tests, grounded on the assumption of exchangeability of data within blocks ${ }^{\underline{14115116}}$, appear to be a possible alternative to take into account these constraints. Let $\mathbf{x}_{k} \in \mathbb{R}^{n_{t} n_{c}}, k=1, \ldots, d$, be the observations of the factor to be tested and let
$\mathbf{z} \in \mathbb{R}^{n_{t} n_{c}}$ be the observations of the response, whose element $(i, j)$ denoted by $z_{j}^{i}$ is the observed value of $Z_{j}^{i}$. We adapt the Conditional Monte Carlo (CMC) algorithm ${ }^{[2]]}$ for blockpermutation to test the correlation between the response and the factor. We denote by $T_{k}$ the test statistic, which is dependent on the type factor, and by $\lambda_{k}(\mathbf{z})$ the p -value. The CMC algorithm for block-permutation test adapted to data that we consider in this article consists of the following steps:

1. Compute the statistic $T_{k}$ on the original data set $\left(\mathbf{x}_{k}, \mathbf{z}\right)$;
2. Do $B$ independent repetitions of what follows: randomly permute the response by block of type target-contributors, set the new response vector denoted $\mathbf{z}^{b}, b=1, \ldots, B$, and compute the statistic $T_{k}^{b}$ on the permuted data set $\left(\mathbf{x}_{k}, \mathbf{z}^{b}\right)$;
3. Estimate the p-value by $\widehat{\lambda}_{k}(\mathbf{z})=\frac{1}{B} \sum_{b=1}^{B} \mathbf{1}_{\left\{T_{k}^{b} \geq T_{k}\right\}}$.

Remarks: The $T_{k}$ statistic must be positive to calculate the p-value using the CMC algorithm. The permutation by block of type target-contributors is carried out by permuting the components of the vector $\left(z_{1}^{i}, \ldots, z_{n_{c}}^{i}\right)$ for each target node $i$ (the permuted response $\mathbf{z}^{b}$ hence satisfies mutual dependencies between its components summarized in the system of $n_{t}$ constraints given by Equation (1), and keeps eventual heterogeneity in the distribution characteristics of $\left(z_{1}^{i}, \ldots, z_{n_{c}}^{i}\right)$ between targets). Block permutations are required to minimize the second species risk of the test (see Supporting Information, Appendix A).

For a continuous factor $\mathbf{x}$, by omitting the subscript $k$, the statistic $T$ is the nonparametric Spearman's correlation ${ }^{[23]}$ between $\mathbf{x}$ and $\mathbf{z}$, say $r_{s}(\mathbf{x}, \mathbf{z})$, i.e. it is defined as the Pearson correlation between the rank variables $r_{s}(\mathbf{x}, \mathbf{z})=\rho\left(R_{\mathbf{x}}, R_{\mathbf{z}}\right)$, where $\rho$ is the Pearson correlation, $R_{\mathbf{x}}\left(\right.$ resp. $\left.R_{\mathbf{z}}\right)$ is the random vector that gives the ranks of the elements of $\mathbf{x}$ (resp. $\mathbf{z}$ ). Hence, we define the following tests:
$H_{0}$ : "the response and factor ranks are not correlated" versus
(i) $H_{1}$ : "the response and factor ranks are correlated" and the test statistic is $T=r_{s}^{2}(\mathbf{x}, \mathbf{z})$;
(ii) $H_{1}$ : "the response and factor ranks are positively correlated" and $T=r_{s}(\mathbf{x}, \mathbf{z})$;
(iii) $H_{1}$ : "the response and factor ranks are negatively correlated" and $T=-r_{s}(\mathbf{x}, \mathbf{z})$.

For a discrete factor $\mathbf{x}$ (still omitting the subscript $k$ ) with $Q$ levels, the test hypotheses are $H_{0}$ : "level-by-level mean ranks are equal" versus $H_{1}$ : "mean ranks are different for at least two levels" and the statistic corresponds to the one defined in the H-test ${ }^{[24}$ :

$$
\begin{equation*}
T=\left(n_{t} n_{c}-1\right) \frac{\sum_{q=1}^{Q} n_{q}\left(\bar{R}_{\mathbf{z} \cdot q}-\bar{R}_{\mathbf{z}}\right)^{2}}{\sum_{i=1}^{n_{t}} \sum_{j=1}^{n_{c}}\left(R_{z_{j}^{i}}-\bar{R}_{\mathbf{z}}\right)^{2}}, \tag{2}
\end{equation*}
$$

where $R_{z_{j}^{i}}$ denote the rank of the element $(i, j)$ of $\mathbf{z}, \bar{R}_{\mathbf{z}}=\frac{1}{n_{t} n_{c}} \sum_{i=1}^{n_{t}} \sum_{j=1}^{n_{c}} R_{z_{j}^{i}}, n_{q}=$ $\sum_{i=1}^{n_{t}} \sum_{j=1}^{n_{c}} \mathbf{1}_{q}\left(x^{(i, j)}\right), \bar{R}_{\mathbf{z} \cdot q}=\frac{1}{n_{q}} \sum_{i=1}^{n_{t}} \sum_{j=1}^{n_{c}} R_{z_{j}^{i}} \mathbf{1}_{q}\left(x^{(i, j)}\right)$ and $\mathbf{1}_{q}\left(x^{(i, j)}\right)=1$ if $x^{(i, j)}=q$, $\mathbf{1}_{q}\left(x^{(i, j)}\right)=0$ otherwise. If the p-value of the factor being considered is less than the significance level, post-hoc tests can be constructed to test the impact of factor levels. Let $q$ and $\tilde{q}$ be two levels, we can then make the following tests $H_{0}$ : "there is no difference between the two mean ranks" versus
(i) $H_{1}$ : "there is a difference between the two mean ranks" and the statistic is $T=$ $\left(\bar{R}_{z_{\cdot q}}-\bar{R}_{z_{\cdot \tilde{q}}}\right)^{2} ;$
(ii) $H_{1}$ : "the mean ranks of level $q$ is lower than the mean ranks of $\widetilde{q}$ " and $T=\bar{R}_{z . \tilde{q}}-\bar{R}_{z \cdot q}$;
(iii) $H_{1}$ : "the mean ranks of level $q$ is greater than the mean ranks of $\tilde{q}$ " and $T=\bar{R}_{z \cdot q}-\bar{R}_{z \cdot \tilde{q}}$.

Notes: Here, the statistics are the differences in mean ranks ${ }^{[25}$. In addition, if the discrete factor has more than two levels, the problem becomes a multiple comparison problem. A correction can be applied accordingly to control the occurrence of false positives, e.g., the Bonferroni correction which consists in multiplying the p-values by the number of comparisons, or the less conservative and sharper improved Bonferroni correction called Benjamini-Hochberg correction ${ }^{[2627]}$. As an illustration, we provide both the Bonferroni and the Benjamini-Hochberg corrected p-values for the post-hoc tests performed in the application dealing with Equine Influenza.

### 2.3 A performance indicator to quantify the monotonous dependency

To take into account the multivariate aspect of the correlation, we develop a performance indicator that simultaneously accounts for all discrete and continuous factors previously identified. The indicator can be viewed as a surrogate for the coefficient of determination used in linear regression, representing the monotonous relationship between a single linear combination of all factors and the response. It varies in $[0,1]$; the closer to 1 , the stronger the correlation between the ranks of the best combination of the set of factors $\mathbb{X}$ (which corresponds to the term $M_{\mathbb{X}} \hat{\boldsymbol{\beta}}$ defined below) and the ranks of the response variable $\mathbf{z}$. To ensure that the performance indicator can effectively reach the maximum value 1 , it is defined as the ratio between the Spearman correlation and its actual upper bound. The upper bound is computed analytically by following the reasoning proposed by Kendall ${ }^{[21}$ for treating ties in ranking problems. The reasoning adapted to our problem consists in identifying the situation where the Spearman correlation is maximum for given $\mathbf{z}$ and $M_{\mathbb{X}} \hat{\boldsymbol{\beta}}$ ignoring the actual pairing between these sets of variables. This situation occurs when the ranks of
the $(i, j)$-th components of $M_{\mathbb{X}} \hat{\boldsymbol{\beta}}$ and $\mathbf{z}$ are equal for any $(i, j)$ such that $z_{j}^{i} \neq 0$. Under this assumption, the computation of the Spearman correlation simplifies and one obtains an explicit expression for the upper bound. In what follows, we derive the expression of the performance indicator; details on the computation of the upper bound of the Spearman correlation are provided in Supporting Information, Appendix B.

The performance indicator is built from the following function of $\beta$ :

$$
\begin{equation*}
I_{\boldsymbol{\beta}}(\mathbb{X}, \mathbf{z})=r_{s}^{2}\left(M_{\mathbb{X}} \boldsymbol{\beta}, \mathbf{z}\right)\left(1+\Delta_{M_{\mathbb{X}} \boldsymbol{\beta}, \mathbf{z}}\right), \tag{3}
\end{equation*}
$$

where $\left(1+\Delta_{\mathbf{x}, \mathbf{y}}\right)^{-1}$ is the upper bound of $r_{s}^{2}(\mathbf{x}, \mathbf{z})$ and $\Delta_{\mathbf{x}, \mathbf{y}}=\frac{\sum_{i \in I_{0}}\left(R_{x_{i}}^{2}-R_{y_{i}}^{2}\right)}{(n-1) \hat{\sigma}_{R_{\mathbf{y}}}^{2}}$ for all $(\mathbf{x}, \mathbf{y}) \in \mathbb{R}^{n} \times \mathbb{R}^{n}, \hat{\sigma}_{R_{\mathbf{y}}}^{2}$ being the variance of $R_{\mathbf{y}}$ and $I_{0}=\left\{i \mid y_{i}=0\right\}$, and where the elements of the design matrix $M_{\mathbb{X}} \in \mathbb{R}^{n_{t} n_{c} \times d^{\prime}}$ are defined by:

$$
M_{\mathbb{X}}(\ell, k)= \begin{cases}\frac{x_{k}^{(i, j)}-\min \left\{\mathbf{x}_{k}\right\}}{\max \left\{\mathbf{x}_{k}\right\}-\min \left\{\mathbf{x}_{k}\right\}}, & \text { if } \mathbf{x}_{k} \text { is a continuous factor } \\ \left(\mathbf{1}_{q}\left(x_{k}^{(i, j)}\right)\right)_{q=1, \ldots, Q_{k}-1}, & \text { if } \mathbf{x}_{k} \text { is a discrete factor }\end{cases}
$$

$\ell=(i-1) n_{c}+j$ and $k$ are the indices of the rows and the columns of the design matrix, respectively, $\min \left\{\mathbf{x}_{k}\right\}$ (resp. $\max \left\{\mathbf{x}_{k}\right\}$ ) is the minimum (resp. maximum) element of the vector $\mathbf{x}_{k}, d^{\prime}=\sum_{k=1}^{d}\left(Q_{k}-1\right)$, with $Q_{k}=2$ if $\mathbf{x}_{k}$ is a continuous factor and $Q_{k}$ is equal to the number of levels if $\mathbf{x}_{k}$ is a discrete factor.

We then have to estimate the set of parameters $\boldsymbol{\beta}$ which maximizes the Spearman correlation $r_{s}^{2}\left(M_{\mathbb{X}} \boldsymbol{\beta}, \mathbf{z}\right)$ (to obtain the best combination of the set of factors $\mathbb{X}$ with the form $M_{\mathbb{X}} \boldsymbol{\beta}$, as evoked above). The values of the components of $\boldsymbol{\beta}$ associated with the factors identified as insignificant are set to zero, and the optimization is carried out with respect to the remaining subset of parameters (of dimension $d^{\prime \prime} \leq d^{\prime}$ ) using a genetic algorithm implemented in the $R$ package $r$ genoud ${ }^{[28]}$ (the genoud function in this package combines an evolutionary search algorithm with a derivative-based Newton or quasiNewton method to solve optimization problems). Hence, we estimate $\boldsymbol{\beta}$ as follows: $\hat{\boldsymbol{\beta}}=$ $\arg \max _{\beta \in \mathbb{R}^{d^{\prime \prime}}} r_{s}^{2}\left(M_{\mathbb{X}} \boldsymbol{\beta}, \mathbf{z}\right)$. The solution of this maximization is obviously not unique (if $\boldsymbol{\beta}_{0}$ is a solution, $a \boldsymbol{\beta}_{0}$ is also a solution for all real value $a \neq 0$ ), but this is not an issue in the proposed framework since only the rank are taken into account and $I_{\boldsymbol{\beta}_{0}}(\mathbb{X}, \mathbf{z})=I_{a \boldsymbol{\beta}_{0}}(\mathbb{X}, \mathbf{z})$, $\forall a \neq 0$. In practice, since the maximizer can only be identified up to a scale factor, each component of $\boldsymbol{\beta}$ is constrained within the interval $[-10,10]$, and the genetic algorithm is stopped if the value of the objective function $r_{s}^{2}\left(M_{\mathbb{X}} \boldsymbol{\beta}, \mathbf{z}\right)$ has not increased in the last 50 iterations (with a tolerance level equal to 0.001 ) or if the maximum number of iterations (set to 200) has been reached. This is specified in the genoud function by setting the following options: Domains $=$ matrix $\left(c(-10,10)\right.$, byrow=TRUE, nrow= $d^{\prime \prime}$, ncol $\left.=2\right)$,
max.generations = 200, hard.generation.limit $=$ TRUE, wait.generations $=50$ and solution.tolerance $=0.001$. Finally, we calculate the performance indicator by plugingin $\hat{\boldsymbol{\beta}}$ :

$$
I_{\hat{\boldsymbol{\beta}}}(\mathbb{X}, \mathbf{z})=r_{s}^{2}\left(M_{\mathbb{X}} \hat{\boldsymbol{\beta}}, \mathbf{z}\right)\left(1+\Delta_{M_{\mathbb{X}} \hat{\boldsymbol{\beta}}, \mathbf{Z}}\right) .
$$

### 2.4 Relative importance of factors

The optimal parameter vector $\hat{\boldsymbol{\beta}}$ must not be directly used for assessing the effect sizes of factors since it is not unique as explained in Section 2.3 (if $\boldsymbol{\beta}_{0}$ is a solution of the maximization, $a \boldsymbol{\beta}_{0}$ is also a solution for all real value $a \neq 0$ ). Nevertheless, the components of $\hat{\boldsymbol{\beta}}$ can be used to compare the relative importance of factors in explaining, through $M_{\mathbb{X}} \hat{\boldsymbol{\beta}}$, the links between targets and contributors summarized by $\mathbf{z}$. Thus, we define the relative importance of factor $k \in\{1, \ldots, d\}$ (or the level $q$ of factor $k$ for discrete factors) with respect to the average factor:

$$
\begin{equation*}
\tilde{e}_{k, q}=\frac{e_{k, q}}{\frac{1}{d^{\prime}} \sum_{k^{\prime}=1}^{d^{\prime}} \sum_{q=1}^{Q_{k}-1} e_{k^{\prime}, q}}, \tag{4}
\end{equation*}
$$

where $e_{k, q}=\left|\hat{\boldsymbol{\beta}}^{(k)}\right|$ and $q=1$ if factor $k$ is continuous $\left(\hat{\boldsymbol{\beta}}^{(k)}\right.$ being the component of $\hat{\boldsymbol{\beta}}$ corresponding to the continuous factor $k$ ) and $e_{k, q}=\left|\hat{\boldsymbol{\beta}}^{(k, q)}\right|$ if factor $k$ is discrete $\left(\hat{\boldsymbol{\beta}}^{(k, q)}\right.$ being the component of $\hat{\boldsymbol{\beta}}$ corresponding to the $q$-th level of the discrete factor $k, q \in$ $\left.\left\{1, \ldots, Q_{k}-1\right\}\right)$.

Remarks: (a) $\tilde{e}_{k}$ is unchanged if one substitutes $a \hat{\boldsymbol{\beta}}$ for $\hat{\boldsymbol{\beta}}(a \neq 0)$. (b) The operator $M_{\mathbb{X}}$ in the regression $M_{\mathbb{X}} \hat{\boldsymbol{\beta}}$ homogenizes the amplitudes of variation of the factors and, therefore, of the coefficients in $\hat{\boldsymbol{\beta}}$ which are hence comparable. (c) The relative importance of factors measured by Equation (4) has to be understood in terms of factor contributions to the regression $M_{\mathbb{X}} \hat{\boldsymbol{\beta}}$ explaining $\mathbf{z}$. Hence, these contributions might be subject to nonlinear effects of factors or correlation between factors. One may alternatively compute a marginal indicator of the importance of each factor by calculating for example the performance indicator $I_{\hat{\boldsymbol{\beta}}}(\mathbb{X}, \mathbf{z})$ where $\mathbb{X}$ is reduced to the factor of interest. Such a proposal however requires additional computation of the optima $\hat{\boldsymbol{\beta}}$ for every factor considered individually.

### 2.5 Rank prediction

If one ignores the value of $\mathbf{z}$, ranks of contributors can be predicted for any target by the ranks $\hat{R}_{\mathbf{z}}$ of $M_{\mathbb{X}} \hat{\boldsymbol{\beta}}$. In other words, the first contributor to a given target is predicted to be the contributor with the largest component of the sub-vector of $M_{\mathbb{X}} \hat{\boldsymbol{\beta}}$ restricted to the target under focus, the second contributor corresponds the second largest component, and so on. In the applications, we compare this ranking with rank predictions obtained from linear regression and decision tree (for which ranks are computed directly from the predictions
of proportions provided by these models) and with the rank-based estimation for linear models ${ }^{[29]}$, which uses a distance based on a dispersion function ${ }^{[30}$ instead of the Euclidean distance. Note that the four rank-prediction approaches are implemented with the same set of factors identified by the tests presented in Section 2.2.

We use cross-validation to compare the robustness and the quality of the performance indicator and the ranking obtained from our multitest-based multivariate analysis (MMA), the linear regression model (LM), the rank-based linear regression model (LMRank) and the decision tree (Tree). Target hosts are randomly divided into a train sample ( $80 \%$ of targets) and a test sample ( $20 \%$ of targets). Tests for factor identification are applied to the global sample (union of train and test samples), while indicators are computed separately for each sub-sample. This procedure is independently repeated 100 times.

We consider two indicators: the performance indicator defined in the previous subsection and the contributor ranking indicator (CR). The CR indicator, defined in Supporting Information, Appendix C, is the average over the targets of the proportion of the $N_{i}$ contributors with positive transmission probabilities for target $i$ that are ranked among the top $N_{i}$ contributors by the predictor under consideration (MMA, LM, LMRank or Tree).

## 3 Simulation study

We carry out a simulation study to investigate the performance of the proposed method. All R codes to implement the methods have been incorporated into the package ZIprop, freely available on R CRAN (https://cran.r-project.org/package=ZIprop) and GitLab (https://gitlab.paca.inrae.fr/meribaud/ziprop).

### 3.1 Simulated data

We simulate data under the constraints described in Section 2.1. The algorithm applied to simulate the factors and the response is described below:

1. Set values for $n_{c}>1, n_{t}>2, m \in\left[1 / n_{c}, 1\right]$ (the proportion of non-zero values for the responses $\left.z_{j}^{i}\right), d>1, \boldsymbol{\beta} \in \mathbb{R}^{d^{\prime}}$ and $\eta>0$.
2. Generate the matrix $\mathbb{X}=\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{\mathbf{d}}\right) \in \mathbb{R}^{n_{t} n_{c} \times d}$ such that the components of the $n_{t} n_{c^{-}}$ tuple $\mathbf{x}_{k}, k \in\{1, \ldots, d\}$, are independently drawn from the continuous (resp. discrete) uniform distribution $U(0,1)$ (resp. $U(\{0,1\})$ ) if $\mathbf{x}_{k}$ is a continuous (resp. discrete) factor.
3. Generate the un-constrained response vector $\tilde{\mathbf{z}} \in \mathbb{R}^{n_{t} n_{c}}$ from the Gaussian distribution $\mathrm{N}\left(\mathbb{X} \boldsymbol{\beta}, \eta^{2} \mathbf{I}\right)$ with mean vector $\mathbb{X} \boldsymbol{\beta}$ and diagonal variance matrix $\eta^{2} \mathbf{I}$ where diagonal
elements are equal to $\eta^{2}$; subtract the minimum value of $\tilde{\mathbf{z}}$ to each element of $\tilde{\mathbf{z}}$ to get only non-negative elements: $\tilde{\mathbf{z}} \leftarrow \tilde{\mathbf{z}}-\min \tilde{\mathbf{z}}$; set to zero the $n_{0}=\left\lceil(1-m) n_{c} n_{t}\right\rceil$ lowest elements in $\tilde{\mathbf{z}}$ excluding its maximal elements for each target $i \in\left\{1, \ldots, n_{t}\right\}$, i.e., the $n_{0}$ lowest elements in $\tilde{\mathbf{z}}-\left\{\tilde{z}_{j}^{i}: \tilde{z}_{j}^{i}=\max _{j^{\prime}}\left\{\tilde{z}_{j^{\prime}}^{i}\right\}\right\}$ ( $\left.\Gamma \cdot\right\rceil$ is the ceiling function).
4. Compute the elements $z_{j}^{i}$ of the response vector $\mathbf{z}$ by scaling $\tilde{z}_{j}^{i}$ for each target $i \in$ $\left\{1, \ldots, n_{t}\right\}: z_{j}^{i}=\frac{\tilde{z}_{j}^{i}}{\sum_{j^{\prime}=1}^{n} \tilde{z}_{j^{\prime}}^{\prime}}$. Therefore, the response is simulated in such a way that for any target $i, \exists j \in\left\{1, \ldots, n_{c}\right\}$ such that $z_{j}^{i}>0$, and $\sum_{j=1}^{n_{c}} z_{j}^{i}=1$.

We test the effect of each factor and compute the performance indicator setting $n_{c}=20$, $n_{t}=22, d=20$, and the proportion of non-zero data $m \in\{0.1,0.15,0.2,0.25\}$. The first (resp. last) half of factors are continuous (resp. discrete) and $\boldsymbol{\beta} \in \mathbb{R}^{d^{\prime}}$ ( $d^{\prime}=d$ since discrete factors have only two levels) satisfies:

$$
\begin{equation*}
\boldsymbol{\beta}=\left(\beta_{1}, \beta_{2}, \beta_{3},-\beta_{4},-\beta_{5}, 0,0,0,0,0, \beta_{1}, \beta_{2}, \beta_{3},-\beta_{4},-\beta_{5}, 0,0,0,0,0\right) \tag{5}
\end{equation*}
$$

where $\beta_{k}, k=\{1, \ldots, 5\}$, are independently drawn from the following uniform distributions:

$$
\begin{equation*}
\beta_{1}, \beta_{5} \sim U(8,10), \quad \beta_{2}, \beta_{4} \sim U(12,14) \quad \text { and } \quad \beta_{3} \sim U(16,18) \tag{6}
\end{equation*}
$$

The first 10 components of $\beta$ correspond to the continuous factors, the 10 following components of $\beta$ correspond to the first level of the discrete factors with two levels (the second level having a null effect). In addition, the standard deviation of the noise is set to $\eta=10$ that gives a median performance indicator of 0.69 between $\mathbf{z}$ and $\mathbb{X} \boldsymbol{\beta}$ for 100 runs. The main characteristics of the simulation setting are given in Table 2 .

In the simulation algorithm proposed above, the link between $\mathbb{X} \boldsymbol{\beta}$ and $\mathbf{z}$ is non-linear due to the step where some values in $\tilde{\mathbf{z}}$ are set to zero (Stage 3 of the algorithm) and the step where $\tilde{\mathbf{z}}$ are scaled to obtain a vector of probabilities for each target (Stage 4). To increase the nonlinearity in an additional simulation study, we modify Stage 3 in the algorithm by generating $\tilde{\mathbf{z}}$ in the Gaussian distribution $\mathrm{N}\left(f(\mathbb{X}) \boldsymbol{\beta}, \eta^{2} \mathbf{I}\right)$, where $f$ transforms four of the continuous factors included in $\mathbb{X}$, two with an expected effect on the response and two without effect given the form of $\boldsymbol{\beta}$ specified above: $f(\mathbb{X})=\left(\mathbf{x}_{1}^{2}, \exp \left(\mathbf{x}_{2}\right), \sqrt{\mathbf{x}_{3}}, \mathbf{x}_{4}, \mathbf{x}_{5}, \mathbf{x}_{6}^{2}, \exp \left(\mathbf{x}_{7}\right), \sqrt{\mathbf{x}_{8}}, \mathbf{x}_{\mathbf{9}}, \ldots, \mathbf{x}_{\mathbf{d}}\right)$.

### 3.2 Estimated errors of permutation tests

We assess the performance of the two-tailed permutation test for continuous and discrete factors and different proportions $m$ of non-zero data. Figure 2 a shows the distribution of p-values for each factor for $m=0.25$ (we get similar results for the other values of $m$, see Supporting Information, Figure $S 2$ ). The factors $\mathbb{X}_{1: 5}$ and $\mathbb{X}_{11: 15}$ are generally identified as correlated to the response while $\mathbb{X}_{6: 10}$ and $\mathbb{X}_{16: 20}$ are not. The estimated type I errors of the

Table 2: Main specifications of the simulation study.

| Object | Value |
| :--- | :--- |
| Number of Targets $\left(n_{t}\right)$ | 22 |
| Number of Contributors $\left(n_{c}\right)$ | 20 |
| Number of factors $(d)$ | 20 |
| Type of factors | Continuous (10) and discrete (10) |
| Response variable $\left(Z_{j}^{i}\right)$ | Simulated proportion |
| Number of observations $\left(n_{t} \times n_{c}\right)$ | 440 |

test at the risk level 0.05 are given in the top part of Table 3 for different values of $m$, and show that the test is relatively well calibrated. The type II errors (bottom part of Table 3) are very small for discrete factors whatever the value of $m$. In contrast, they are larger for continuous factors (in particular those with relatively small effect) and decrease with $m$. We carried out the same analysis for the one-tailed permutation tests and we obtained very similar results as shown by Supporting Information, Tables S1 to S4.

Remark: Type II errors can be relatively large for continuous factors with weak effect (it is around 0.6 when $10 \%$ of response values are non-zero), clearly showing a potential limit of the proposed methodology. However, the large type II errors observed with small $m$ might be an artifact resulting from the simulation scheme. Indeed, by setting to zero the $n_{0}$ lowest elements in $\tilde{\mathbf{z}}$ to build $\mathbf{z}$ (see Stage 3 of the simulation algorithm), one simply deletes a part of the information contained in the linear relationship between $\mathbb{X} \boldsymbol{\beta}$ and the initial value of $\tilde{\mathbf{z}}$. In other words, one gets $z_{j}^{i}=0$ for components of $\mathbb{X} \boldsymbol{\beta}$ in a large range of values (i.e., small and intermediate values). In contrast, in real cases, $z_{j}^{i}=0$ means that $(i, j)$ is not likely to be a target-contributor pair, and if $\mathbb{X} \boldsymbol{\beta}$ is consistent with $\mathbf{z}$, its component corresponding to $z_{j}^{i}=0$ should tend be only small, not intermediate, and should therefore reinforce the power of the test. Further investigations are however required to test this artifact assumption.

### 3.3 Assessment of the performance indicator

For each repetition performed for $m=0.25$ (yielding the largest test power for continuous variables), the performance indicator is computed for the $k$ factors with the lowest p-values, $k$ varying from 2 to 20 . Figure 2, b shows the distribution of the performance indicator with respect to $k$. The indicator increases until it reaches a plateau at the value one (which is its maximum value) approximately when $k=10$ (vertical line), which corresponds to the actual number of factors having a significant effect. The indicator is robust in the sense that


Figure 2: Factor significance and importance in the simulation study. a) P-values of twotailed permutation tests for each factor (the red line indicates the 0.05 value). b) Distribution of the performance indicator for varying number of included factors (factors are successively incorporated by first including those with lowest p-values). The horizontal red line gives the median value of the performance indicator computed with the true value of $\boldsymbol{\beta}(0.69)$. c) Distribution of estimated coefficients (i.e., the components of $\hat{\boldsymbol{\beta}}$ ) for each factor. d) Distribution of the relative importance $\tilde{e}_{k}$ of each factor; the red cross gives the expected relative importance given the simulation scheme described in Section 2.4. The distributions are drawn with $m=0.25$ and from 1000 repetitions for a) and 100 repetitions for b) , c) and d).
adding more factors than the actual number of factors with significant effects does not affect the performance.

### 3.4 Assessment of the relative importance of factors

Figure 2. c shows that estimated coefficients for non-significant factors are close to zero, while they take values that are clearly positive or negative for significant factors in agreement with the specifications given by Equations (5)-(6). In addition, we note that the amplitudes of the estimated coefficients are not correct, as expected, since the coefficients were constrained between -10 and +10 in the optimization process whereas they were simulated between -14 and +18 ; see Equations (5)-(6)). However, the relative values of coefficients are estimated

Table 3: Estimated type I and type II errors of the two-tailed permutation tests based on 1000 repetitions in the simulation study ( $m$ is the proportion of non-zero values for the response).

| Type I | Continuous factors |  |  |  |  | Discrete factors |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| m | $\mathrm{x}_{6}$ | $\mathrm{x}_{7}$ | $\mathrm{x}_{8}$ | $\mathrm{x}_{9}$ | $\mathrm{x}_{10}$ | $\mathrm{x}_{16}$ | $\mathrm{x}_{17}$ | $\mathrm{x}_{18}$ | $\mathrm{X}_{19}$ | $\mathrm{x}_{20}$ |
| 0.1 | 0.043 | 0.044 | 0.046 | 0.036 | 0.047 | 0.046 | 0.047 | 0.049 | 0.063 | 0.052 |
| 0.15 | 0.046 | 0.049 | 0.051 | 0.042 | 0.040 | 0.054 | 0.043 | 0.054 | 0.054 | 0.054 |
| 0.2 | 0.057 | 0.043 | 0.043 | 0.056 | 0.039 | 0.051 | 0.034 | 0.055 | 0.052 | 0.045 |
| 0.25 | 0.058 | 0.043 | 0.049 | 0.046 | 0.050 | 0.041 | 0.044 | 0.055 | 0.052 | 0.049 |
| Type II | Continuous factors |  |  |  |  | Discrete factors |  |  |  |  |
| m | $\mathrm{x}_{1}$ | $\mathrm{x}_{2}$ | $\mathrm{x}_{3}$ | $\mathrm{x}_{4}$ | $\mathrm{x}_{5}$ | $\mathrm{x}_{11}$ | $\mathrm{x}_{12}$ | $\mathrm{x}_{13}$ | $\mathrm{x}_{14}$ | $\mathrm{x}_{15}$ |
| 0.1 | 0.607 | 0.293 | 0.097 | 0.321 | 0.616 | 0.147 | 0.008 | 0.000 | 0.004 | 0.159 |
| 0.15 | 0.492 | 0.214 | 0.044 | 0.223 | 0.522 | 0.093 | 0.002 | 0.000 | 0.001 | 0.086 |
| 0.2 | 0.449 | 0.176 | 0.037 | 0.189 | 0.460 | 0.063 | 0.001 | 0.000 | 0.001 | 0.066 |
| 0.25 | 0.433 | 0.147 | 0.021 | 0.151 | 0.447 | 0.046 | 0.000 | 0.000 | 0.001 | 0.041 |

satisfactorily as deduced from Figure 2.d, which shows that the relative importance $\tilde{e}_{k}$ of each factor $k$ is approximately distributed around its expected value.

Very similar results are obtained when the standard deviation of the noise $\eta$ is decreased to $\eta=5$ or increased to $\eta=15$, even if the largest standard deviation leads to wider distributions of the relative importance (and higher p-values for factors with non-zero effects, i.e., larger type II errors); see Supporting Information, Figures S3-S4, which are analogous to Figure 2.

Similar results are also obtained when we include additional non-linearity with the transformation function $f$ (see Supporting Information, Figure S5) the sum $\sum_{j=1}^{n_{c}} z_{j}^{i}$ is drawn from a uniform distribution between 0.5 and 1 (which mimics the non observation of some contributors), instead of fixing $\sum_{j=1}^{n_{c}} z_{j}^{i}$ to the value 1 as described in stage 4 of the simulation algorithm detailed in Section 3.1 (see Supporting Information, Figure S6).

In addition, Supporting Information, Figure S7, shows that the estimates of non-zero coefficients are pushed towards the limits of the range, because of the non-identifiability evoked at the end of Section 2.3, when we consider wider constraining intervals for the optimization of $\boldsymbol{\beta}$.

### 3.5 Assessment of the rank prediction with cross-validation

The methodology proposed in this article (MMA) is compared in terms of ranking performance for the simulated data with the three other methods (LM, LMRank and Tree) introduced in Section 2.5. The prediction methods are applied to the set of factors selected by the permutation tests. Figure 3. a shows the good performance of the multitest-based multivariate analysis (MMA). The linear models (LM and LMRank) have relatively similar efficiency, whereas the decision tree (Tree) is clearly less efficient when it is applied to the test samples. Similar results are obtained when one includes the transformation function $f$ to increase the non-linearity (see Figure 3.b), and when one considers the contributor ranking indicator (CR) instead of the performance indicator except for LMRank that is less efficient than MMA and LM based on this criterion (see Supporting Information, Figure S8).

## 4 Application I: Equine Influenza

We consider an Equine Influenza outbreak in 2003 in race horses from different training yards in Newmarket. Genomic data collected during this outbreak from 48 horses were studied to explore the virus transmissions across the observed horse population ${ }^{[31]}$. Intra-host sequences were obtained for each horse and these sequences were used to estimate the probabilities of disease transmission between hosts using the BadTrIP software ${ }^{[32] \sqrt{33]} \text { chap. } 3 \text {. BadTrip was }}$ run in BEAST2 ${ }^{34}$ using two independent MCMC chains of 5 million steps. We used the dates of first positive swabs as epidemiological data in BadTrIP and allowed the horses to be infected for 9 days except for the first horse A01, which was allowed to be infected for 15 days to provide overlap in the infection periods of the first horses in the transmission chain. The estimated transmission probabilities (shown in Supporting Information, Figure S9) are used in the present study as response proportion data; see Table 4. Many of the estimated transmission probabilities are equal to zero, which means that, for each target, BadTrIP identified only a small number of potential contributors. In what follows, we use four discrete factors and one continuous factor computed from the observed variables 'age', 'sex' and 'training yard' described in Table 5.

Some of these factors are missing for some target-contributor pairs (see Table 5 and Supporting Information, Table S5). Hence, the tests for assessing the effect of a given factor on the transmission probability are applied on the subset of complete data for this factor. Permutation tests are applied factor by factor on subsets without missing values (if any). The data set used for this study is available on a public archive repository ${ }^{[35}$. Remark: A non-completely random structure of missing values could generate biased results, but we did not observe clear signs of such a structure in this case study. We simply observed that the age and sex variables were systematically missing for one of the yards with several infected
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Figure 3: Boxplots of the performance indicator calculated from the training and test samples for MMA, LM, LMRank and Tree: a) in the simulation study without the non-linear transformation $f ; \mathrm{b}$ ) in the simulation study with the non-linear transformation $f, \mathrm{c}$ ) in the Equine Influenza application; d) in the COVID-19 application (the performance indicator could not be computed for LMRank in this case because this method only predicts null probabilities, which result on a null variance of the ranks and, therefore, an undefined value for the performance indicator).

Table 4: Main specifications of the equine influenza application. Note that the number of observations is $n_{t} \times\left(n_{c}-1\right)$ and not $n_{t} \times n_{c}$ because we do not account for auto-infection (i.e. for pairs where the contributor-horse is also the target-horse).

| Object | Value |
| :--- | :--- |
| Targets/Contributors | Horses |
| Number of Targets/Contributors $\left(n_{t} / n_{c}\right)$ | 48 |
| Type of factors | Variables related to horses and their environment |
| Number of factors $(d)$ | 5 |
| Response variable $\left(Z_{j}^{i}\right)$ | Transmission probabilities |
| Number of observations $\left(n_{t} \times\left(n_{c}-1\right)\right.$ pairs) | 2256 |

Table 5: Explanatory factors for the equine influenza application.

| Factor | Description | Number of NA (\%) |
| :--- | :--- | :---: |
| Same_Yard | 1 if the target and contributor are trained in the same yard <br> 0 otherwise | $0(0 \%)$ |
| Same_Sex | 1 if the target and contributor have the same sex <br> 0 otherwise | $1606(71 \%)$ |
|  | 0 if the target and contributor have the same age <br> 1 for a one-year difference <br> 2 for more than one year | $1554(69 \%)$ |
| Dist_Yard | geographic distance (in km) between <br> the training yards of the target and the contributor | $0(0 \%)$ |
| Trans_Sex | "F $\rightarrow \mathrm{F}$ " if a female infected another female <br> " $\mathrm{F} \rightarrow \mathrm{F} \rightarrow$ " if a male infected a female <br> "M $\rightarrow \mathrm{M}$ " if a male infected another male | $1606(71 \%)$ |

horses but nothing else in particular characterizes this yard based on the available data. Factors Same_Yard, Same_Sex, Dist_Yard and Trans_Sex are significantly correlated to

Table 6: Test results for the equine influenza application. Top: Statistic ( $T$ ), p-value (pv) and Spearman's correlation ( $r_{s}$; for the continuous factor only) associated with the twosided permutation tests performed for the five factors. Bottom: Statistic ( $T$ ), p-value (pv), Hochberg-corrected p-value ( $\mathrm{pv}^{*}$; for discrete factors with more than 2 levels) associated with the post-hoc permutation tests applied to significant discrete factors. Lines with a significant p-value are highlighted in gray.

| Factor | $T$ | pv | $r_{s}$ |
| :--- | ---: | ---: | ---: |
| Same_Yard | 0.05 | 0 |  |
| Same_Sex | 0.007 | 0.031 |  |
| Diff_Age | 0.001 | 0.8 |  |
| Dist_Yard | 0.05 | 0 | -0.22 |
| Trans_Sex | 0.042 | 0 |  |


| Factor | Factor level | $T$ | pv | $\mathrm{pv}^{*}$ |
| :--- | :--- | ---: | ---: | ---: |
| Same_Yard | $0-1$ | -444 | 0 |  |
| Same_Sex | $0-1$ | -24.77 | 0.04 |  |
| Trans_Sex | $\mathrm{F} \rightarrow \mathrm{F}-\mathrm{F} \rightarrow \mathrm{M}$ | 65 | 0 | 0.01 |
|  | $\mathrm{~F} \rightarrow \mathrm{~F}-\mathrm{M} \rightarrow \mathrm{F}$ | 111 | 0 | 0 |
|  | $\mathrm{~F} \rightarrow \mathrm{~F}-\mathrm{M} \rightarrow \mathrm{M}$ | 80 | 0 | 0 |
|  | $\mathrm{~F} \rightarrow \mathrm{M}-\mathrm{M} \rightarrow \mathrm{F}$ | 46.2 | 0.01 | 0.02 |
|  | $\mathrm{~F} \rightarrow \mathrm{M}-\mathrm{M} \rightarrow \mathrm{M}$ | 15 | 0.33 | 0.33 |
|  | $\mathrm{M} \rightarrow \mathrm{F}-\mathrm{M} \rightarrow \mathrm{M}$ | -31.1 | 0.04 | 0.08 |

the transmission probability whereas Diff_Age is not; see Table 6. Among these factors, Same_Yard, Same_Sex and two modalities of Trans_Sex have the largest and comparable relative importance with respect to the average factor; see Figure 4. The post-hoc statistic of Same_Yard ( $T$ in the bottom part of Table 6) and the Pearson correlation of Dist_Yard ( $r_{s}$ in the top part of Table 6) being negative, horses trained in the same yard or in nearby yards have a higher chance to be linked by a transmission. This is a clearly intuitive result certainly due to higher contact rate in shared training areas. The statistics of post-hoc univariate tests for factor Same_Sex is also negative, which means that the virus better circulates between horses with the same sex. Moreover, the post-hoc tests on the Trans_Sex modalities show that only the difference between " $\mathrm{F} \rightarrow \mathrm{M}-\mathrm{M} \rightarrow \mathrm{M}$ " (and " $\mathrm{M} \rightarrow \mathrm{F}-\mathrm{M} \rightarrow \mathrm{M}$ " when one considers the corrected p-values) are not significant. The results on the p-values and the sign of the statistics show that transmissions between females are favored compared to all other possible
combinations $(\mathrm{F} \rightarrow \mathrm{F}$ transmissions have positive probabilities 1.8 times more than expected under complete randomness; see Table D. 1 in Supporting Information, Appendix D.

In addition, there is more intersex transmission when females are the sources $(\mathrm{F} \rightarrow \mathrm{M})$, than when males are the sources $(\mathrm{M} \rightarrow \mathrm{F})$. Supporting Information, Appendix D, shows that the significance of gender-related factors is neither confounded with the effect of the other available factors nor a consequence of heterogeneous sex frequencies.

The performance indicator is calculated on the table containing the four selected factors, discarding the transmissions containing one or more missing values (NA). The performance indicator takes the value $I_{\hat{\boldsymbol{\beta}}}(\mathbb{X}, Z)=0.21$ using the four selected factors. This relatively low value, which indicates that there is a moderate correlation between the combination of the four factors and the transmissions, can actually be viewed as quite large given the fact that we only consider very basic factors to predict the transmissions.

To investigate the robustness and the quality of our approach in this case study, we apply cross-validation and perform the comparison with the three benchmark methods presented in Section 2.5. For this comparison we use the four factors selected with the permutation tests. The decision tree seems to outperform the multivariate analysis on the training samples but this is not confirmed on the test samples; see Figure 3.c. Both methods tend to be more efficient than the two linear models, possibly because of the highly discrete nature of the factors: three factors among four are discrete and the continuous factor (Dist_Yard) takes only 37 different values out of 650 observations. Similar conclusions are drawn when the ranking performance is measured with the CR indicator; see Supporting Information, Figure S10. Remark. In an additional simulation study, we fixed all the coefficients of the continuous factors at zero to see whether the performance of the decision tree is improved when only discrete factors have an impact on the response variable. No significant improvement of the decision tree performance was observed (compare Figure 3.a and Supporting Information, Figure S11) and further investigations are required to understand the reason why the decision tree is relatively efficient in the influenza case study.

## 5 Application II: COVID-19

A recent article proposed a data-driven method to predict the mortality curve of a target country with a mixture of the mortality curves of countries that are ahead of time in terms of mortality rate ${ }^{2}$. The mixture is more exactly formed by the mortality curves of contributing countries as well as an additional parametric predictor, and the method is essentially grounded on the estimation of the mixture probabilities. Real-time predictions based on this method are available for more than 100 countries via the following web application: http://covid19-forecast.biosp.org/.


Figure 4: Relative importance of significant factors for the Equine influenza (left) and COVID-19 (right) applications. Diagonal values give the relative importance $\tilde{e}_{k}$ of each factor $k$ with respect to the average factor as defined by Equation (4). Non-diagonal values give the relative importance of any factor with respect to any other factor, i.e. $\tilde{e}_{k} / \tilde{e}_{k^{\prime}}=e_{k} / e_{k^{\prime}}$; large values are highlighted with brownish colors.

Here, we use the estimated mixture probabilities as proportion data. Targets are states from the USA and provinces from Canada; contributors are members of the European Economic Area (EEA) and the European Free Trade Association (EFTA). We only consider geographic entities with at least 5,000,000 inhabitants (leading to 23 targets and 21 contributors) and the first epidemic wave by using data up to June 6, 2020. Mortality data used to estimate the mixture probabilities were collected from the Johns Hopkins University Center For Systems Science and Engineering ${ }^{[36]}$ and The Covid Tracking Project (https://covidtracking.com). The choice of considering Northern American targets and European contributors was made because Europe was on average ahead of time in terms of mortality rate, at least during the first COVID-19 epidemic wave.

To explain the mixture probabilities (i.e., the similarity between targets and contributors in terms of mortality dynamics), we consider 29 variables related to economy, demography, health, healthcare system and climate; see Table 7 and Supporting Information, Table S6. More precisely, our objective is to identify factors negatively correlated with the response, i.e., the lower the distance between two geographic entities with respect to a given variable, the higher the mixture probability. Consequently, we use the univariate test (iii) for continuous factors, which are computed for each target-contributor pair by $x_{k}^{(i, j)}=\left|x_{k}^{i}-x_{k}^{j}\right|$. The data set used for this study is available on a public archive repository ${ }^{[37}$.

Table 7: Main specifications of the Covid-19 application.

| Object | Value |
| :--- | :--- |
| Targets | States from the USA and provinces from Canada |
| Number of Targets $\left(n_{t}\right)$ | 23 |
| Contributors | Members of the European Economic Area |
| Number of contributors $\left(n_{c}\right)$ | 21 |
| Type of factors | Variables related to economy, demography, health, |
|  | healthcare system and climate |
| Number of factors $(d)$ | 29 |
| Response variable $\left(Z_{j}^{i}\right)$ | Mixture probabilities |
| Number of missing values | 0 |
| Number of observations $\left(n_{t} \times n_{c}\right)$ | 483 |

Figure 5 shows the p-values obtained for each factor and the Spearman's correlation for significant factors. We identified eleven impacting factors whose definitions are provided in Supporting Information, Table S6: hospibed, smokers, lung, healthexp, gdp_capita, fertility, urbanpop, nurses_per_1K, gdp2019, pop_female_0_14, and pop_tot_0_14. The figure shows that Spearman's correlation is negative for significant factors. This result is consistent with our objective: to identify the significant factors negatively correlated to the response (since we expect that the similarity of the mortality dynamics of two countries decreases when the difference in the factor values for the two countries increases).

Then, we applied the multivariate analysis based on the eleven significant factors. The factors smokers (percentage of smokers within the population), pop_tot_0_14 (percentage of population in the age group 0-14) and lung (death rate for lung diseases per 100,000 people) have the largest relative importance in the linear combination of factors explaining the mortality dynamics similarity; see Figure 4. Hence, small deviations of these factors strongly favor the similarity of mortality curves. In addition, the performance indicator is equal to $I_{\hat{\boldsymbol{\beta}}}(\mathbb{X}, Z)=0.73$, which shows that a high monotonous dependency exists between the mixture probabilities and these factors. This is confirmed by Supporting Information, Figure S12, which illustrates the relative good match between predicted ranks based on selected factors and mixture probabilities interpreted as probabilities of similarity.

Figure 3.d and Supporting Information, Figure S13, show the high performance of the MMA with respect to LM and Tree (we could not provide, for this case study, the performance of LMRank as explained in the caption of Figure 3). The performance indicator is quite variable when it is computed from the test samples. In comparison the CR indicator is


Figure 5: Comparison of the p-values (black dots) for the univariate tests (iii) associated to each factor and the significance level $\alpha=0.05$ (horizontal line). The Spearman correlation is given by the framed value for factors with a p-value below the threshold.
less variable. However, in both cases, MMA remains globally more efficient than the other methods.

## 6 Discussion

For exploring the relationships between zero-inflated proportion data (ZIPD) and potentially impacting factors, we developed permutation tests explicitly taking into account the dependence structure in the proportions. These tests being uni-dimensional (i.e., each factor being treated separately), we propose a posterior analysis simultaneously handling the multiple factors. This posterior analysis is grounded on a performance indicator quantifying the percentage of correlation explained by the subset of significant factors and enables the ranking of proportions based on the observation of the factors. Ranking the proportions as we proposed is particularly useful in epidemiology because it especially allows the identification of the most likely sources of infection for a given recipient host simply from host characteristics.

Based on the simulation study, the uni-dimensional tests are well calibrated with respect to type I error in the situations under consideration and, overall, type II error is satisfactory
and generally lower for discrete factors than for continuous factors. These results are consistent with the generally-observed reliability of permutation tests. The main assumption of permutation tests (that are distribution-free) is the exchangeability of data under the null hypothesis. However, this assumption can be violated when the dependence structure is known and especially in the case of block permutations ${ }^{16}$. This structure must be taken into account during permutations otherwise the tests lose power (see Supporting Information, Appendix A). This is why we test the null hypothesis only on a subset of all possible permutations.

The performance indicator, allowing a simultaneous treatment of all the factors, was shown to provide a relevant and parsimonious description of the strength of the link between ZIPD and multiple factors. Indeed, a plateau in terms of performance is reached when all the significant factors are added. We also observed a relative robustness in the performance using training and test sets in a cross-validation framework applied to the simulation and real studies. Cross-validation was also used to compare the performance of our multivariate analysis with respect to the linear regression model, the rank-based linear regression model and the decision tree. Contrasted results were obtained across the three studies, but the multitest-based multivariate analysis appeared as a versatile approach adapted to continuous, discrete and mixed factors.

We have challenged our approach in various settings. However, several particularities of the data not tested in the simulation study could be considered to deepen the conditions of validity of the tests and of the performance indicator in particular (for example, particularities concerning the collinearity or dependence between the factors, the proportion and the structure of missing values, and the number of modalities of discrete factors). The code accompanying this article will facilitate the exploration of the limitations of our approach.

Methodological perspectives Target/contributor pairs containing missing values (NA) are handled differently for the permutation tests and for the calculation of the indicator (see application on equine influenza in Section (4). Since the permutation tests are applied factor by factor, the pairs containing a NA for a factor are removed only for the test associated to this factor. In contrast, for the calculation of the performance indicator, which simultaneously handles the factors, any pair containing a NA for any selected factor is ignored. A more subtle treatment of NA, in particular for the calculation of the indicator, deserves to be explored.

If the zero-inflation in the response variable is accounted for in the performance indicator using a scaling term (see Equation (3)), it is not specifically addressed in the permutation tests because these tests are valid despite the zero-inflation and, in practice, work relatively well. Nevertheless, balancing techniques ${ }^{\boxed{8}}$ such as those evoked in the introduction might be adapted to the dependency structure ${ }^{\sqrt{38}}$ and applied to eventually improve the performance
of the approach. Other approaches grounded on distinct treatments of zeros and non-zeros values and a resulting modification of the test statistics may also be considered to explicitly handle the zero-inflation in the permutation test ${ }^{[3940141]}$.

A non-negligible computational cost in our approach is due to the optimization of $\boldsymbol{\beta}$ with a genetic algorithm (the dimension of the optimization domain is equal to the number of significant factors retained with the uni-dimensional tests). This cost might be reduced with linear algebra and analysis tools ${ }^{[42]}$.

The method that we propose only provides a point estimate of the performance indicator $I_{\hat{\boldsymbol{\beta}}}(\mathbb{X}, \mathbf{z})$ (that depends on $\mathbb{X}$ and $\hat{\boldsymbol{\beta}}$ via the term $\left.M_{\mathbb{X}} \hat{\boldsymbol{\beta}}\right)$ and point predictors of the ranks of $\mathbf{z}$ (i.e., $\hat{R}_{\mathbf{z}}$ ) within each target-contributors block using $M_{\mathbb{X}} \hat{\boldsymbol{\beta}}$ (see Sections 2.3 2.5). The robustness of these estimates can be approached by the cross-validation technique that we use in this manuscript. A more advanced evaluation of their uncertainty could be developed in further study by propagating two sources of uncertainty: (i) the uncertainty resulting from the test outputs that lead the components of $\boldsymbol{\beta}$ to be set to zero or to be optimized in the maximization of $r_{s}^{2}\left(M_{\mathbb{X}} \boldsymbol{\beta}, \mathbf{z}\right)$, (ii) the uncertainty associated to the maximization of $r_{s}^{2}\left(M_{\mathbb{X}} \boldsymbol{\beta}, \mathbf{z}\right)$ given the components of $\boldsymbol{\beta}$ set to zero. If a method can be developed to account for both sources of uncertainty, one would be able to assess the uncertainty of $M_{\mathbb{X}} \hat{\boldsymbol{\beta}}$ and subsequently assess the uncertainty of the performance indicator estimate and the rank predictors. Practically, non-parametric bootstrap may allow us to derive an empirical distribution of $M_{\mathbb{X}} \hat{\boldsymbol{\beta}}$ and, therefore, empirical distributions of $I_{\hat{\boldsymbol{\beta}}}(\mathbb{X}, \mathbf{z})$ and $\hat{R}_{\mathbf{z}}$.

The indicators that we use to evaluate the performance of the method in the simulation study and the applications, namely the performance indicator $I$ and the contributor ranking indicator CR, reflect distinct properties of our approach: I measures the adequateness of the prediction of all proportion ranks whereas CR focuses on the rank prediction for proportions whose actual values are positive. Additional indicators could be envisioned. For instance, one could consider an indicator evaluating how much the target-contributor pair with the largest proportion is correctly ranked for any target (in other words, this indicator would assess the ability of the method(s) to identify, for any target, the most likely target-contributor pair).

Interestingly, the uni-dimensional tests can be applied as a first stage for performing an initial factor selection, whatever the posterior multivariate analysis that is carried out. Here, in addition to our multivariate analysis, we considered relatively simple tools for the posterior analysis, namely linear regression and decision tree. We could consider more complex approaches with known ability to handle, e.g., non-linearity and interactions of high order, and optionally embedding an additional factor-selection stage to solve possible issues generated by eventual dependence between factors selected with our unit tests. Thus, one could explore for example the use of neural networks ${ }^{[3]}$, multivariate adaptive regression splines ${ }^{[44}$, random forest ${ }^{\boxed{45}}$ and boosted generalized linear models ${ }^{46147}$.

In the two applications that we considered, the response variable (i.e., the transmission probability or the similarity probability) is actually estimated from external data and we only consider a point estimate of the probability for each pair. Thus, we deal with the first level of uncertainty, namely the fact that the transmission or the similarity is uncertain and therefore represented by a probability instead of a true/false variable. However, we do not handle the second level of uncertainty, namely the uncertainty of the probability estimates. This source of uncertainty could be handled as follows: Suppose that we have at disposal distributions of probabilities (e.g., posterior distributions obtained from a Bayesian approach) instead of point estimates, then we could propagate the uncertainty about the probabilities ${ }^{\boxed{48}}$ into our test by (i) sampling the probabilities from their distributions and (ii) applying the permutation to each sample of probabilities (at stage 2 of the conditional Monte-Carlo algorithm described in Section 2.2. Moreover, by sampling the probabilities from their distributions, we could obtain the distribution of the performance indicator given by Equation (3) instead of a single value. It has however to be noted that if the estimation of $\mathbf{z}$ is biased and hence the weights of network edges are misspecified, the method proposed in this article will certainly miss impacting factors and possibly lead to the identification of unimportant factors as significant.

Epidemiological perspectives The study of Equine Influenza data confirmed the obvious importance of direct contact between hosts for virus transmission: the more frequent contact between horses (same or nearby yard), the higher the probability of transmission. The interpretation of sex differentiation in transmission potential is more complex. We have ruled out an issue of confounding effect between sex and other variables available in the data set and an issue of sex balancing in the observed population of horses. Behavioral, immunological, physiological or organizational factors should be explored to unravel the mechanisms explaining the excess of female-to-female transmissions and transmissions in which a female is the source of infection. Typically, boys were shown to more likely transmit H1N1 to boys and girls to girls probably as a result of assortative mixing among playmates ${ }^{49}$. Another potential explanation could stem from the tendency of horse owners to group horses according to gender, in an attempt to reduce aggressive interactions and the risk of injuries ${ }^{[50}$. More generally, given the low value of the performance indicator ( 0.21 ), it would be interesting to introduce other factors in the analysis of transmissions by considering other equine influenza data sets, which would allow the results obtained in this article to receive further checks.

Beyond this case study, estimating the probabilities that individuals are linked by transmission events during epidemics of infectious diseases or by progeny relationships in population dynamics has been the subject of numerous studies tackled, in particular, with joint models of epidemiological dynamics and evolutionary processes ${ }^{[15152153 / 54155156}$ or with phy-
logeny, phylogeography and some forms of birth-death processes ${ }^{322575851596016162}$. In many of these studies, it would be interesting to take matters further by exploring the statistical relationship between the inferred links (generally corresponding to ZIPD) and factors characterizing the individuals and the environment. Indeed, determining how factors favor the spread of pathogens or species is crucial to better understand the underlying dynamics ${ }^{63}$ and to design adequate control or conservation strategies. In the phylogeography literature, a framework grounded on randomization was proposed to test hypotheses about the effect of environmental variables on pathogen spatial spread ${ }^{[641}$, but this framework requires the spatio-temporal reconstruction of phylogenetic trees using a software such as BEAST. In contrast, the method that we propose can be applied to random transmission trees and random phylogenetic trees, whatever the way these trees are obtained.

The study of COVID-19 data allowed us to correlate similarity in COVID-19 mortality curves with similarity in certain macroscopic factors related to demography, economy, population health and healthcare system. The high value of the performance indicator ( 0.73 ) and its relative robustness observed via cross-validation indicate that these factors can be used to predict with a certain accuracy the similarity between COVID-19 mortality dynamics in geographic entities of Northern America and Europe. Thus, these factors can be viewed as characteristics intrinsically measuring the preparedness and/or vulnerability of geographic entities. The unexplained part of the rank correlation between the mixture probabilities and the linear combinations of factor differences could be due, in particular, to heterogeneous initial conditions of the outbreaks and heterogeneous control measures. It would be interesting to include in the analysis explanatory variables reflecting these components of the epidemics. Furthermore, the analysis that we performed is based on mortality data up to June 6, 2020, which approximately correspond to the first wave of the COVID-19 epidemics in Northern America and Europe. It would be interesting to repeat this analysis across time to assess the temporal (in-)stability of our findings. Specifically, one could expect a change in significant factors between the first and the second (or subsequent) epidemic waves, especially because of heterogeneous levels of immunity after the first wave and heterogeneous impacts of the first wave on the awareness of populations.
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