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Doubly-resonant SFG and DFG spectroscopies: an analytic model for data analysis

including distorted and rotated vibronic levels. I. Theory

Bertrand Busson1

Université Paris-Saclay, CNRS, Institut de Chimie Physique, UMR 8000,

91405 ORSAY, Francea)

(Dated: 10 September 2020)

We present an analytic description of doubly resonant infrared-visible sum (SFG)

and difference frequency generation (DFG) spectroscopies. Within the Born-

Oppenheimer and Condon approximations for harmonic oscillators, we extend

the usual theory, limited to linear electron-vibration coupling, and introduce the

quadratic coupling phenomena (mode distortion and mode mixing) in the excited

state. The excitation spectra of vibrations in SFG and DFG experiments are calcu-

lated in integral form for arbitrary mode distortions and small amplitude mode mix-

ing between pairs of modes. Mode distortion modifies all orders of vibronic coupling

including the fundamental process, whereas mode mixing appears as a perturbation

added to the distorted mode case. For small quadratic coupling amplitudes, the re-

sults may be recast in simple analytic forms after introduction of the overlap spectral

function, and developed in sums and products of Lorentzian functions.

a)Electronic mail: bertrand.busson@universite-paris-saclay.fr
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I. INTRODUCTION

For the past years, infrared-visible Sum Frequency Generation (SFG) vibrational spec-

troscopy, and to a lesser extent its counterpart Difference Frequency Generation (DFG)

spectroscopy,1,2 have become widely used investigation techniques for the chemical analy-

sis of interfaces.3 Due to the symmetry properties of second order nonlinear optics, such

frequency generation (FG) processes are intrinsically surface and interface specific. As vi-

brational spectroscopies, they become singly resonant (SR) with vibrational transitions in

the infrared (IR) to resonantly probe various kinds of interfaces: molecules at solid surfaces

in vacuum,4 in air,5 in catalytic conditions6 or under electrochemical control;7 free,8 buried9

or monolayer covered10 surfaces of liquids; nanostructured materials.11,12 As for all SR IR

processes (IR absorption, Raman scattering, SR-FG), the molecular response leads to rather

handy expressions with a Lorentzian description of the vibration modes,13 the activity of

each mode depending only on its own vibrational parameters (mode separability). The

experimental FG resonant response, modelled by Lorentzian functions, is then carefully14

fitted by a numerical adjustment of the free parameters for a fast result (although alternates

exist15,16). When the visible or generated FG beams match the energy and selection rules of

an allowed electronic transition, the processes becomes doubly resonant (DR),17 further en-

hancing the measured signals through molecular amplification. DR processes also open the

opportunity to probe the molecular electronic and vibronic transitions at interfaces by using

a two-color experimental set-up, that is with independently tunable (or broadband) IR and

visible lasers.18 Excitation of molecular electronic resonances in the FG processes implies to

take into account the contributions of the whole vibrational structure of the excited state

(vibronic states), in other words there is no vibronic mode separability. This introduces

additional difficulties in experimental procedures and data analysis, which may account for

the low use of DR-FG spectroscopy so far in spite of its obvious interest. However, after the

promising first experimental results,19–23 literature has recently shown a renewed interest to

exploit the specificities of DR-SFG.24–34

Theory for doubly resonant FG processes follows the formalism developed for resonant

Raman scattering (RRS). The basic models rely on standard (Born-Oppenheimer, harmonic

vibrations, Condon and/or Herzberg-Teller) approximations, and the level of accuracy of

the vibronic structure description governs the complexity of the model. The Hamiltonian
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describing the electronic excited state may involve linear and quadratic electron-vibration

coupling terms. In the linear case, the vibronic structure is built on the same vibrational

levels as in the ground state, except for displacements in the positions of the harmonic

potential curves along the normal mode coordinates (Figure 1), vanishing for non-totally

symmetric modes.35 It can be shown36,37 that quadratic coupling is responsible for vibra-

tional frequency shifts (distortion of the harmonic potentials) and mode mixing (Duschinsky

rotation) in the excited state. Apart from two papers from Vallet et al.,38,39 the influence

of mode distortion and mode mixing has never been investigated in DR-FG processes. On

the contrary, an abundant literature theoretically describes the excitation of vibronic tran-

sitions by light-matter interaction in RRS phenomena, and we may essentially divide it in

three methods: the sum-over-states (SOS) procedure, the transform technique (TT) and the

time-dependent method (TDM).

The SOS method explicitly calculates the Franck-Condon overlap integrals40,41 and sums

up all vibronic contributions. It leads to a description as sums and products of Lorentzian

functions, well adapted to experimental data fitting, but makes it necessary to completely

define each vibration mode in the lower and upper electronic states and involves large sums

over vibrational quanta.

The transform technique42,43 was originally aiming at getting rid of these difficulties by

embedding the SOS calculations into quantities directly extracted from experimental data

(e.g. absorption, luminescence, fluorescence). Through the time correlator formalism, TT

allows to separate the response of each vibration mode while embedding the contributions

of all other modes of the vibronic structure into the overlap spectral function Φ(ω), closely

related to the correlator building up the absorption spectrum.44 Unfortunately, the Raman

time correlator cannot be factorized by the absorption one and must be evaluated by orders.39

This method does not allow a direct fitting of the experimental data to extract parameters

related to the vibronic levels. Additionally, the formalism becomes rather recondite and this

may reveal disheartening for a quick spectroscopic data analysis.

Identically, the basic idea of the time-dependent model is to transform the SOS into a

time dependent correlator. The difference with TT lies in the subsequent step: emphasis is

put on the wavefunctions rather than on the Hamiltonian. The time correlator is expressed

as the evolution of a time dependent wavepacket,45 for which a Gaussian form is assumed

from the harmonic natures of the potentials.46,47 Considering that only short times matter
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in a Raman process, a semi classical propagation dynamics may be applied.45 This leads to

an exact calculation of the Raman intensities, without any separation into orders. For this

reason, this formalism appears more powerful than the two others as far as RRS is concerned.

However TDM may not apply to very large molecules,47 is limited to vanishing temperatures

as only the ground state is considered48 and seems to have been less extensively studied in

the literature.49

The linear coupling model imperfectly accounts for the real behavior of many molecular

systems, in particular large organic molecules, for which distortion and mode mixing are

far from being uncommon.50 The TT and TDM formalisms allow to elegantly integrate the

effects beyond the linear coupling and Franck-Condon approximations. Still, it is possible to

perform some SOS integration of Franck-Condon factors in the quadratic coupling scheme

under some approximations (low temperature, small frequency shifts, small quadratic cou-

pling) by introducing the hypotheses of mode mixing36,41,51–53 and mode distortion40,54 into

the model. A direct SOS calculation including non-Condon terms has also been reported.55

For the most studied TT method, it has been shown possible to introduce in the RRS models

of vibronic structure: quadratic electron-vibration coupling,56,57 non-Condon terms,58,59 in-

homogeneous broadening,60 anharmonicity in Morse potentials,61 temperature dependence,44

breaking of the BO approximation62 and combinations of these effects.42,63,64 TDM has the

additional advantage to keep the Hamiltonian hidden in the time dependent wavepacket, cal-

culated separately. Non-Condon terms may therefore be introduced into the theory provided

that the purely Gaussian wavefunctions are replaced by a decomposition over Gaussian basis

sets, for which the propagation may be calculated.46,65 Mode mixing and frequency shifts are

introduced by hand into the theory, through their effects on the vibrational wavefunctions,

and at the cost of increasing complexity.66,67

By analogy to RRS, all three approaches were applied to DR-FG in the linear coupling

case, with the great difference that the SFG time-correlator may be explicitly calculated

without separating into orders.39 As early as 1994, the first time correlator model was es-

tablished for DR-SFG and DR-DFG68 within the same original frame as for RRS, with a

result very similar to SR-SFG coupled to a heat bath.13 To our knowledge, the transform

idea (i.e. to evaluate the vibronic contribution from experimental absorption data through

the overlap spectral function) has never been applied to the analysis of experimental DR-

FG data. SFG usually applies to monolayers on solid or liquid substrates, for which the
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quantity of matter makes it difficult, albeit not impossible, to experimentally measure a

high resolution absorption spectrum in situ. In fact, the TT formulation comes down to a

sum-over-states with usual energy denominators by expanding the exponentials of the time

correlators into orders for a generic vibration mode, and integrating over time. The reverse

transformation (SOS into TT) is evidenced in the derivation of Ref. 69 which expresses the

result of the SOS approach as products of time correlators. As a consequence, all molecular

approaches of DR-FG processes converge to a common formalism which can be introduced

either through the conventional SOS method69 or by a time correlator in a TT or TDM

formulation.70 This derivation forms the basis of conventional interpretation of DR-FG data

in the literature.20,22,23

To a lesser extent than for RRS, extensions have been introduced in DR-FG beyond

the conventional approximations. The main approaches focus on the inclusion of non-

Condon28,70 and non-adiabatic71,72 terms, in particular to account for the specific prop-

erties of DR-SFG from chiral liquids. As for quadratic coupling, one formulation of the

DR-SFG response including mode distortion and mode mixing in the TT frame has been

published.38,39 However, it has never been applied to study experimental data because the

TT formalism forbids a direct procedure for data fitting (there is no straightforward mode

separation into energy resonant Lorentzians) and accurate parameters describing molecular

vibronic structure still lack. As for this second reason, the constant improvement of computa-

tional chemistry over the past decades makes this limitation become obsolete. It now allows

to calculate numerous molecular parameters on bigger systems, including Franck-Condon

factors, mode distortions and Duschinsky matrices. In fact, the continuous improvement

in computation of molecular electronic transitions can be traced through the simulations

of RRS and DR-SFG data. RRS spectra in particular have been simulated using Hartree-

Fock,73,74 CASSCF,52 configuration interaction,50,66,75,76 MP perturbation theory50 and more

recently (TD-)DFT50,66,77–82 in the linear coupling scheme. Introduction of non-Condon83

and quadratic coupling terms84 follows naturally, and a methodology for a complete vibronic

structure calculation by first principle methods is now available.48 Calculation of DR-SFG

spectra by configuration interaction85, DFT/TD-DFT70 or DFT/CCSD27 have appeared

more recently but start becoming a routine way to analyze experimental data.

To date, there still lacks a formalism to actually analyze DR-FG data within the quadratic

coupling scheme. In this paper, we propose to build on the existing theories (Hayashi et al.69
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for linear coupling and Vallet et al.39 for quadratic coupling) to generate explicit analytical

relationships useful for effective data analysis in the small quadratic coupling case. Our goal

is to provide DR-FG users with functions usable for actual fitting and quantitative analysis

of experimental data beyond the linear coupling approximation. The results are recast into

compact formulations through the Φ function,68 which allows to perform the sum-over-states

calculations only once, or to extract it from absorption data in the spirit of the transform

technique.

The paper is organized as follows: in part II, we review the key notions and quantities

used to model the DR-SFG and DR-DFG responses, the vibronic structure and the overlap

spectral Φ function. We review the calculation of ΦLC(ω) along with DR-SFG and DR-

DFG hyperpolarizabilities in the linear electron-vibration coupling scheme. In part III, we

introduce vibronic mode distortions without mode mixing, and show the equivalence of our

formalism to the transform technique in that specific case. For low mode distortion, explicit

formulas are found for the DR-FG hyperpolarisabilities using the linear coupling overlap

spectral function including frequency shifts (ΦFS). In part IV, we apply the transform

technique formulation to low amplitude mode mixing between two (or an arbitrary number

of couples of) vibration modes, and describe mode mixing as a perturbation of the linear

coupling case by use of the ΦFS function.

II. DR-SFG AND DR-DFG FOR LINEAR ELECTRON-VIBRATION

COUPLING

The general formulas for the vibrational SFG and DFG hyperpolarisabilities are recalled

in Appendix A. We suppose the existence of a molecular electronic transition in the energy

range probed by the visible and SFG beams, described by its frequency (ωeg or ω0
eg) and

width Γeg, supposed here unique for the whole vibronic structure (even if this point may be

debated22). Transition energy ~ωeg is defined as the energy required to vertically jump to

the upper state from the equilibrium position in the ground state, whereas ~ω0
eg quantifies

the 0-0 line of the electronic transition58,86 (Figure 1). The potential energy surfaces of

the ground and excited states are displaced with respect to each other along the normal

coordinate of mode j by the shift ∆j (in normal coordinate units). Some authors77 prefer

to use dimensionless displacements ∆̄j = ∆j

√
ωgj /~. The relationship between ωeg and ω0

eg
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FIG. 1. Definitions of the energies describing the vibrational, electronic and vibronic molecular

states. Energetic schemes of the DR-FG processes, with the molecular states involved.

follows from their definitions:

ω0
eg = ωeg −

N∑
j=1

1

2

(
ωgj − ωej

)
− 1

2

N∑
j=1

(
ωej∆j

)2

~
(1)

where we formally distinguish ground state vibration frequencies ωgl (and normal mode

coordinates Qg
l ) from ωel (and Qe

l ) in the excited state (they are equal under the linear

electron-vibration coupling hypothesis) to account for mode distortions introduced in the

following parts.

In general, we number l the IR-active mode involved in the vibrational transition of the

ground state corresponding to the exchange of one IR photon, and j any generic mode

of the vibrational (and vibronic) structure (including mode l). As SFG and DFG seldom

probe modes below 400 cm−1, we may neglect thermal effects and consider that temperature

T = 0K. Starting from the general equations A5 and A6, the difficulty lies in the SOS

calculation over {u}, and Hayashi et al.69 have shown that

βSFGijk = 1/~2

IR−active∑
l

Aijkl DLC
l (ωSFG)

ωIR − ωgl + iΓgl
(2)
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In the same way,

βDFGijk = 1/~2

IR−active∑
l

Aijkl DLC
l (ωDFG + ωgl )

ωIR − ωgl − iΓ
g
l

(3)

where Aijkl = µ0,i
g←eµ

0,j
e←g

(
∂µk

∂Qg
l

)
Qg

l =0
is the static FG amplitude of mode l, i.e. involving the

infrared and electronic activities. Superscript LC refers to the quantities calculated under

the linear coupling hypothesis. The excitation spectrum of mode l, DLC
l (ω), encompasses

the vibronic transitions resonant with the FG photons after excitation of mode l by the IR

photon. We have (details of the calculations may be adapted from Appendix B):

DLC
l (ω) =

1

i

∞∫
0

dt eit(ω−ω
0
eg+iΓeg)g̃LCl (t)

N∏
j=1
j 6=l

gLCj (t) (4)

with

gLCj (t) = e2Sjh
LC
j (t) (5)

g̃LCl (t) = ∆l h
LC
l (t) gLCl (t) (6)

hLCj (t) = −1

2

(
1− e−iωe

j t
)

(7)

The quantity

Sj =
ωgj (∆j)

2

2~
=

(
∆̄j

)2

2

is the Huang-Rhys factor87.

In the transform technique, the link between the absorption spectrum and the vibronic

structure is efficiently made through function Φ(ω)43, which sums up the contributions of

the vibronic states to the optical transitions. It may be defined in a general manner for an

arbitrary temperature as56,88

Φ (ω) = i

∞∫
0

eiωt−Γegtη(t)dt (8)

where η(t) is the optical absorption correlator

η(t) =

〈
exp

(
iHgt

~

)
exp

(
−iHet

~

)〉
(9)

In the definition of η(t), the bracket denotes thermal averaging and projection onto the

vibration modes, whereas Hg and He represent the vibrational hamiltonians for the ground
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and excited states, respectively. Φ(ω) may be seen as the Fourier transform of the over-

lap between the vibrational wavefunctions just before and at an arbitrary time after the

electronic transition, hence the name (vibrational) overlap spectral function. It can be

shown42,86 that the absorption spectrum is expressed as A(ω) ∝ ω
∣∣µ0
e←g
∣∣2 Im [Φ(ω)], and

Φ(ω) is sometimes called the complex susceptibility.64 Under the linear coupling hypothesis,

within our formalism:

ΦLC(ω) = i

∞∫
0

dt eit(ω−ω
0
eg+iΓeg)

N∏
j=1

gLCj (t) (10)

The DR-SFG hyperpolarizability may also be calculated directly using the transform tech-

nique in the linear coupling case.68 Introduction of function ΦLC(ω) is then straightforward,

and Eq. 4 can be recast into the form

DLC
l (ω) =

∆l

2

[
ΦLC(ω)− ΦLC(ω − ωel )

]
(11)

The great advantage of these expressions is that the overlap spectral function ΦLC is unique

and common to all modes for a given vibronic structure. In other words, it has to be

evaluated only once in order to determine the excitation spectra of all vibration modes l.

Two methods may be chosen for the evaluation of Φ: either an experimental determination

(e.g. from an absorption spectrum), or explicitly by expanding the exponential terms in gj

and integrating over time.69 It therefore appears at a given order of development as a sum

of Lorentzian functions:

ΦLC(ω) = e−S
∞∑
k1=0
(...)
kN=0

(
N∏
j=1

(Sj)
kj

kj!

)
(−1)

ω − ω0
eg −

N∑
j=1

kjωej + iΓeg

(12)

with S =
N∑
j=1

Sj and, at this stage, ωej = ωgj . As an illustration of the use of this function,

Eq. 11 may be rewritten as:

DLC
l (ω) = −∆l

2
e−S

∞∑
k1=0
(...)
kN=0

(
N∏
j=1

(Sj)
kj

kj!

) 1

ω − ω0
eg −

N∑
j=1

kjωej + iΓeg

− 1

ω − ω0
eg − ωel −

N∑
j=1

kjωej + iΓeg


(13)
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Applying the above formulas, even in the simplest linear coupling case, requires to consider

all the vibration modes in the vibronic structure. The Franck-Condon scheme is not very

restrictive indeed as far as selection rules are concerned. As pointed out for example in Ref.

62, all vibronic modes with nonvanishing displacements have an influence on the resonant

(RRS or DR-FG) amplitudes of a given ground state vibration mode and must therefore be

explicitly taken into account. This is in fact not always the case in the literature, where

a truncation of Eq. 13 to kj = 0 for j 6= l is often performed, only taking into account the

vibronic structure of the mode excited by the IR beam in the ground state.20,22,69 Even if this

simplification makes life much easier, it cannot be considered as valid. As a matter of fact,

the visible and SFG photons may excite all the symmetry-allowed transitions in the vibronic

structure, characterized by their nonvanishing displacements (modes j). Among these, mode

l plays a specific role, but it cannot be considered alone in the vibronic structure. This

illustrates the great advantage of embedding the SOS calculations into the overlap spectral

function as is done in the TT and TDM formalisms.

III. DR-SFG AND DR-DFG WITH MODE DISTORTION

The previous expressions must be completed when quadratic electron-vibration coupling

is taken into account. We first extend the results above, as was done for RRS,54 to mode

distortions (superscripts DIS) without Duschinsky rotation, i.e. quadratic coupling leading

to a change in the harmonic potentials and to frequency shifts in the excited state (ωej 6= ωgj ).

Starting from Eq. A5, the calculation of the SOS part (i.e. the sum over {u}) is detailed in

Appendix B. It is shown that the hyperpolarizability for DR-SFG and DR-DFG can still be

recast under the form:

βSFGijk = 1/~2

IR−active∑
l

Aijkl DDIS
l (ωSFG)

ωIR − ωgl + iΓgl
(14)

and

βDFGijk = 1/~2

IR−active∑
l

Aijkl DDIS
l (ωDFG + ωgl )

ωIR − ωgl − iΓ
g
l

(15)

where the excitation spectrum including full mode distortion (DIS) becomes

DDIS
l (ω) =

1

i

∞∫
0

dt eit(ω−ω
0
eg+iΓeg)g̃DISl (t)

N∏
j=1
j 6=l

gDISj (t) (16)
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with

gDISj (t) =
2
√
λj√

(1 + λj)
2 − wj2 (1− λj)2

e2Sjh
DIS
j (t) (17)

and

g̃DISl (t) = ∆l h
DIS
l (t) gDISl (t) (18)

Displacement ∆l is still defined by Qe
l = Qg

l + ∆l. The following notations are introduced in

Appendix B: wj = e−iω
e
j t accounts for the excitation of one quantum in the j-th vibration

mode of the excited state; λj = ωej/ω
g
j describes the intensity of the distortion of the j-th

vibration mode in the electronic excited state; function hj(t) is now defined as:

hDISj (t) = −1 +
1 + wj

1 + wj + λj (1− wj)
(19)

In the Supplementary Material, we show that Equations 14 to 19, obtained by a direct

calculation, are identical as expected to the results derived by the transform technique.39

Contrary to the linear coupling case, the excitation spectrum does not appear at this stage

as a sum and product of Lorentzian functions because of the new form of hj(t). However,

such a recasting under a friendlier Lorentzian form becomes possible for low distortions (i.e.

small quadratic electron-vibration coupling) by introduction of ΦFS(ω), a modified version

of the ΦLC(ω) function including frequency shifts (FS). ΦFS is formally calculated using the

same equations 10 or 12 as ΦLC , but now involving the shifted values of vibronic frequencies

ωej . When parameter λj is close to 1 (typical values range between 0.9 and 1.1), performing

a Taylor expansion in (1−λj) and keeping only the first order terms, we have:

hDISj (t) ≈ −1

2
(1− wj) +

1

4
(1− λj)

(
1− wj2

)
(20)

gDISj (t) ≈ e−Sj(1−wj)+ 1
2
Sj(1−λj)(1−wj

2) = gFSj (t)

[
1 +

1

2
Sj (1− λj)

(
1− e−2iωe

j t
)]

(21)

and

N∏
j=1
j 6=l

gDISj (t) ≈

 N∏
j=1
j 6=l

gFSj (t)


1 +

1

2

N∑
j=1
j 6=l

Sj (1− λj)
(
1− e−2iωe

j t
) (22)

where gFSj is formally identical to gLCj (Eq. 5) but now accounts for ωej 6= ωgj . In the same

way,

g̃DISl (t) ≈ −∆l

2

(
(1− wl)−

1

2
(1− λl)

(
1− wl2

))
gFSl (t)

[
1 +

1

2
Sl (1− λl)

(
1− wl2

)]
(23)

11



g̃DISl (t) ≈ −∆l

2
gFSl (t)

(
1− e−iωe

l t
) [

1− 1

2
(1− λl)

(
1 + e−iω

e
l t
)

+
1

2
Sl (1− λl)

(
1− e−2iωe

l t
)]

(24)

Thus, still at first order in (1−λj), the integrand of the excitation spectrum becomes

g̃DISl (t)
N∏
j=1
j 6=l

gDISj (t) ≈ −∆l

2

(
N∏
j=1

gFSj (t)

)(
1− e−iωe

l t
) [1

2
(1 + λl)−

1

2
(1− λl) e−iω

e
l t

+
1

2

N∑
j=1

Sj (1− λj)
(
1− e−2iωe

j t
)] (25)

and the excitation spectrum itself therefore simplifies into

DDIS
l (ω) =

∆l

4

(
(1 + λl) ΦFS (ω)− 2ΦFS (ω − ωel ) + (1− λl) ΦFS (ω − 2ωel )

+
N∑
j=1

Sj (1− λj)
[
ΦFS (ω)− ΦFS (ω − ωel )− ΦFS

(
ω − 2ωej

)
+ ΦFS

(
ω − ωel − 2ωej

)]) (26)

Going back to Eq. 14 and 15, it is possible to express the hyperpolarizabilities in SFG and

DFG as sums and products of energy denominators with few unknown parameters. The only

prerequisite here is the calculation of the overlap spectral function ΦFS(ω). To investigate

the effects of distortion, we concentrate on the fundamental processes and neglect the Huang-

Rhys contribution. Removing all the higher order Sj terms, we have, in the linear coupling

scheme:

DLC,fundamental
l (ω) = −∆l

2

[
1

ω − ω0
eg + iΓeg

− 1

ω − ω0
eg − ωel + iΓeg

]
(27)

and in the quadratic distorted scheme:

DDIS,fundamental
l (ω) = −∆l

2

(
1 + λl

2

)[
1

ω − ω0
eg + iΓeg

− 1

ω − ω0
eg − ωel + iΓeg

]
−∆l

2

(
1− λl

2

)[
1

ω − ω0
eg − ωel + iΓeg

− 1

ω − ω0
eg − 2ωel + iΓeg

] (28)

We first see in Eq. 28, or in the same way in Eq. 26, the effect of the distortion for mode

l, which allows the excitation of the first overtone for this mode, thus generating a new

resonance peak in the excitation spectrum. The overall amplitude of the (g,νl=1)→(e,νl=1)

transition remains constant, whereas the growth of the (g,νl=1)→(e,νl=2) transition as a

function of increasing (1−λl) happens to the prejudice of the (g,νl=1)→(e,νl=0) process.

The same distortion-allowed excitation of state (e,νj=2) also happens for all modes j 6= l,
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modulated by the coupling constants Sj. This is well illustrated for a system with only one

IR-active mode, for example a diatomic molecule. The excitation spectrum takes the value:

DDIS
1 (ω) =

∆1

4

[
(1 + λ1 + (1− λ1)S1) ΦFS(ω)− (2 + (1− λ1)S1) ΦFS(ω − ωe1)

+ (1− S1) (1− λ1) ΦFS(ω − 2ωe1) + S1 (1− λ1) ΦFS(ω − 3ωe1)
] (29)

In the development of DDIS
l (ω), for a given nonvanishing order kl of the Huang-Rhys factor

Sl, there are in total four different vibronic transitions which enter the doubly resonant

process, with energies ranging from (kl−1)ωel to (kl+2)ωel above ω0
eg.

We can now analyze the various terms and processes involved in the electronic excitation

spectrum. When neglecting mode distortion, the fundamental process is resonant with

levels (e,νl=0) and (e,νl=1) of the excited state (Eq. 27). In the time correlator formalism,

this follows from the hl(t) function in g̃l(t), or from functions Ψ1 and Ψ2 as defined in the

Supplementary Material.39 At higher orders of vibronic coupling, overtones and combination

states may be reached, weighted by coupling constants Sj, once per vibrational quantum.

These processes are described by Sj hj(t) in gj(t) in Eq. 4 and 5, and by Fc and Fd terms in

the Supplementary Material. In other words, Sj triggers the (e,νj → νj+1) process accounted

for by hj(t).

Vibronic mode distortion enables to reach new states of increasing energy for a given

order of Sj by adding new terms to hj(t). Equations 20 and 21 show that the development

of hj(t) as a function of increasing powers of (1−λj) allows to reach successive overtones

of increasing order of mode j. Therefore, for low distortion, additional resonant processes

involve the second harmonics of mode l in the fundamental process (Eq. 28), and that of

modes j at first order of Sj (instead of second order) in the correcting terms of Eq. 26

and 29. By extension, the full development of hj(t) functions contains the whole excitation

of vibronic state j and its harmonics in a single jump during the DR-FG process, which

probabilities are weighted by increasing powers of (1−λj) and therefore rapidly fade out.

IV. DR-SFG AND DR-DFG WITH MODE MIXING AND MODE

DISTORTION

We now introduce mode mixing into the previous description. The general relationship

between normal mode coordinates becomes Qe = RQg + ∆39,57 where normal coordinates

13



for ground and excited states are grouped in N-dimension vectors Q, R is the Duschinsky

rotation matrix and ∆ is the vector of the equilibrium position shifts ∆j. Although a

direct calculation of Franck-Condon integrals through a SOS procedure seems possible and

computable,37,40,41,51–53,83 we follow here the results of Vallet et al.39, applying the transform

technique to SFG and DFG. We first limit the analysis (see Appendix C for details) to a

multimode system in which two modes (numbered 1 and 2) are involved in a Duschinsky

rotation (angle θ), under the hypothesis of small rotation amplitudes because the general

case for an arbitrary angle does not allow a clear separation of resonant terms. Extension to a

more general system involving pairs of mixed vibration modes is discussed below. In the case

of mode mixing, there is no direct proportionality between quantities related to vibrational

coordinates in the lower and upper states, and several useful quantities (i.e. normal mode

displacements in the ground state basis ∆j, L
′
j, L

′′
j , and in the excited state basis Lj, ξj)

have been defined throughout the literature.39,63,89,90 As a consequence, one must choose

among these the appropriate parameters to quantify the displacements along the vibration

coordinates. Following the derivation in the Appendix C and Supplementary Material, and

the discussion on that topic in the literature,56 the most convenient parameters are ∆j,

the overall equilibrium displacements under electronic excitation for the general quadratic

model.39

The general forms for the SFG and DFG hyperpolarizabilities are given in the Appendix C

for arbitrary mode distortion in integral form (Eq. C3). For small mode distortion, keeping

only the first order terms in (1−λj) and θ, it is again possible to recover a more conventional

form with products of Lorentzian functions. Under this hypothesis, as demonstrated in

Appendix C, the hyperpolarizabilities take the form

βSFGijk =
1

~2

(
IR−active∑

l

Aijkl DMIX
l (ωSFG)

ωIR − ωgl + iΓgl
+
Aijk1 DCT

1 (ωSFG)

ωIR − ωg1 + iΓg1
+
Aijk2 DCT

2 (ωSFG)

ωIR − ωg2 + iΓg2

)
(30)

and

βDFGijk =
1

~2

(
IR∑
l

Aijkl DMIX
l (ωDFG + ωgl )

ωIR − ωgl − iΓ
g
l

+
Aijk1 DCT

1 (ωDFG + ωg1)

ωIR − ωg1 − iΓ
g
1

+
Aijk2 DCT

2 (ωDFG + ωg2)

ωIR − ωg2 − iΓ
g
2

) (31)
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with DMIX
l (ω) = DDIS

l (ω) +Dθ
l (ω), DDIS

l (ω) refers to Eq. 26,

Dθ
l (ω) = −∆l∆1∆2θ (ωg1 − ω

g
2)

4~
[
ΦFS(ω)− ΦFS(ω − ωel )

−ΦFS(ω − ωe1) + ΦFS(ω − ωel − ωe1)

−ΦFS(ω − ωe2) + ΦFS(ω − ωel − ωe2)

+ΦFS(ω − ωe1 − ωe2)− ΦFS(ω − ωel − ωe1 − ωe2)
]
, (32)

DCT
1 (ω) = +

∆2θ

4ωg1

{
(ωg1 + ωg2)

[
ΦFS (ω)− ΦFS (ω − ωe2)

]
− (ωg1 − ω

g
2)
[
ΦFS (ω − ωe1)− ΦFS (ω − ωe1 − ωe2)

]}
, (33)

and

DCT
2 (ω) = −∆1θ

4ωg2

{
(ωg1 + ωg2)

[
ΦFS (ω)− ΦFS (ω − ωe1)

]
− (ωg2 − ω

g
1)
[
ΦFS (ω − ωe2)− ΦFS (ω − ωe1 − ωe2)

]}
. (34)

The numerators appear as simple linear combinations of function ΦFS(ω) evaluated at sev-

eral wavenumbers. In particular, DMIX
l is the sum of DDIS

l and a term Dθ
l , proportional to

θ and belonging to the higher order contributions, whereas DCT do not depend on distortion

parameters. The effects of mode distortion on the SFG amplitudes, beyond frequency shifts,

are therefore separated from mode mixing contributions. We note that the θ-dependent

corrective term for mode 1 is proportional to ∆2, and vice versa. When ∆1 and ∆2 sig-

nificantly differ in magnitude, we may expect DCT
2 to become bigger than the main DMIX

1

contributions (or the other way round) and have a major impact on the activity of mode 1.

In this compact form, a single calculation of the overlap spectral function ΦFS leads to

a fast access to the SFG and DFG hyperpolarizabilities including mode mixing and mode

distortion, which appear here as two distinct perturbations of the linear coupling scheme.

The significances of the additional terms in Eq. 30 and 31 become clear when neglecting

the Huang-Rhys contribution (together with the terms driven by the ∆1∆2 product) and

keeping to the fundamental process, leading to:

DMIX,fundamental
l (ω) = DDIS

l (ω) (35)

This proves that, for a generic mode l 6= 1, 2, mode mixing only impacts the higher order

vibronic transitions but has no effect on the fundamental process. On the contrary, for mode
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1 (and symmetrically for mode 2):

DCT,fundamental
1 (ω) = −∆2θ

4ωg1
e−S

p=1∑
p=0

(−1)p
(

ωg1 + ωg2
ω − ωeg0 − pωe2 + iΓeg

− ωg1 − ω
g
2

ω − ωeg0 − pωe2 − ωe1 + iΓeg

) (36)

Again, mode mixing introduces new allowed states in the fundamental process. As could

have been expected, they consist of the direct excitation of mode (e,ν2=1) from (g,ν1=1)

and vice versa, which if forbidden when mixing vanishes. It also allows to reach state

(e,ν1=1,ν2=1) at the same order of coupling. This comes from the fact that a vertical

jump from (g,ν1=1) reaches a combination state of modes 1 and 2. The same phenomenon

happens at higher order of vibronic coupling for all modes l, as evidenced by the correcting

term in DMIX
l (ω).

Finally, it is possible to generalize the above calculation to the case where P vibration

modes in the excited state are involved in a small amplitude Duschinsky rotation by pairs, i.e.

(1,2); (3,4);...; (P-1,P) with P≤N. This is usually a good approximation to real systems.48

For the reasons exposed in the Appendix C, this simply results in the addition of the (P-1)

corresponding DCT terms in Eq. 30 and 31, and P/2 in each DMIX
l (ω) for modes 3,4,P-1,P.

The SFG hyperpolarizability in this general case is given by

βSFGijk =
1

~2

IR−active∑
l

Aijkl
ωIR − ωgl + iΓgl

[
DDIS
l (ωSFG) +Dθ

l (ωSFG) +DCT
l (ωSFG)

]
(37)

where DDIS
l (ω) is still given by Eq. 26, Dθ

l (ω) now sums up all the contributions from (i,j)

pairs of mixed modes (angle θij) and becomes

Dθ
l (ω) = −∆l

(P−1,P )∑
(i,j)=(1,2)

∆i∆jθij
(
ωgi − ω

g
j

)
4~

[
ΦFS(ω)− ΦFS(ω − ωel )

−ΦFS(ω − ωei ) + ΦFS(ω − ωel − ωei )

−ΦFS(ω − ωej ) + ΦFS(ω − ωel − ωej )

+ΦFS(ω − ωei − ωej )− ΦFS(ω − ωel − ωei − ωej )
]
, (38)

while DCT
l (ω) vanishes for modes l not involved in mode mixing and becomes

DCT
i (ω) = +

∆jθij
4ωgi

{(
ωgi + ωgj

) [
ΦFS (ω)− ΦFS

(
ω − ωej

)]
−
(
ωgi − ω

g
j

) [
ΦFS (ω − ωei )− ΦFS

(
ω − ωei − ωej

)]}
, (39)
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and

DCT
j (ω) = −∆iθij

4ωgj

{(
ωgi + ωgj

) [
ΦFS (ω)− ΦFS (ω − ωei )

]
−
(
ωgj − ω

g
i

) [
ΦFS

(
ω − ωej

)
− ΦFS

(
ω − ωei − ωej

)]}
(40)

for the first and second mode of any (i,j) pair, respectively.

V. CONCLUSION

In singly IR-resonant FG spectroscopy, experimental spectra are recorded in a rather nar-

row infrared range, and the number of vibration modes involved is limited to a few. Careful

data fitting and polarization analysis remains accessible, as it only depends on a little num-

ber of parameters per mode, even if interference patterns between neighboring modes, and

with a nonresonant contribution, may become challenging even for specialists. In a second

step, it is possible to calculate, for example by DFT methods, the IR and Raman activities

of the vibration modes, helping in the analysis of molecular orientations, intermolecular

couplings or the influence of the substrate.91 Doubly resonant molecular processes in SFG

and DFG spectroscopies appear much more complex, even in the linear electron-vibration

coupling frame. As in RRS, they bring in optical resonances with the full molecular vi-

bronic structure. As far as first principle calculations are involved, one must increase in that

case both the number of calculated vibration modes and the level of ab initio methods (e.g.

TD-DFT, CCSD), in order to determine the parameters of the electronic transition and the

vibrational displacements along the normal mode coordinates.77,92,93

These ab initio calculations of DR-FG spectra do not take into account mode distortions

and mode mixing. Firstly, the theoretical grounds and equations building up the hyper-

polarizabilities in that case were missing up to now, and, secondly, this raises additional

complexity for first principle calculations. As a matter of fact, it becomes necessary to cal-

culate, in addition to the previous quantities, the full molecular vibronic structure in order

to determine the amplitudes of mode distortions, and which modes are mixed in the excited

state, in other words λj parameters and the Duschinsky matrix. With the constant evo-

lution of available methods and computational power, these parameters become accessible,

opening the door to a full account of the structural complexity of vibronic transitions.
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In this paper, we have investigated the effects of quadratic electron-vibration couplings,

responsible for mode distortions and mode mixing, on the simulated DR-FG spectra. For

small coupling amplitudes, both phenomena may be included in the excitation spectrum of

the IR-resonant vibration modes through a modification of the linear coupling equations.

We have shown that, for small distortion amplitudes, we may describe the consequences

of mode distortions by their induced shifts in vibration frequencies while the other effects

(e.g. excitation of overtones and combination vibronic states) have a limited impact on

the excitation spectra. On the contrary, mode mixing, even for low mixing angles, deeply

influences the excitation spectra of the mixed modes, leading to a modification of the balance

between their DR-FG amplitudes as a function of the mixing parameter. We believe that it

is possible to account for these effects in data analysis of actual DR-FG spectra coupled to

extensive ab initio calculations of the vibronic structure.

SUPPLEMENTARY MATERIAL

See Supplementary Material for details on the calculation of Franck-Condon overlap in-

tegrals, on the equivalence of sum-over-states and transform technique formalisms, and on

the implementation of mode mixing.
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Appendix A: Review of the basic equations for DR-SFG and DR-DFG

We consider the IR-visible SFG and DFG hyperpolarizabilities in the Born-Oppenheimer,

harmonic vibrations and Condon approximations for vanishing temperature (molecule
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in the vibrationless ground state g0), with a single molecular excited electronic state

(e). Retaining only the doubly resonant hyperpolarizability contributions for component

βijk(ωFG;ωvis, ωIR), where (i,j,k) stand for cartesian components in the molecular frame:

βSFGijk = 1/~2
∑
m,{v}

µkgv←g0
ωIR − ωgvg0 + iΓgvg0

µig0←m µjm←gv
ωSFG − ωmg0 + iΓmg0

(A1)

βDFGijk = 1/~2
∑
m,{v}

µkg0←gv
ωIR − ωgvg0 − iΓgvg0

µjm←g0 µ
i
gv←m

ωDFG − ωmgv + iΓmgv
(A2)

where ωab = (Ea − Eb) /~ is the energy difference (in wavenumber unit) between states a

and b; Γab > 0 the damping rate of the a ← b transition; µ
i/j/k
a←b =

〈
a
∣∣µi/j/k∣∣ b〉 the dipolar

transition moment between states b and a, projected along i,j or k; g the ground electronic

state; {ν} spans the whole vibrational structure of state g; m an intermediate state. At T=0

K, summation over g disappears and recasting of dummy indices is therefore possible17. The

second term of the product involves the vibronic structure of the molecule.

For small vibrational amplitudes, the IR dipolar transition moment reduces to

µkgv←g0 =
〈
gv
∣∣µk∣∣ g0

〉
(A3)

with µk = µk0 +
N∑
l=1

(
∂µk

∂Qg
l

)
Qg

l =0
Qg
l + . . . where N is the number of vibration modes and Qg

l the

vibration coordinate for normal mode l in the ground state. The first term vanishes because

of the orthogonality of vibrational wavefunctions, and

µkgv←g0 ≈
IR−active∑

l=1

(
∂µk

∂Qg
l

)
Qg

l =0

〈gv |Qg
l | g0〉 (A4)

In the harmonic approximation, sum over {v} reduces to one term corresponding to the

creation of one vibration quantum for mode l. The sum over m now runs over the entire

vibrational structure {u} of the upper electronic state e.

βSFGijk = 1/~2

IR−active∑
l

(
∂µk

∂Qg
l

)
Qg

l =0

√
~

2ωg
l

ωIR − ωgl + iΓgl

∑
{u}

µig0←eu µ
j
eu←gl

ωSFG − ωeug0 + iΓeg
(A5)

In the same way,

βDFGijk = 1/~2

IR−active∑
l

(
∂µk

∂Qg
l

)
Qg

l =0

√
~

2ωg
l

ωIR − ωgl − iΓ
g
l

∑
{u}

µigl←eu µ
j
eu←g0

ωDFG − ωeugl + iΓeg
(A6)
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Appendix B: DR-FG excitation spectrum including mode distortions

Starting from Eq. A5 and separating the electronic and vibrational parts of the wave

function in the Born-Oppenheimer approximation, we note |gl〉 =
∣∣∣ψelecg ψvib,gl

〉
and µjeu←gl =〈

ψelece ψvib,eu

∣∣µje←g∣∣ψelecg ψvib,gl

〉
. A distinction is now made between the vibration coordinates

Qg
l and Qe

l , which relate by Qe
l = Qg

l + ∆l. In the harmonic approximation,

∣∣∣ψvib,gl

〉
=
∣∣ψharml,1 (Qg

l )
〉 N∏
j=1
j 6=l

∣∣ψharmj,0

(
Qg
j

)〉
and

∣∣ψvib,e
u

〉
=
∑

uj

N∏
j=1

∣∣∣ψharm
j,uj

(
Qe

j

)〉
(B1)

where j spans the vibration modes and uj is the quantum number for each mode, with

ψharmj,uj

(
Qe,g
j

)
= NujHuj

√ωe,gj
~
Qe,g
j

 e−
ωe
j

2~ (Qe,g
j )

2

(B2)

Huj is the uj-th Hermite polynomial and Nuj the normalisation factor equal to

1√
2ujuj!

(
ωe,gj
~π

)1/4

(B3)

Using the Condon approximation, we have for example

µjeu←gl = µ0,j
e←g

〈
ψvib,eu

∣∣∣ψvib,gl

〉
(B4)

and the electronic part of the transitions are embedded in the constant transition moments.

µig0←eu µ
j
eu←gl = µ0,i

g←e µ
0,j
e←g

〈
ψvib,g0

∣∣∣ψvib,eu

〉〈
ψvib,eu

∣∣∣ψvib,gl

〉
(B5)

βSFGijk =
1

~2

IR−active∑
l

Aijkl

√
~

2ωg
l

ωIR − ωgl + iΓgl

∑
{u}

〈
ψvib,g0

∣∣∣ψvib,eu

〉〈
ψvib,eu

∣∣∣ψvib,gl

〉
ωSFG − ωeug0 + iΓeg

(B6)

with Aijkl = µ0,i
g←e µ

0,j
e←g

(
∂µk

∂Qg
l

)
Qg

l =0
and, for a given set of {uj}

〈
ψvib,g0

∣∣∣ψvib,eu

〉〈
ψvib,eu

∣∣∣ψvib,gl

〉
=
〈
ψharml,0 (Qg

l )
∣∣ψharml,ul

(Qe
l )
〉 〈
ψharml,ul

(Qe
l )
∣∣ψharml,1 (Qg

l )
〉

×
N∏
j=1
j 6=l

∣∣∣〈ψharmj,0

(
Qg
j

)∣∣∣ψharmj,uj

(
Qe
j

)〉∣∣∣2 (B7)

In a general way, we have ωeug0 = ω0
eg +

∑
j,uj

ujω
e
j where ω0

eg is the zero-vibration transition

frequency as defined in the text.
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To perform the summation over the {u} states, we use the equality 1
x

= 1
i

∞∫
0

eitxdt, valid

when x has a positive imaginary part, and rewrite

βSFGijk =
1

i~2

IR∑
l

Aijkl

√
~

2ωg
l

ωIR − ωgl + iΓgl

∞∫
0

dt
∑
{u}

〈
ψvib,g0

∣∣∣ψvib,eu

〉〈
ψvib,eu

∣∣∣ψvib,gl

〉
e
it(ωSFG−ω0

eg−
∑
j,uj

ujω
e
j+iΓeg)

(B8)

We have assumed here the uniqueness of the damping constants Γeug0≡Γeg among the

vibrational levels, as discussed in the text. Replacing the transition probabilities by their

values and reordering the terms, we have

βSFGijk =
1

~2

IR−active∑
l

Aijkl DDIS
l (ωSFG)

ωIR − ωgl + iΓgl
(B9)

where

DDIS
l (ω) =

1

i

∞∫
0

dt eit(ω−ω
0
eg+iΓeg)g̃DISl (t)

N∏
j=1
j 6=l

gDISj (t) (B10)

g̃DISl (t) =

√
~

2ωgl

∞∑
ul=0

〈
ψharml,0 (Qg

l )
∣∣ψharml,ul

(Qe
l )
〉 〈
ψharml,ul

(Qe
l )
∣∣ψharml,1 (Qg

l )
〉
e−itulω

e
l (B11)

and

gDISj (t) =
∞∑

uj=0

∣∣∣〈ψharmj,0

(
Qg
j

)∣∣∣ψharmj,uj

(
Qe
j

)〉∣∣∣2e−itujωe
j (B12)

Evaluating these functions requires to calculate Franck-Condon overlap integrals,40 using

Qe
l = Qg

l + ∆l, as described in the Supplementary Material. We introduce parameter λj =

ωej/ω
g
j ,

54 which describes the intensity of the distortion of the j-th vibration mode in the

electronic excited state. It follows

gDISj (t) =
2
√
λj√

(1 + λj)
2 − wj2 (1− λj)2

e2Sjh
DIS
j (t) (B13)

where we introduce the new value of function

hDISj (t) = −1 +
1 + wj

1 + wj + λj (1− wj)
(B14)

The calculation of g̃DISl (t) follows the same tracks and leads to

g̃DISl (t) = ∆lh
DIS
l (t)

2
√
λl√

(1 + λl)
2 − wl2 (1− λl)2

e2Slh
DIS
l (t) = ∆lh

DIS
l (t) gDISl (t) (B15)
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In the DFG case, the calculation is led in the same way:

βDFGijk =
1

~2

IR−active∑
l

(
∂µk

∂Qg
l

)
Qg

l =0

√
~

2ωg
l

ωIR − ωgl − iΓ
g
l

∑
{u}

µigl←eu µ
j
eu←g0

ωDFG − ωeugl + iΓeg
(B16)

with ωeugl = ω0
eg − ω

g
l +

∑
j,uj

ujω
e
j

βDFGijk =
1

i~2

IR∑
l

Aijkl

√
~

2ωg
l

ωIR − ωgl − iΓ
g
l

∞∫
0

dt
∑
{u}

〈ψv,gl |ψ
v,e
u 〉〈ψv,eu |ψ

v,g
0 〉 e

it(ωDFG−ω0
eg+ωg

l −
∑
j,uj

ujω
e
j+iΓeg)

(B17)

βDFGijk =
1

i~2

IR−active∑
l

Aijkl
ωIR − ωgl − iΓ

g
l

∞∫
0

dteit(ωDFG−ω0
eg+ωg

l +iΓeg)g̃DISl (t)
N∏
j=1
j 6=l

gDISj (t) (B18)

βDFGijk =
1

~2

IR−active∑
l

Aijkl DDIS
l (ωDFG + ωgl )

ωIR − ωgl − iΓ
g
l

(B19)

Appendix C: DR-FG excitation spectrum including mode mixing

The explicit calculation including both frequency shifts for all modes j (measured by

λj = ωej/ω
g
j ) and Duschinsky rotation may be performed explicitly at T=0K under some

conditions. We adapt the formulas of Ref. 39 (to which we refer the reader for the notations)

and start with the general expression for the hyperpolarizability:

βijk = −
M ijk

ge

~2

∞∫
0

dt [Ψ1(t)−Ψ2(t)] exp [i∆ωt− Γegt+ Fd(t) + Fc(t)] (C1)

The link between this equation and our notations is detailed in the Supplementary Material,

as well as the meaning of the various terms.

We first restrict the calculation to the following context:

– only two modes (numbered 1 and 2) are involved in a Duschinsky rotation with angle

θ (see below for a generalization to more rotated modes);

– we suppose small Duschinsky rotation amplitudes (to first order in θ). For SFG, it

is possible to explicitly calculate the general case, but it does not lead to a clear

separation of the resonant terms.
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We have for the (N,N) square matrix R(θ) describing the rotation:

R =



cos θ − sin θ

sin θ cos θ
0 · · · · · · 0

0 1 0 · · · 0

· · · · · · · · · · · · · · ·

· · · · · · · · · · · · · · ·

0 0 · · · 0 1


=

 Rθ 02,N−2

0N−2,2 IdN−2,N−2

 (C2)

where Rθ =

 cos θ − sin θ

sin θ cos θ

 ≈
 1 −θ

θ 1

 and Qe = RQg + ∆.

All matrices M involved in the calculations have the same form as matrix R: a 2 x 2

submatrix Mθ for modes 1 and 2, depending on θ, and a (N-2) x (N-2) diagonal submatrix

for modes 3 to N, independent on θ and for which the formulas without mode mixing are

still valid.

As shown in the Supplementary Material, we have for IR-resonant SFG

βSFGijk =
−i
~2

∞∫
0

dt ei(ωSFG−ω0
eg)t−Γegt

N∏
j=1

gj (t)×

(
IR−active∑

l=1

Aijkl ∆lh
DIS
l (t)

ωIR − ωgl + iΓl

[
1− 2

~
∆1∆2θ (ωg1 − ω

g
2)hDIS1 (t)hDIS2 (t)

]

+
Aijk1 ∆2h

DIS
2 (t) θP1 (t)

ωIR − ωg1 + iΓ1

− Aijk2 ∆1h
DIS
1 (t) θP2 (t)

ωIR − ωg2 + iΓ2

)
(C3)

with

P1 (t) =
ωg2
ωg1

+ hDIS1 (t)

[
ωg2
ωg1
− 1

]
(C4)

P2 (t) =
ωg1
ωg2

+ hDIS2 (t)

[
ωg1
ωg2
− 1

]
(C5)

These expressions are valid for arbitrary mode distortions.

In the limit of small frequency shifts, after linearization of all hDISj (t) as functions of λj

(Eq. 20), it is possible to integrate in order to recover the energy denominators and introduce

the overlap spectral function ΦFS(ω). For an explicit expression of βSFG, we neglect the

higher order terms in (1−λj)θ and (1−λj)(1−λk) arising from the development of hDISj (t)

in Eq. C3 and use hDISj (t) ≈ hFSj (t) when necessary.
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For example, with

hFSj (t) = −1

2

[
1− e−iωe

j t
]

= −1

2

p=1∑
p=0

(−1)pe−ipω
e
j t (C6)

we have

hFS1 (t)hFS2 (t) =
1

4

[
1− e−iωe

1t − e−iωe
2t + e−i(ω

e
1+ωe

2)t
]

(C7)

P1(t)hFS2 (t) = − 1

4ωg1

p=1∑
p=0

(−1)pe−ipω
e
2t
[
(ωg1 + ωg2)− (ωg1 − ω

g
2) e−iω

e
1t
]

(C8)

P2(t)hFS1 (t) = − 1

4ωg2

p=1∑
p=0

(−1)pe−ipω
e
1t
[
(ωg1 + ωg2)− (ωg2 − ω

g
1) e−iω

e
2t
]

(C9)

leading to

βSFGijk =
1

~2

(
IR−active∑

l

Aijkl DMIX
l (ωSFG)

ωIR − ωgl + iΓgl
+
Aijk1 DCT

1 (ωSFG)

ωIR − ωg1 + iΓg1
+
Aijk2 DCT

2 (ωSFG)

ωIR − ωg2 + iΓg2

)
(C10)

with

DMIX
l (ω) = DDIS

l (ω) +Dθ
l (ω) (C11)

where DDIS
l refers to Eq. 26 and

Dθ
l (ω) = −∆l∆1∆2θ (ωg1 − ω

g
2)

4~
[
ΦFS(ω)− ΦFS(ω − ωel )

−ΦFS(ω − ωe1) + ΦFS(ω − ωel − ωe1)

−ΦFS(ω − ωe2) + ΦFS(ω − ωel − ωe2)

+ΦFS(ω − ωe1 − ωe2)− ΦFS(ω − ωel − ωe1 − ωe2)
]

(C12)

DCT
1 (ω) = +

∆2θ

4ωg1

{
(ωg1 + ωg2)

[
ΦFS (ω)− ΦFS (ω − ωe2)

]
− (ωg1 − ω

g
2)
[
ΦFS (ω − ωe1)− ΦFS (ω − ωe1 − ωe2)

]}
(C13)

DCT
2 (ω) = −∆1θ

4ωg2

{
(ωg1 + ωg2)

[
ΦFS (ω)− ΦFS (ω − ωe1)

]
− (ωg2 − ω

g
1)
[
ΦFS (ω − ωe2)− ΦFS (ω − ωe1 − ωe2)

]}
(C14)
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Accordingly, we have for DFG:

βDFGijk =
1

~2

(
IR∑
l

Aijkl DMIX
l (ωDFG + ωgl )

ωIR − ωgl − iΓ
g
l

+
Aijk1 DCT

1 (ωDFG + ωg1)

ωIR − ωg1 − iΓ
g
1

+
Aijk2 DCT

2 (ωDFG + ωg2)

ωIR − ωg2 − iΓ
g
2

) (C15)

These expressions may be easily computed and used for fitting procedures of experimental

curves. Except for extreme cases (i.e. large coefficients Sj), the development of the overlap

spectral function as a function of kj may be truncated to a low value of
∑
j

kj, thus reducing

the calculation times for the expressions above.

Finally, we consider the extension to the case where P vibration modes in the excited

state are involved in a small amplitude Duschinsky rotation by pair, i.e. (1,2); (3,4);...;

(P-1,P) with P ≤ N. In this situation, all matrices above are block diagonal and may be

decomposed into P/2 (2×2) blocks and a diagonal matrix. Repeating the previous analysis

block by block, with the help of the properties of block diagonal matrices, we find that,

at first order in all angles of mixing, the equations C10 and C15 must simply be modified

by the addition of terms analogous to the (1,2) terms: one Dθ for each pair in DMIX
l (ω),

together with a total of P distinct DCT terms.
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