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#### Abstract

Delivery options are at the heart of the generalized vehicle routing problem with time windows (GVRPTW) allowing that customer requests are shipped to alternative delivery locations which can also have different time windows. Recently, the vehicle routing problem with delivery options was introduced into the scientific literature. It extends the GVRPTW by capacities of shared locations and by specifying service-level constraints defined by the customers' preferences for delivery options. The vehicle routing problem with delivery options also generalizes the vehicle routing problem with home roaming delivery locations and the vehicle routing problem with multiple time windows. For all these GVRPTW variants, we present a widely applicable matheuristic that relies on a large neighborhood search (LNS) employing several problemtailored destruction operators. Most of the time, the LNS performs relatively small and fast moves, but when the solution has not been improved for many iterations, a larger destruction move is applied to arrive in a different region of the search space. Moreover, an adaptive layer of the LNS embeds two exact components: First, a set-partitioning formulation is used to combine previously found routes to new solutions. Second, the Balas-Simonetti neighborhood is adapted to further improve already good solutions. These new components are in the focus of our work and we perform an exhaustive computational study to evaluate four configurations of the new matheuristic on several benchmark instances of the above-mentioned variants. On all the benchmark sets, our matheuristic is competitive with the previous state-of-the-art methods. Without manual problem-specific re-configurations of the matheuristic, we provide 81 new best-known solutions.
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## 1 Introduction

Delivery options are at the heart of the well-known generalized vehicle routing problem with time windows (GVRPTW, Moccia et al., 2012). Delivery options allow customer requests to

[^0]be shipped to alternative delivery locations which can also have different time windows. In this paper, we present and computationally evaluate a new matheuristic that can deal with several generalizations of the GVRPTW.

The most general of these is the vehicle routing problem with delivery options (VRPDO). The VRPDO has been first described in (Dumez et al., 2020; Tilk et al., 2020) and captures one of the recent trends in last-mile package delivery related to the introduction of delivery options. (Tilk et al., 2020) provide a more detailed introduction to the VRPDO in the context of parcel delivery and last-mile vehicle routing problems (Cattaruzza et al., 2017). In last-mile package delivery, a delivery option can be, e.g., the delivery to an individual home location, to the customer's car trunk when parking positions are known and communicated in advance, or to shared delivery locations such as apartment buildings, shops, and lockers. Motivated by the real-world characteristics of some delivery options, the VRPDO further extends the GVRPTW by service-level constraints defined by the customers' preferences for options and by location capacities that must be respected. For example, a customer may prefer home delivery over delivery to a nearby locker, and locker delivery over delivery to a nearby shop (preferences can depend on the time of the day). Moreover, lockers and also smaller shops certainly have only limited capacity to store parcels until they are finally picked up by customers. Such locationspecific capacities are, therefore, taken into account in the VRPDO.

The VRPDO also generalizes other problems such as the vehicle routing problem with roaming delivery locations (VRPRDL, Reyes et al., 2017) in which options result from deliveries to a customer's car trunk, and the vehicle routing problem with multiple time windows (VRPMTW, Favaretto et al., 2007)) in which all options of a customer refer to the same physical location but have disjoint time windows.

The contribution of this work is the development of a powerful matheuristic that is sufficiently general to cope with all vehicle routing problem (VRP) variants mentioned above. The new matheuristic relies on a large neighborhood search (LNS) employing several destruction operators. Most of the time, the LNS performs fast and small moves, but when the solution has not been improved for many iterations, a larger destruction move is applied to arrive in a different region of the search space. The idea of mixing small and large moves within an LNS was introduced in the paper by Dumez et al. (2020) where specific neighborhoods were introduced for the VRPDO. In the paper at hand, we improve the results of Dumez et al. (2020) by a better control of large and small destructions. Moreover, the focus of our research is not on designing an LNS, but on an adaptive layer of the matheuristic that embeds two exact components: First, a set-partitioning problem (SPP) is solved from time to time to combine previously found routes into new solutions. Second, the Balas-Simonetti (BS, Balas and Simonetti, 2001) neighborhood is adapted to further improve already good solutions. The BS neighborhood is an exponentially-sized neighborhood in which a best improving solution can be found by solving a shortest-path problem in a layered graph. The two components are optional, giving rise to four different configurations of the matheuristic.

The experimentation with the two exact components complementing the LNS follows the general trend towards hybridization and matheuristics for difficult VRP variants. For example, Moccia et al. (2012) embed a dynamic-programming component in a tabu search for the GVRPTW, Tellez et al. (2018) solve a set-partitioning problem in an LNS for a rich dial-a-ride problem, and Toffolo et al. (2019) use the BS neighborhood in a structural decomposition approach for the capacitated vehicle routing problem. Our idea behind the two exact components in the LNS is that delivery options require a 'global view' on the search space, because the usefulness of an option is observable only when it is combined with suitable other options. Thus, simple local modifications of a solution alone will typically not show the usefulness of an option. What is required is larger modifications that result from several simultaneous changes in the
assignment of customer requests to routes, the selection of possible options, and the routing, i.e., sequence in which deliveries are performed. LNS by itself and also the two exact components pursue this ideas.

In an exhaustive computational study, we evaluate the four configurations of our matheuristic on several benchmark instances of the GVRPTW, VRPRDL, VRPMTW, and VRPDO. On all benchmark sets, at least one configuration of the matheuristic, often several, or even all configurations are competitive with the previous state-of-the-art methods. Without manual variant-specific parameter tuning of the matheuristic, we provide 81 new best-known solutions.

The remainder of this paper is organized as follows. Section 2 formally defines the GVRPTW variants. We describe the matheuristic with small and fast LNS moves and the two exact components, i.e., the SPP formulation and the BS neighborhood and its adaption to the GVRPTW variants, in Section 3. Section 4 presents the computational experiments and their results. Final conclusions are drawn in Section 5 .

## 2 Problem Variants

In this section, we formally introduce the considered problem variants. We start with the VRPDO, because it is the most general variant. Afterwards, GVRPTW, VRPRDL and VRPMTW are briefly described and it is explained how they can be modeled as special cases of the VRPDO.

### 2.1 Vehicle Routing Problem with Delivery Options

The VRPDO is the problem of selecting delivery options, exactly one for each customer, and determining a cost-minimal set of feasible routes that serve the selected delivery options while respecting location-capacity and service-level constraints.

Let $N$ be the set of customers (=delivery requests), $L$ be the set of locations, and $P=$ $\{1,2, \ldots, \bar{p}\}$ be the priority levels. A delivery option is a triple composed of a customer, location, and priority level. Formally, let $O \subset N \times L \times P$ be the set of delivery options. For an option $o \in O$, we write $n_{o} \in N$ for its customer/delivery request, $\ell_{o} \in L$ for its location, and $p_{o} \in P$ for its priority level. The priority indicates how much the customer prefers this option, smaller numbers indicate higher customer satisfaction. Additionally, each option $o$ has a service time $s_{o}$.

A request $n \in N$ is characterized by a demand $q_{n}$, e.g., given by the number of parcels to deliver to that customer. The request can be served by choosing one of the options $O_{n}^{N}=$ $\left\{\left(n_{o}, \ell_{o}, p_{o}\right) \in O: n_{o}=n\right\}$.

With a location we model all activities that can take place at the same physical place. Accordingly, we define $O_{\ell}^{L}=\left\{\left(n_{o}, \ell_{o}, p_{o}\right) \in O: \ell_{o}=\ell\right\}$ as the set of options belonging to location $\ell \in L$. An individual delivery location $\ell$ is one with a unique option, i.e., $\left|O_{\ell}^{L}\right|=1$. Otherwise, we denote a location as a shared delivery location. Let $L^{m}=\left\{\ell \in L:\left|O_{\ell}^{L}\right|>1\right\}$ be the set of shared delivery locations. Shared locations $\ell \in L^{m}$ have a limited capacity $C_{\ell}$ in terms of the number of shipments that can be delivered there. Moreover, we assume that at all locations $\ell \in L$ have an associated time window $\left[a_{\ell}, b_{\ell}\right]$ that describes the time period in which deliveries can be performed.

A fleet of $K$ homogeneous vehicles with capacity $Q$ is housed at the depot location $\ell_{0} \in L$. For each pair of locations $\ell$ and $\ell^{\prime} \in L$, the travel time $t_{\ell \ell^{\prime}}$ and the travel cost $c_{\ell \ell^{\prime}}$ are given. The travel time $t_{\ell \ell^{\prime}}$ also includes a preparation time, e.g., for parking a vehicle at $\ell^{\prime}$ before the actual delivery at $\ell^{\prime}$ can start.

Service-level constraints are modeled with numbers $\beta_{p} \in[0,1]$ for $p \in P$. The value $\beta_{p}$ is the minimum percentage of options of service level not greater than $p$ that must be chosen. For example, $\beta_{2}=0.8$ means that at least $80 \%$ of the chosen options must have service level 1 or 2 .

The capacities of the shared delivery locations and required service levels add synchronization constraints to the VRPDO, defined by Drexl (2012) as 'at any point in time, the total utilization or consumption of a specified resource by all vehicles must be less than or equal to a specified limit'. In the VRPDO, resource consumption is cumulative over the time horizon. Hence, they can also be interpreted as inter-tour resource constraints as defined in (Hempsch and Irnich, 2008).

A route $r=\left(0, o_{1}, \ldots, o_{h}, 0\right)$ is as sequence of options in which the artificial options $o_{0}=0$ and $o_{h+1}=0$ represent the visit of the depot location $\ell_{0}$ at the start and end of the route, respectively. The demand served by route $r$ is $q(r)=\sum_{j=1}^{h} q_{n_{o_{j}}}$, so that $r$ is capacity-feasible if $q(r) \leq Q$ holds. A route is time-window feasible if there exists a schedule $\left(T_{0}, T_{1}, \ldots, T_{h}, T_{h+1}\right) \in$ $\mathbb{R}^{h+2}$ which complies with the option service times, travel times, and time windows, i.e., if $T_{j-1}+t_{\ell_{o_{j-1}}, \ell_{o_{j}}}+s_{o_{j-1}} \leq T_{j}$ for all $1 \leq j \leq h+1$ (assuming $s_{o_{0}}=0$ ) and $\left[T_{j}, T_{j}+s_{o_{j}}\right] \subseteq\left[a_{\ell_{o_{j}}}, b_{\ell_{o_{j}}}\right]$ for all $0 \leq j \leq h+1$. A route $r$ is feasible if it fulfils both capacity and time-window constraints. The cost of a route is the sum of the travel cost between the consecutively visited locations, i.e., $c_{r}=\sum_{j=1}^{h+1} c_{\ell_{o_{j-1}}, \ell_{o_{j}}}$.

A solution $S$ to VRPDO is a set of feasible routes that selects exactly one option per customer. Let $O(S)$ be the set of options selected in the solution $S$. Then, the requirement that $S$ selects exactly one option per request translates into $\left|O(S) \cap O_{n}^{N}\right|=1$ for all $n \in N$. The solution fulfills the location-capacity constraints if $\left|O(S) \cap O_{\ell}^{L}\right| \leq C_{\ell}$ for all $\ell \in L^{m}$. It fulfills the service-level constraints if

$$
\begin{equation*}
\left|\left\{o \in O(S): p_{o} \leq p\right\}\right| \geq \beta_{p}|N| \quad \Leftrightarrow \quad\left|\left\{o \in O(S): p_{o}>p\right\}\right| \leq\left(1-\beta_{p}\right)|N| \tag{1}
\end{equation*}
$$

for all $p \in P$. (Note that it suffices to test these conditions for $p \in P \backslash\{\bar{p}\}$, because $\beta_{\bar{p}}=1$ is inevitable.) A solution $S$ is feasible if it fulfills both location-capacity and service-level constraints. The objective of the VRPDO is to first minimize the number of vehicles, and second to minimize the routing cost $\sum_{r \in S} c_{r}$ over all feasible solutions.

Summarizing, the VRPDO is a GVRPTW with additional resources synchronization constraints (Drexl, 2012). Up to now, there are only two papers addressing the VRPDO: Tilk et al. (2020) solve the VRPDO exactly with a branch-price-and-cut algorithm and report provably optimal solutions for instances with up to 50 customers and 100 options. Dumez et al. (2020) use an LNS matheuristic to solve the VRPDO heuristically and report solutions on instances with up to 200 customers and 400 options.

### 2.2 Generalized Vehicle Routing Problem with Time Windows

The GVRPTW (Moccia et al. 2012) is a direct generalization of the vehicle routing problem with time windows (VRPTW, Savelsbergh, 1985; Desaulniers et al., 2014), in which customers has to be served at one of their alternative delivery locations respecting the corresponding time window. Each alternative delivery location defines a delivery option for the customer. Thus, the GVRPTW can be modeled and solved as a VRPDO without synchronized resources. To the best of our knowledge, (Moccia et al. 2012) is the only article that deals with the heuristic solution of the GVRPTW. They propose an incremental tabu search using a dynamic-programming component that allows changing customers' locations when inserting a customer in a route. The tabu search provides solutions for instances with up to 120 customers in a few hundred seconds.

### 2.3 Vehicle Routing Problem with (Home and) Roaming Delivery Locations

The VRPRDL, introduced by Reyes et al. (2017), specifically models the delivery to the trunk of cars. Customers must a priori specify where they are over the planning horizon, thereby defining
different delivery options. The VRPRDL can be seen as a special case of the GVRPTW with non-overlapping time windows for the delivery options of each customer (Ozbaygin et al., 2017).

The VRPHRDL is an extension of the VRPRDL with an additional so-called home option for each customer (Ozbaygin et al. 2017). This additional delivery option has a non-constraining time window, e.g., identical to the planning horizon. Both problems are special cases of the GVRPTW and can, therefore, be modeled and solved as VRPDO without synchronized resources.

Reyes et al. (2017) propose a variable neighborhood search to solve the VRPRDL. It embeds a dynamic-programming algorithm to optimize the travel distance of a given customer sequence. Ozbaygin et al. (2017) develop a branch-and-price algorithm to solve the VRPRDL and VRPHRDL with up to 120 customers. Lombard et al. (2018) solve smaller instances of a stochastic VRPRDL.

### 2.4 Vehicle Routing Problem with Multiple Time Windows

The VRPMTW was introduced by Favaretto et al. (2007) as an extension of the VRPTW where each customer can have multiple time windows. If one considers each time window as a different option, the VRPMTW is a special case of the VRPDO. All delivery locations of a customer are at the same physical place. Options of two customers, however, always refer to different physical places.

The objective of the VRPMTW is either minimizing the travel distance or travel duration (total travel, service, and waiting time). In both cases, a fixed cost per route is included in the objective function fostering that the number of employed vehicles is kept small.

Belhaiza et al. (2014) propose a hybrid variable neighborhood tabu search and a set of benchmark instances with 100 customers. A revised version of the approach was described in (Belhaiza et al., 2017) as a hybrid genetic variable neighborhood search. Larsen and Pacino (2019) solve the VRPMTW with an adaptive LNS with a problem-tailored insertion procedure. They generalize the forward time slack procedure of Savelsbergh (1985) to take into account all the time windows of the visited customers. Thus, the time windows used to visit the customers of a route can be changed to insert a new customer in this route. Hoogeboom et al. (2020) describe an adaptive variable neighborhood search relying on a generalization of the forward time slacks for the VRPMTW with duration-minimization objective.

## 3 LNS-based Matheuristic with Exact Components

In an LNS algorithm, the current solution is iteratively improved by removing a part of it (a.k.a. destroy, ruin) and reinserting the removed parts (a.k.a. repair, recreate). This process repeats until a stopping criterion is met, e.g., an iteration or time limit. LNS was first introduced by Shaw (1998) in a constraint programming context. The potential of solving a broad variety of VRPs with LNS was emphasized by Ropke and Pisinger (2006b|a); Pisinger and Ropke (2007). They proposed an adaptive version of LNS, known as ALNS, consisting of multiple destroy and repair operators adaptively selected according to their past performance. As surveyed in (Pisinger and Ropke, 2019), LNS has been successfully applied to many variants of the VRP.

As it is clearly beyond the scope of the paper at hand to survey LNS, we highlight two leading sources of inspiration for our matheuristic. First, Christiaens and Vanden Berghe (2019) developed a fast LNS based on small removals and fast greedy insertion heuristics as repair operators. Thanks to these two factors, their LNS can perform a very high number of iterations, which somehow compensates the lack of a local search in LNS. The LNS of Christiaens and

Vanden Berghe proved competitive with state-of-the-art algorithms on many VRPs, including the fundamental and intensively-studied VRPTW.

Preliminary experiments on GVRPTW variants indicate that fast and small moves alone are not sufficient for finding excellent solutions for the VRP variants considered here. Additionally, some more global modifications are needed from time to time. Therefore, we follow an idea of Hemmelmayr et al. (2012) who developed the following ALNS for the 2-echelon VRP: Mostly, their ALNS applies operators that modify only the second echelon. However, if the current solution is not improved for several iterations, a specific operator modifies the first echelon. Because of the structure of the 2-echelon VRP, such a first-echelon move strongly affects the resulting preconditions for the second echelon.

Both strategies can be transmitted to the GVRPTW case: the matheuristic mostly performs fast and small local moves and, when the solution has not been improved for some iterations, a larger destroy followed by one of the standard repair operators is applied.

In what follows, we describe the specific exact components of the new matheuristic relying on a mixed integer programming (MIP) solver and dynamic programming, respectively. The overall outline is first presented in Section 3.1. The Balas-Simonetti neighborhood and its adaption to the GVRPTW variants are described in Section 3.2. Finally, the set-partitioning formulation for all GVRPTW variants and the adaptive layer are detailed in Section 3.3.

### 3.1 Algorithm Outline

Recall that a solution has been defined as a set of feasible routes (see Section 2), where each route is represented as a sequence of options. Also in our matheuristic (MathHeu), a solution $S$ comprises only feasible routes (w.r.t. vehicle-capacity and time-window constraints). Moreover, all options of all routes must refer to different customers, i.e., a packing solution. In addition, all feasible solutions fulfill the service-level requirements and the capacity constraints of the shared locations. However, as proposed by Pisinger and Ropke (2007), we allow partial solutions, i.e., solutions that do not serve all the customers in the course of the algorithm. As a consequence, we define the modified cost of a solution $S$ as

$$
f^{\prime}(S)=f(S)\left(1+\zeta \frac{|B(S)|}{|N|}\right)
$$

where $B(S)$ is the set of customer requests that are not served by solution $S$ (often called the request bank). In our experiments, we use a static value $\zeta=20$.

As the LNS for the VRPDO developed in Dumez et al. (2020), our MathHeu is composed of two local and seven global destroy operators as well as six repair operators, all adapted from the literature. The operators are summarized in Table 1. Following the ideas of Christiaens and Vanden Berghe (2019), there is a probability of 0.3 to not remove a customer that should have been removed by the destroy operator. We called it the blink at the deletion. For all the operators, we are using their adaption to the GVRPTW variants as described in Dumez et al. (2020).

Table 1: Destroy and Repair Operators

| Type | Operator | Source |
| :---: | :---: | :---: |
| local destroy | distance related customer removal split string removal | Shaw, 1998) Christiaens and Vanden Berghe, 2016 ) |
| destroy | random option removal time related customer removal cluster removal route removal zone removal historical knowledge node removal SDL oriented random removal |  |
| repair | 2-regret ejection search random order best insertion largest first best insertion preferred best insertion SDL-regret |  |

All six repair operators (see Table 1) rely on constant-time feasibility checks when inserting a customer into a route. To this end, the utilization of each shared location and the current priority fulfillment of each priority level is seamlessly recorded. In addition, the load onboard of each vehicle is recorded and forward time slacks (Savelsbergh, 1992) are computed at each option in a route. As in Dumez et al. (2020), the insertion of a request $n$ between two visited options in a route is tested considering all its possible options $O_{n}^{N}$.

Note that the focus of the paper at hand is not to further fine-tune the LNS for all GVRPTW components. Instead, the primary focus is on defining and analyzing the impact that the new adaptive layer and the two exact components have on the performance, i.e., solution quality and speed.

We can now present a synopsis of the new MathHeu for all GVRPTW variants in Algorithm1. In this pseudo code, $S$ is the current solution, $S^{*}$ is the best-found solution, and $S^{\prime}$ is a copy of the current solution to be modified. Moreover, $\Sigma^{+}$is the set of repair operators, $\Sigma^{-}$the set of destroy operators, and $\left.\Sigma^{-}\right|_{\text {local }} \subset \Sigma^{-}$is the set of local destroy operators. Each operator has a given and fixed probability to be selected (see Section 4.1). The variable iter counts the number of iterations since the last new best solution was found or the last large destroy was performed. The pool of routes to be used in the SPP is denoted by $\mathcal{P}$ (see Section 3.3).

The algorithm is initialized by setting iter to zero and the pool $\mathcal{P}$ of routes is cleared (Line 1). The main loop of the MathHeu is given by the Lines 3 to 20. In each iteration, either a local or large destruction operator is selected depending on the value of iter and the input parameter $\omega$ : If iter $<\omega$, the iteration counter is increased, the current solution is copied and a small destruction using a local destroy operator in $\left.\sigma^{-} \in \Sigma^{-}\right|_{\text {local }}$ with destruction size in $\left[\delta_{\text {min }}, \Delta_{\text {min }}\right]$ is performed (Lines 4 to 5). Otherwise, the counter iter is reset, the best-found solution is copied and a large destruction is performed, i.e., the destroy operator is randomly selected in $\Sigma^{-}$and the destruction size is chosen at random in $\left[\delta_{\text {big }}, \Delta_{\text {big }}\right]$ (Lines 7 to 8). A repair operator is randomly selected in $\sigma^{+} \in \Sigma^{+}$(Line 9 ). Then, the combination of the selected operators, $\sigma^{-}$and $\sigma^{+}$, is applied to solution $S^{\prime}$ in Line 10 .

If the resulting solution serves all the customers and its cost is less than $\epsilon$ percent away from the cost of the best-found solution, the algorithm tries to improve $S^{\prime}$ with the Balas-Simonetti component at Line 12 (see Section 3.2 for details). In Line 13 , the routes of the newly generated solution are stored into the pool of routes. The new solution becomes the current solution in

```
Algorithm 1: LNS-based Matheuristic (MathHeu) with two Exact Components
    input : operators \(\Sigma^{+}, \Sigma^{-},\left.\Sigma^{-}\right|_{\text {local }}\), parameters \(\left[\delta_{\min }, \Delta_{\text {min }}\right],\left[\delta_{\text {big }}, \Delta_{\text {big }}\right], \omega\), initial solution \(S\)
    output: best-found solution \(S^{*}\)
    \(\mathcal{P} \leftarrow \emptyset\), iter \(\leftarrow 0\)
    while the time budget is not reached do
        if iter \(<\omega\) then
            iter \(\leftarrow\) iter \(+1, S^{\prime} \leftarrow S\)
            randomly select a destroy operator \(\left.\sigma^{-} \in \Sigma^{-}\right|_{\text {local }}\), a destruction size \(\Phi \in\left[\delta_{\min }, \Delta_{\text {min }}\right]\)
        else
            iter \(\leftarrow 0, S^{\prime} \leftarrow S^{*}\)
            randomly select a destroy operator \(\sigma^{-} \in \Sigma^{-}\), a destruction size \(\Phi \in\left[\delta_{\text {big }}, \Delta_{\text {big }}\right]\)
        randomly select a repair operator \(\sigma^{+} \in \Sigma^{+}\)
        \(S^{\prime} \leftarrow \sigma^{+}\left(\sigma^{-}\left(S^{\prime}, \Phi\right)\right)\)
        if \(f\left(S^{\prime}\right)<(1+\epsilon) f\left(S^{*}\right)\) and \(S^{\prime}\) is feasible then
            improve \(S^{\prime}\) with the Balas-Simonetti neighborhood
        add routes of \(S^{\prime}\) to pool \(\mathcal{P}\)
        if \(f^{\prime}\left(S^{\prime}\right)<f^{\prime}(S)\) or iter \(=\omega\) then
            \(S \leftarrow S^{\prime} ;\)
        if \(f\left(S^{\prime}\right)<f\left(S^{*}\right)\) and \(S^{\prime}\) is feasible then
            \(S^{*} \leftarrow S^{\prime}\), iter \(\leftarrow 0\)
        if a sufficient number of routes is generated then
            improve \(S\) with the SPP and route set \(\mathcal{P}\)
            \(\mathcal{P} \leftarrow \emptyset\)
```

Line 14 if its modified cost is smaller than the current or a large destruction was performed. In Line 16, the best-found solution may be updated and the counter iter is reset accordingly. Finally, when the pool of routes is big enough, the SPP is solved in Line 19 (details are provided in Section (3.3) and the pool is cleared afterwards.
In the following, we evaluate four configurations of the MathHeu:
MH: without any exact component
(Lines 1112 and 1820 deactivated)
MH+BS: with only the BS component activated (Lines 1820 deactivated)
MH+SPP: with only the SPP component activated (Lines 1112 deactivated)
MH+SPP+BS: with both exact components activated

### 3.2 Balas-Simonetti Component

Balas (1999) proposed and analyzed a family of large-scale neighborhoods for the asymmetric traveling salesman problem (ATSP) that can be searched efficiently (in linear time in the size of the Hamiltonian path). The neighborhoods $\mathcal{N}_{B S}^{k}$ are parameterized by an integer $k \geq 2$ and Balas and Simonetti (2001) used them within a local-search algorithm for the ATSP and the ATSP with time windows.

In order to be self-contained, we very briefly summarize the Balas-Simonetti neighborhoods for the ATSP: Given an TSP Hamiltonian path $x=\left(x_{0}, x_{1}, \ldots, x_{n}, x_{n+1}\right)$ the neighborhood $\mathcal{N}_{B S}^{k}(x)$, for a given value $k \geq 2$, consists of all tours $x^{\prime}=\left(x_{0}, x_{\pi(1)}, \ldots, x_{\pi(n)}, x_{n+1}\right)$, where $\pi$ is a permutation of $\{1, \ldots, n\}$ that fulfills the following conditions: For any two indices $i, j \in\{1, \ldots, n\}$ with $i+k \leq j$, the inequality $\pi(i)<\pi(j)$ holds. It means that if a vertex $x_{i}$ precedes a vertex $x_{j}$ by at least $k$ positions in the given path $x$, then $x_{i}$ must also precede $x_{j}$ in the neighbor $x^{\prime}$. For a given value of the parameter $k$, a best neighbor $x^{\prime} \in \mathcal{N}_{B S}^{k}(x)$ can be
determined in $O\left(k^{2} 2^{k-2} n\right)$ by solving a shortest-path problem in an auxiliary network Balas, 1999), i.e., for a fixed value of the parameter $k$ the neighborhood exploration is linear in $n$.

An example of an auxiliary network is depicted in Figure 1 for $k=3$ and $n=5$. The graph consist of stages/levels (depicted from left to right in the figure) that correspond to the positions in the Hamiltonian path. The vertices at each stage can be ordered into rows that are associated with an offset value $\alpha$. In the following, the vertices of the auxiliary network are called states. Thus, each state in the auxiliary network is associated with the vertex $x_{j+\alpha}$ where $j$ is the stage of the state and $\alpha$ the value associated with the state. Arcs exclusively go from states of a stage $j$ to states of the subsequent stage $j+1$. The general structure of the auxiliary network is described in several works, e.g., (Balas and Simonetti, 2001) and several subsequent articles (Irnich, 2008b; Tilk and Irnich, 2016; Hintsch and Irnich, 2018).


Figure 1: Example of the auxiliary network for $k=3$ and $n=5$
Every source-sink path, from 0 to $n+1$, in the auxiliary network corresponds to a neighbor $x^{\prime}$. For example, the green sequence of states at the top row in Figure 1 corresponds to $x^{\prime}=x=$ $(0,1,2,3,4,5,6)$. The red sequence of states corresponds to the neighbor $x^{\prime}=(0,2,3,1,5,4,6)$, i.e., a Hamiltonian path that respects the precedence constraint with respect to the initial tour $x$ and the given parameter $k=3$.

The structure of the auxiliary network, i.e., states and connecting arcs, depends only on $k$ and $n$, but not on the given path $x$. The only difference between two auxiliary networks is the cost of the arcs that must be set to the distance between the considered customers. Consequently, if the BS neighborhood must be explored multiple times, the auxiliary network can be kept. Moreover, the auxiliary network for $k^{\prime}$ is always a state-induced subgraph of the auxiliary network for any larger $k>k^{\prime}$ (indicated by the separating lines in Figure 1).

Adaptions. Next, we explain how to adapt the Balas-Simonetti neighborhood such that it can be used for all GVRPTW variants, including the VRPDO with the inter-route synchronization constraints imposed by location capacities and service-level requirements.

First, we generalize the auxiliary network such that it can deal with options. Contrary to the TSP, a delivery request $n$ can in our applications be served using the different delivery options $O_{n}^{N}$. Hence, meta states encompass sets of states that represent all options of the respective customer as shown in Figure 2, All states for options of a customer are linked to all states for options of the subsequent customer.

Second, a shortest-path problem with resources constraints (SPPRC, Irnich and Desaulniers,


Figure 2: A sequence of customers in the auxiliary network for the ATSP and its generalization to delivery options in the GVRPTW. There are three, two and, four options per delivery request in this example, i.e., $\left|O_{1}^{N}\right|=3,\left|O_{2}^{N}\right|=2$, and $\left|O_{3}^{N}\right|=4$.
2005) must be solved on the generalized auxiliary network, in contrast to solving one without resource constraints for the ATSP.

We solve the corresponding SPPRCs with a label-setting algorithm as follows: A label $\mathcal{L}_{i}=\left(i, C_{i}, T_{i}, Q_{i},\left(R_{i}^{p}\right)_{p \in P},\left(H_{i}^{\ell}\right)_{\ell \in L^{m}}\right)$ represents a partial path from the depot 0 to a state $i$ in the auxiliary network. Recall that a state $i$ represents an option and therefore a delivery request $n_{i}$, a location $\ell_{i}$, a priority level $p_{i}$, and a service time $s_{i}$ are associated. The components of the label $\mathcal{L}_{i}$ are
(i) last state $i$ of the partial path,
(ii) the accumulated routing $\operatorname{cost} C_{i}$,
(iii) the earliest arrival time $T_{i}$ at the location associated with $i$,
(iv) the accumulated demand (=load) $Q_{i}$ in the vehicle,
(v) the number $H_{i}^{\ell}$ of shipments for each shared delivery location (for all $\ell \in L^{m}$ ), and
(vi) the number $R_{i}^{p}$ of options $o$ with priority $p_{o}$ greater than $p$ served along the partial path (for all $p \in P \backslash\{\bar{p}\}$ ).
The initial partial path in the auxiliary network starts from the depot 0 and the label $\mathcal{L}_{0}=$ $\left(0,0, a_{\ell_{0}}, 0, \mathbf{0}, \mathbf{0}\right)$. The label-setting algorithm extends labels along the arcs of the auxiliary network. Extending a label $\mathcal{L}_{i}=\left(i, C_{i}, T_{i}, Q_{i},\left(R^{p}\right)_{i}^{p \in P \backslash\{\bar{p}\}},\left(H_{\ell}\right)_{i}^{\ell \in L^{m}}\right)$ along an arc $(i, j)$ results in the label $\mathcal{L}_{j}=\left(j, C_{j}, T_{j}, Q_{j},\left(R^{p}\right)_{j}^{p \in P \backslash\{\bar{p}\}},\left(H_{\ell}\right)_{j}^{\ell \in L^{m}}\right)$ defined by:

$$
\begin{array}{ll}
C_{j} & =C_{i}+c_{\ell_{i} \ell_{j}} \\
Q_{j} & =Q_{i}+q_{n_{j}} \\
T_{j} & =\max \left\{a_{\ell_{j}}, T_{i}+t_{\ell_{i} \ell_{j}}+s_{i}\right\}
\end{array} \quad \text { for all } \ell \in L ~ 子 \begin{array}{ll}
H_{j}^{\ell}= \begin{cases}H_{i}^{\ell}+1, & \text { if } \ell_{j}=\ell \\
H_{i}^{\ell}, & \text { otherwise }\end{cases} \\
R_{j}^{p}= \begin{cases}R_{i}^{p}+1, & \text { if } p_{j}>p \\
R_{i}^{p}, & \text { otherwise }\end{cases} & \text { for all } p \in P \backslash\{\bar{p}\}
\end{array}
$$

The extension is feasible, if the following constraints

$$
\begin{array}{lr}
Q_{j} \leq Q & \\
T_{j} \leq b_{j} & \\
H_{j}^{\ell} \leq C_{\ell}-\bar{H}^{\ell}, & \text { for all } \ell \in L^{m} \\
R_{j}^{p} \leq\left(1-\beta_{p}\right)|N|-\bar{R}^{p}, & \text { for all } p \in P \backslash\{\bar{p}\}
\end{array}
$$

are fulfilled, where the values $\bar{H}^{\ell}$ for $\ell \in L$ and $\bar{R}^{p}$ for $p \in P \backslash\{\bar{p}\}$ are parameters that control the required slack in the location-capacity and service-level constraints. For the latter, please compare with (1) and (2d) in the next section.
We consider three different use cases for the BS component:
(1) the local optimization of a single route,
(2) the local optimization of the giant route, and
(3) the simultaneous local optimization of pairs of routes.

In case of a single route $r \in S$ taken from a current solution $S$, the parameters $\bar{H}^{\ell}$ and $\bar{R}^{p}$ for $p \in P \backslash\{\bar{p}\}$ can be set to the resource consumptions of all other routes $r^{\prime} \in S \backslash\{r\}$.

In case of the giant route, all routes of a given solution $S$ need to be joined as in (Irnich, 2008c) and (Hintsch and Irnich, 2018). The parameters $\bar{H}^{\ell}$ and $\bar{R}^{p}$ are set to 0 . On arcs ( 0,0 ) joining two different routes, the resources $T$ and $Q$ are reset to $a_{\ell_{0}}$ and 0 , respectively. In contrast, the resources $H$ and $R$ are kept at their current value enabling that the inter-route synchronization constraints are incorporated correctly.

In case of pairs ( $r_{1}, r_{2}$ ) of routes, the two routes are joined leading to a partial giant route. The parameters $\bar{H}^{\ell}$ and $\bar{R}^{p}$ are then set to the resource consumptions of all other routes $r^{\prime} \in$ $S \backslash\left\{r_{1}, r_{2}\right\}$. Note that the BS neighborhood here also allows moving the depot vertices (in the middle) so that the route length of $r_{1}$ and $r_{2}$ can change.

Since all resource extensions are non-decreasing and resource consumptions are bounded from above, we can apply standard $\leq$-dominance (Irnich, 2008a). Obviously, resource $H$ and $R$ are obsolete in the GVRPTW, VRPRDL, VRPHRDL, and VRPMTW. However, due to a possibly large number of shared delivery locations and priorities in the VRPDO, the dominance relation can become rather weak in this variant.

We have conducted some preliminary experiments that have shown that the route-pairing version is the most effective (note that it includes the single route optimization). Solving the SPPRC for the giant route is excessively time-consuming, even on small instances and for small BS parameters $k \geq 2$. We therefore use the BS component only for all pairs of routes in the following.

Acceleration Techniques. As speed is essential, we devise six different acceleration techniques, two exact (they do not change the output of the labeling algorithm) and four heuristic acceleration methods (they may hinder the labeling algorithm to compute an optimal solution of the SPPRC).

On the exact side, we first use a bidirectional labeling algorithm (Righini and Salani, 2006). Note that backward extension and merging of labels follows standard rules (Irnich, 2008a).

Second, when pairing routes, we solve an SPPRC on every pair of routes in the solution, i.e., the routes will be used in several combinations. Therefore, some of the labels computed at the beginning of the forward and backward labeling are identical for pairs that share a common route and must be computed only once.

On the heuristic side, we first restrict the labeling to a limited discrepancy search (Feillet et al. 2007). Therein, we limit the number of customers that can change their delivery option. The consequence is that all customer requests can still be permuted but only a limited number of the currently used options can be replaced by an alternative option of the respective request. In our experiments, we limit the number of customers that can change their delivery option to 3 .

Second, we use a heuristic bounding strategy that discards labels if their cost is larger than some threshold value. The threshold value is computed as the difference between the best known cost and the sum of the best individual service cost of each non-served customer. For each solution computed in the course of the MathHeu, we compute a customer-specific service cost of each customer and update the best one if necessary: If a customer is served in an individual delivery location, its customer-specific service cost is the mean of the costs of the ingoing and outgoing arcs used to access it. If a customer is served in a shared delivery location,
the cost of the ingoing and outgoing arcs is divided by two times the number of customers served at this location by this route.

Third, a significant number of the resources of a label is dedicated to the capacity consumption of shared delivery locations which results in a relatively weak dominance. To strengthen the dominance, we ignore some of the shared delivery locations in the dominance test. To decide which shared delivery locations are ignored, the cost of the best solution that completely utilizes the capacity of a location is recorded in the LNS. We ignore those locations used only in solutions with a cost that is more than $10 \%$ higher than the cost of the current best-found solution.

Fourth and finally, routes are sequences of options and multiple options taking place at the same shared delivery location can be exchanged without changing the cost of the solution. We break these symmetries by maintaining the order of the currently chosen options of the same shared delivery locations.

### 3.3 Set-Partitioning Component

The set-partitioning formulation for vehicle routing and scheduling problems has a long tradition (Foster and Ryan, 1976). It is nowadays widely used in column-generation approaches for many types of problems (Toth and Vigo, 2014). The extended model presented in the following was developed in (Dumez et al., 2020) and (Tilk et al., 2020).

Let $R$ be a set of feasible routes, e.g., the pool $\mathcal{P}$ in Algorithm 1 . For each route $r \in R$ and each option $o \in O$, the binary parameter $\alpha_{r}^{o}$ takes value 1 if the option $o \in O$ is served by the route $r \in R$, and 0 otherwise. The model uses binary variables $\lambda_{r}$ for $r \in R$ that indicate if route $r$ is used in the solution:

$$
\begin{align*}
& \min \sum_{r \in R} c_{r} \lambda_{r}  \tag{2a}\\
& \text { subject to } \sum_{r \in R} \sum_{o \in O_{n}^{N}} \alpha_{r}^{o} \lambda_{r}=1 \quad \forall n \in N  \tag{2b}\\
& \sum_{r \in R} \sum_{o \in O_{\ell}^{L}} \alpha_{r}^{o} \lambda_{r} \leqslant C^{\ell}  \tag{2c}\\
& \forall \ell \in L^{m} \\
& \sum_{r \in R} \sum_{o \in O: p_{o}>p} \alpha_{r}^{o} \lambda_{r} \leqslant\left(1-\beta_{p}\right)|N| \quad \forall p \in P \backslash\{\bar{p}\}  \tag{2~d}\\
& \sum_{r \in R} \lambda_{r} \leqslant K  \tag{2e}\\
& \lambda_{r} \in\{0,1\} \quad \forall r \in R
\end{align*}
$$

(2a) minimizes the total cost of the solution, i.e., the sum of the cost of the routes used. The set-partitioning constraints (2b) state that each customer must be served exactly once. The capacity constraints for shared locations are given by (2c) and the service-level constraints by (2d). The fleet-size constraint (2e) sets the upper bound $K$ on the number of routes used in the solution. Finally, the variable domains are given in (2f).

For solving the model with a MIP solver, it is known that typically set-covering formulations have shorter computation times than the respective set-partitioning formulations (see, e.g., Yıldırım and Çatay, 2015). If the travel times and costs fulfill the triangle inequality (always true for the benchmarks of Section (4), the partitioning constraints can be replaced by covering constraints, i.e., $\geq 1$ instead of $=1$ in 2 b . In a set-covering solution, more than one option may be used to serve a customer. A simple greedy procedure can quickly repair and improve solutions
which overcover some customers. Note that the repaired solutions automatically respect the location-capacity and service-level constraints.

To further reduce the solution times, we extend the formulation by introducing binary variables $y_{o}$ that indicate if option $o \in O$ is selected. The new $y$ variables are coupled with the route variables via

$$
\begin{equation*}
\sum_{r \in R} \alpha_{r}^{o} \lambda_{r}=y_{o} \quad \forall o \in O . \tag{2~g}
\end{equation*}
$$

We prioritize branching on these variables in the MIP solver.

## 4 Computational Experiments

In this section, we report the results of computational experiments that were conducted on GVRPTW, VRPRDL, VRPHRDL, VRPMTW, and VRPDO benchmarks with the four configurations of the matheuristic. The algorithms have been coded in C++ and compiled into 64 -bit single-thread code with $\mathrm{g}++5.4 .0$. All experiments were performed using Linux, Ubuntu 16.04 LTS, running on an Intel Xeon X5650 @ 2.57 GHz . We use IBM Ilog CPLEX 12.8.0 (IBM, 2018) to solve the SPP and activate the options branch_up_first and emphasis_on_hidden_feasible_solutions.

Section 4.1 summarizes the parameter values used in the experiments. A comparison with algorithms from the literature on standard benchmark sets for the GVRPTW, VRPRDL, VRPHRDL, VRPMTW, and VRPDO is conducted in Sections 4.2 to 4.5, respectively. Finally, all results are discussed together and a summary is given in Section 4.6.

### 4.1 LNS Parameters and Adaptive Layer

We briefly sketch the parameter settings of the LNS, even though, our focus is primarily on the new matheuristic components. First, we do not dynamically adapt the probability of each operator as suggested by Ropke and Pisinger (2006b). Indeed, Turkeš et al. (2019) reviewed the LNS literature and conclude that this feature has, at best, a very little positive impact. Our preliminary experiments confirm this observation for the GVRPTW variants and our matheuristic configurations. Hence, the probability to choose an operator is constant and inversely proportional to its average run time as proposed in Dumez et al. (2020). Destroy operators are equiprobable. The two operators random order best insertion and largest first best insertion have a probability of $40 \%$, while all other repair operators have a probability of $5 \%$ to be chosen. Moreover, we set the size of the small destruction interval to $\left[\delta_{\min }, \Delta_{\text {min }}\right]=[0.01|N|, 0.1|N|]$ and the size of the large destruction interval to $\left[\delta_{\mathrm{big}}, \Delta_{\mathrm{big}}\right]=[0.1|N|, 0.3|N|]$. Our LNS always works in two phases: In the first phase, it reduces the number of routes, and in the second phase, it minimizes the routing cost using the established number of routes. The first phase is either stopped when half of the time budget has been used, or sooner when a feasible solution with the given number of routes has been found. The number of iterations between two big destructions is set to $\omega=10|N|^{1.5}$ (we refer to the paper of Dumez et al., 2020, for further details on the LNS configuration).

In many applications, the strength of LNS relies on its speed. Pisinger and Ropke (2007) report that their ALNS takes 146 seconds, on average, for performing 50,000 iterations on the Solomon instances for the VRPTW with 100 customers. With the same time budget, on the same instances, MathHeu performs 7.4 million iterations on average, i.e., approximately 150 times more iterations with a CPU that is only 1.91 times faster per thread according to (PassMark-Software, 2020). This is possible thanks to the small and fast destroy moves.

Next, we determine a strategy for the adaptive layer of MathHeu. The question is when and how to employ the exact components of Algorithm 1. We extend the procedure used in Tellez et al. (2018) to solve the fleet size and mix dial-a-ride problem with reconfigurable vehicle capacity with an LNS coupled with SPP: They initially solve the SPP every 1000 iterations, but, if the solver fails to prove optimality twice in a row the time between two calls is reduced by a quarter. We use the size $|\mathcal{P}|$ of the route pool instead of the consumed time to decide when the SPP component is invoked. More precisely, we solve formulation (2) with the MIP solver when the pool of routes $R$ contains at least $\max (100,38000-180|N|)$ different routes. This threshold size is increased by $60 \%$ if the solver has proven optimality twice in a row. Conversely, it is reduced by the same factor if the solver has failed to prove optimality twice in a row.

Both exact components are only applied if the cost of the best-known solution has improved by less than $1 \%$ over the last $5 \omega$ iterations. Moreover, a good solution-quality-to-time compromise is a small value of $k=5$. With this value the BS component is applied exclusively to solutions that serve all customers and with a cost smaller than 1.01 times of the cost of the best-known solution. The used parameter values come from preliminary experiments that were satisfactory.
The results presented in the following sections provide the following information:
Instance(s): Name of the benchmark instance (group)
\#: Number of instances in the group
$|N|:$ Number of customer requests
\#veh: Upper bound computed/set on the number of vehicle/the fleet size
$\Sigma$ veh: Sum of the number of vehicles computed
Cost: Overall cost of the best computed solution
$\Sigma$ Cost: same, summed over the group of instances
\#Best: Number of instances for which an algorithm has found a best-known solution

### 4.2 Results for the GVRPTW

We compare all four configurations of MathHeu with the iterative tabu search (ITS) of Moccia et al. (2012) on their benchmark containing instances with up to 120 customers. These instances are named $i-n-v_{\min }-v_{\max }$ where $n$ is the number of customers, $v_{\min }$ the minimum, and $v_{\max }$ the maximum number of options per customer.

Moccia et al. (2012) consider the single objective of routing-cost minimization. For a fair comparison, we bound the number of available vehicles to the value computed in their work.

Moccia et al. (2012) performed their computational experiments on an Intel Core Duo @ 1.83 GHz and limited their algorithm to $10^{5}$ iterations taking a total computation time of 8,105 seconds. In our matheuristic, we allocate a quota for the computation time for each instance according to the number of customers. In total, the MathHeu consume 524 seconds for all 20 benchmark instances. According to PassMark-Software (2020), on single thread benchmarks, their processor is 2.18 times slower than ours. It means that, on average, the MathHeu is configured to run approximately 7 times faster than the ITS.

The results are presented in Table 2. Note that it is not indicated in Moccia et al. (2012) whether their results are the best results out of several runs. For the four MathHeu configuration, the best solution out of five runs is taken into account. The best solution values are marked in bold.

All four MathHeu configurations clearly outperform the results of the ITS. The most BKS are found with MH and MH+SPP+BS. Regarding the routing cost, MH+SPP performs best and improves the results of ITS by $0.42 \%$. Moreover, MH+SPP provides an equivalent or better solution than ITS on 15 of the 20 instances. However, all four configurations of MathHeu perform rather

| Instance | ITS |  | Cost of MathHeu configurations |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | \#veh | Cost | MH | MH+BS | MH+SPP | MH+SPP + $\mathrm{BS}^{\text {S }}$ |
| i-030-04-08 | 4 | 3498 | 3497 | 3497 | 3497 | 3497 |
| i-030-08-12 | 4 | 2866 | 2796 | 2796 | 2796 | 2796 |
| i-040-04-08 | 6 | 3811 | 3811 | 3811 | 3811 | 3811 |
| i-040-08-12 | 6 | 3757 | 3768 | 3768 | 3768 | 3768 |
| i-050-04-08 | 8 | 5447 | 5447 | 5447 | 5439 | 5447 |
| i-050-08-12 | 8 | 4034 | 4034 | 4034 | 4034 | 4034 |
| i-060-04-08 | 8 | 5919 | 5908 | 5926 | 5919 | 5926 |
| i-060-08-12 | 8 | 4303 | 4303 | 4303 | 4303 | 4332 |
| i-070-04-08 | 10 | 6205 | 6246 | 6246 | 6224 | 6246 |
| i-070-08-12 | 10 | 4645 | 4644 | 4644 | 4644 | 4644 |
| i-080-04-08 | 12 | 7425 | 7390 | 7394 | 7394 | 7394 |
| i-080-08-12 | 12 | 5734 | 5686 | 5661 | 5692 | 5661 |
| i-090-04-08 | 11 | 7110 | 7187 | 7182 | 7187 | 7215 |
| i-090-08-12 | 11 | 5810 | 5903 | 5869 | 5830 | 5808 |
| i-100-04-08 | 14 | 7455 | 7308 | 7349 | 7295 | 7295 |
| i-100-08-12 | 14 | 6703 | 6546 | 6546 | 6585 | 6606 |
| i-110-04-08 | 16 | 8719 | 8696 | 8720 | 8711 | 8687 |
| i-110-08-12 | 16 | 6281 | 6249 | 6487 | 6338 | 6310 |
| i-120-04-08 | 15 | 8512 | 8344 | 8357 | 8344 | 8344 |
| i-120-08-12 | 15 | 6833 | 6829 | 6829 | 6774 | 6774 |
| Sum |  | 115069 | 114592 | 114866 | 114585 | 114595 |
| \#Best |  | 6 | 11 | 8 | 10 | 11 |

Table 2: Results for the GVRPTW benchmark of Moccia et al. (2012).
similarly on the GVRPTW benchmark while the ITS perform worse. In total, we provide 14 new best-known solutions. Detailed instance-by-instance results can be found in Appendix A.

### 4.3 Results for the VRPRDL and VRPHRDL

We next compare the four MathHeu configurations with the exact branch-price-and-cut (BPC) algorithm of Tilk et al. (2020) on a benchmark set originally proposed by (Reyes et al., 2017). As suggested by Ozbaygin et al. (2017), the instances should be modified such that the triangle inequality for travel cost and travel times holds. The modified benchmark that we also use consists of 120 randomly generated instances with a size ranging from 15 to 120 delivery requests, with a maximum of 6 options per request. The benchmark set is divided into 60 VRPRDL and 60 VRPHRDL instances.

Note that we cannot fairly compare with the variable neighborhood search of Reyes et al. (2017), because we only have access to the modified instances provided by Ozbaygin et al. Since the BPC of Tilk et al. minimizes routing costs (as typically done in studies of exact algorithms), we only focus on routing-cost minimization. To this end, we bound the number of vehicles by the number of routes given in their solutions.

The time budget for the four configurations of the MathHeu is now set to 60 seconds for instances with up to 60 customers, and 300 seconds for the 120 -customer instances. This is again a rather small computation time compared to the 2 hour and 6 hour time limit used in (Tilk et al., 2020).

Aggregated results for the VRPRDL are shown in Table 3 and for the VRPHRDL in Table 4 . Each line refers to a group of instances with identical number $|N|$ of customers. The BPC

| Instances | \# | $\|N\|$ | BPC |  | $\Sigma$ Cost of MathHeu configurations |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Sveh | $\Sigma$ Cost | MH | MH+BS | MH+SPP | MH+SPP+BS |
| 1-5 | 5 | 15 | 24 | 6072 | 6072 | 6072 | 6072 | 6072 |
| 6-10 | 5 | 20 | 27 | 6848 | 6848 | 6848 | 6848 | 6848 |
| 11-20 | 10 | 30 | 68 | 18595 | 18595 | 18595 | 18595 | 18595 |
| 21-30 | 10 | 60 | 129 | 37213 | 37213 | 37213 | 37213 | 37213 |
| 31-40 | 10 | 120 | 189 | 53738 | 53759 | 53876 | 53738 | 53761 |
| 41-50_v1 | 10 | 40 | 94 | 29838 | 29838 | 29842 | 29838 | 29838 |
| 41-50_v2 | 10 | 40 | 74 | 21863 | 21863 | 21863 | 21863 | 21863 |
| Sum | 60 |  | 605 | 174167 | 174188 | 174309 | 174167 | 174190 |
| \#Best |  |  |  | 60 | 59 | 55 | 60 | 59 |

Table 3: Results for the VRPRDL benchmark of Ozbaygin et al. (2017)

| Instances | \# | $\|N\|$ | BPC |  | $\Sigma$ Cost of MathHeu configurations |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Vveh | $\Sigma \mathrm{Cost}$ | MH | MH+BS | MH+SPP | MH+SPP+BS |
| 1-5 | 5 | 15 | 19 | 5450 | 5450 | 5450 | 5450 | 5450 |
| 6-10 | 5 | 20 | 20 | 5604 | 5604 | 5604 | 5604 | 5604 |
| 11-20 | 10 | 30 | 52 | 15128 | 15128 | 15128 | 15128 | 15128 |
| 21-30 | 10 | 60 | 83 | 26800 | 26800 | 26800 | 26800 | 26800 |
| 31-40 | 10 | 120 | 128 | $38107^{\ddagger}$ | 37263 | 37349 | 37234 | 37232 |
| 41-50_v1 | 10 | 40 | 87 | 27996 | 27996 | 27996 | 27996 | 27996 |
| 41-50_v2 | 10 | 40 | 67 | 20958 | 20958 | 20962 | 20962 | 21029 |
| Sum | 60 |  | 456 | 140.043 | 139.199 | 139.289 | 139.174 | 139.239 |
| \#Best |  |  |  | 53 | 57 | 54 | 58 | 56 |

Table 4: Results for the VRPHRDL benchmark of Ozbaygin et al. (2017)
algorithm solves all 60 instances for the VRPRDL and 53 of 60 instances for the VRPHRDL benchmark set to proven optimality. The entry marked with ${ }^{\ddagger}$ indicates that best-known solution values have been used here, because optimality could not be proven by the BPC algorithm for seven instances in this group. Again, the best solution values are marked in bold.

Comparing the four matheuristic configurations, MH+SPP performs best on both problem variants. For the VRPRDL, all optimal solutions could be found, while for the three other configurations the results are between $0.01 \%$ and $0.04 \%$ worse than the optimal solutions. Regarding the VRPHRDL, the four configurations improve the cost over the solutions provided in Tilk et al. (2020). MH+SPP contributes with the largest improvement ( $0.6 \%$ ). Moreover, seven new best-known solutions have been computed. Detailed results can be found in Appendix B.

### 4.4 Results for the VRPMTW

We compare the MathHeu configurations with the ALNS of Larsen and Pacino (2019) on the adapted Solomon benchmark instances for the VRPMTW provided by Belhaiza et al. (2014). The algorithm of Belhaiza et al. minimizes the sum of the total routing cost and cost of the used vehicles. Since vehicle costs are fairly large, we run Algorithm 1 twice, first to minimize the number of vehicles (which is then bounded), and second to minimize the routing cost, similar to Ropke and Pisinger (2006a). The first phase tries to decrease the number of vehicles by removing the smallest route from the solution each time a feasible solution is found.

We report the best solution found out of 10 runs with an overall time budget of 600 seconds for both phases per instance. Larsen and Pacino (2019) used the same time limit and number of runs. Moreover, they performed their computational experiments on an Intel Core i7-4790K @ 4.00 GHz , which is 2.02 times faster than our processor (see PassMark-Software, 2020).

| Group | \# | ALNS |  | MathHeu configurations |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | MH |  | MH+BS |  | MH+SPP |  | MH+SPP+BS |  |
|  |  | Vveh | $\Sigma$ Cost | Eveh | $\Sigma$ Cost | Vveh | $\Sigma$ Cost | Eveh | $\Sigma$ Cost | $\Sigma \mathrm{veh}$ | $\Sigma$ Cost |
| rm 1 | 8 | 73 | 21831.5 | 73 | 21849.0 | 73 | 21830.8 | 73 | 21817.6 | 73 | 21825.3 |
| rm 2 | 8 | 16 | 21477.3 | 16 | 21489.3 | 16 | 21486.8 | 16 | 21500.4 | 16 | 21499.3 |
| cm 1 | 8 | 86 | 25821.1 | 84 | 25754.3 | 83 | 25750.5 | 83 | 25609.3 | 83 | 25550.6 |
| cm 2 | 8 | 37 | 33249.9 | 37 | 33265.4 | 37 | 33319.6 | 37 | 33279.0 | 37 | 33245.0 |
| rcm 1 | 8 | 82 | 25747.4 | 82 | 25805.2 | 82 | 25815.7 | 82 | 25801.7 | 82 | 25806.3 |
| rcm 2 | 8 | 16 | 21854.0 | 16 | 21865.0 | 16 | 21881.1 | 16 | 21881.1 | 16 | 21878.4 |
| Sum | 48 | 310 | $149981.2$ | 308 | 150028.1 | 307 | 150084.6 | 307 | 149889.1 | 307 | 149804.9 |
| \#Best |  |  | $18$ |  | 17 |  | 16 |  | 20 |  | 24 |

Table 5: Results for the VRPMTW benchmark of Belhaiza et al. (2014).
Table 5 shows aggregated results for the six groups of instances ( $\mathrm{R}=$ random, $\mathrm{C}=$ clustered, or $\mathrm{RC}=$ partly random, partly clustered; series 1 and 2 with tight and wide time windows, respectively). Detailed results per instance are presented in Appendix C.

Comparing all five algorithms, the ALNS produces solutions with more vehicles than our MathHeu configurations, which is caused by the different performance in the group CM1. Regarding the overall-cost objective, results over all five algorithms are rather similar (total differences are below $0.2 \%$ ) . MH+SPP+BS performs best, it improves the results of the ALNS by $0.11 \%$ and provides the most best-known solutions. Over the 48 instances, 23 new best solutions are found by (at least) one of the four MathHeu configurations.

### 4.5 Results for the VRPDO

For the VRPDO, we test the MathHeu configurations on the instances proposed by Dumez et al. (2020). The required service levels are given by $\beta_{1}=80 \%$ and $\beta_{2}=90 \%$. The time budget is set to 300 seconds for 100 -customer instances and 2000 seconds for 200 -customer instances.

We rerun the LNS of Dumez et al. (2020) on all instances with the new time limit. The tests were performed on the same computer.

Recall that the VRPDO has a hierarchical objective. Thus, similar to Ropke and Pisinger (2006a), Algorithm 1 is run twice, first to minimize the number of vehicles (which is then bounded), and second to minimize the routing cost. The first phase systematically removes the smallest route from the current solution each time a feasible solution is found.

Table 6 presents the aggregated results. Each line refers to a group of instances with identical number of customers and options. Detailed results can be found in Appendix D.

| Group | \# | LNS |  | MathHeu configurations |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | MH |  | MH+BS |  | MH+SPP |  | MH+SPP+BS |  |
|  |  | $\Sigma$ veh | $\Sigma$ Cost | $\Sigma$ veh | $\Sigma$ Cost | इveh | $\Sigma$ Cost | Vveh | $\Sigma$ Cost | $\Sigma$ veh | $\Sigma$ Cost |
| U100 | 10 | 105 | 6489.95 | 105 | 6558.55 | 105 | 6612.34 | 105 | 6528.21 | 105 | 6548.26 |
| U200 | 10 | 205 | 13421.93 | 205 | 11959.32 | 205 | 11983.34 | 205 | 11768.85 | 205 | 11786.57 |
| V100 | 10 | 104 | 7031.37 | 104 | 7078.08 | 104 | 7070.62 | 104 | 7026.62 | 104 | 7052.34 |
| V200 | 10 | 204 | 15089.31 | 204 | 13716.05 | 204 | 13725.32 | 203 | 13741.99 | 204 | 13540.19 |
| UBC100 | 10 | 40 | 3624.20 | 40 | 3593.88 | 40 | 3657.44 | 40 | 3599.04 | 40 | 3612.59 |
| UBC200 | 10 | 80 | 6338.74 | 80 | 6062.81 | 80 | 6227.54 | 80 | 6072.03 | 80 | 6232.32 |
| Sum | 60 | 738 | 51995.49 | 738 | 48968.69 | 738 | 49276.59 | 737 | 48736.75 | 738 | 48772.27 |
| \#Best |  |  | 10 |  | 12 |  | 6 |  | 22 |  | 23 |

Table 6: Results for the VRPDO benchmark of Dumez et al. (2020)
Overall, the four MathHeu configurations clearly outperform the LNS that is also equipped with a SPP component which is only controlled with a much simpler manner compared to the new adaptive layer, see Section 4.1. Among the MathHeu configurations, MH+SPP produces the best results with 737 routes and the smallest routing costs. Indeed, MH+SPP is the only configuration that is able to find a solution with 20 vehicles on instance V_200_3. For all other instances the minimum number of vehicles is identical over all configurations. MH + SPP improves the results compared to LNS by $6.3 \%$ on average. It finds the best-known solution on 22 of the 60 instances.

Configuration MH+SPP+BS performs very similar to MH+SPP. It finds one more best-known solution and the solution quality is less than $0.1 \%$ worse. Moreover, the detailed results of Appendix $D$ show that configuration $M H+S P P+B S$ exclusively finds new best solutions for 14 instances. Overall, the four MathHeu configurations together provide 41 new best-known solutions.

### 4.6 Summary

To summarize the results for the four GVRPTW variants, we group all instances according to different criteria to further assess the performance of the matheuristic configurations. To this end, we report the gap to the best-known solution and the number of best-known solutions found. Formally, the gap (in percent) is computed as $100 \cdot(U B-B K S) / B K S$, where $B K S$ is the best-known solution value from the literature and $U B$ is the best solution value found by the respective algorithm.

For the VRPDO, we consider only instances for which all four configurations achieve a solution with the same number of vehicles. As a consequence, the instance V_200_3 is disregarded.

We group the instances according to the VRP variant, the number of customers per route in the BKS, and the number of options per customer.

Table 7 shows aggregated results regarding the performance per group: The first column indicates the category used for grouping the instances, the second column gives the value defining the group, and the third column shows the number of instances in that group. The next four columns report the average gap and the last four columns report the number of best-known solutions found. In each line, the smallest average gap and the largest number of BKSs found are highlighted in bold. Regarding the different problem variants, all configurations except

| Results grouped by |  | \# | \% Gap |  |  |  | \# BKS |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | MH | MH+BS | MH+SPP | MH+SPP+BS | MH | MH+BS | MH+SPP | MH+SPP+BS |
| Variant | GVRPTW |  | 20 | 0.27 | 0.47 | 0.25 | 0.27 | 11 | 8 | 10 | 11 |
|  | VRPRDL | 60 | 0.01 | 0.04 | 0.00 | 0.01 | 59 | 55 | 60 | 59 |
|  | VRPHRDL | 60 | 0.04 | 0.08 | 0.03 | 0.08 | 57 | 54 | 58 | 56 |
|  | VRPMTW | 48 | 0.32 | 0.35 | 0.23 | 0.18 | 17 | 16 | 20 | 24 |
|  | VRPDO | 59 | 1.28 | 2.24 | 0.73 | 1.31 | 12 | 6 | 22 | 23 |
| Customers per Route | [0.6[ | 77 | 0.00 | 0.03 | 0.00 | 0.00 | 77 | 75 | 77 | 77 |
|  | $[6,10)$ | 83 | 0.37 | 0.45 | 0.21 | 0.20 | 50 | 43 | 56 | 59 |
|  | $[10,20)$ | 44 | 1.06 | 1.31 | 0.41 | 0.55 | 11 | 11 | 24 | 23 |
|  | $[20, \infty)$ | 43 | 0.50 | 1.60 | 0.61 | 1.30 | 18 | 10 | 12 | 14 |
| Options per Customer | $[1,2)$ | 32 | 0.95 | 0.95 | 0.46 | 0.44 | 4 | 9 | 11 | 14 |
|  | $[2,3)$ | 52 | 0.96 | 2.08 | 0.65 | 1.30 | 19 | 9 | 21 | 22 |
|  | $[3,4)$ | 97 | 0.04 | 0.09 | 0.03 | 0.02 | 90 | 83 | 91 | 91 |
|  | $[4, \infty)$ | 66 | 0.22 | 0.28 | 0.14 | 0.19 | 43 | 38 | 46 | 46 |
| Total |  | 247 | 0.40 | 0.67 | 0.25 | 0.39 | 156 | 139 | 169 | 173 |

Table 7: Performance of the four matheuristic configurations
MH + BS perform rather similarly on the instances for the GVRPTW, VRPRDL, and VRPHRDL. For VRPMTW instances, $\mathrm{MH}+\mathrm{SPP}+\mathrm{BS}$ is clearly the best configuration, and for the VRPDO instances, $\mathrm{MH}+\mathrm{SPP}$ is the best. In particular, regarding '\# BKS', the two configurations with the SPP component outperform their counterparts without SPP component on the VRPMTW and VRPDO.

The rather bad performance of the BS component on VRPDO instances can be attributed to the additional synchronizations constraints only present in this variant. These constraints imply that a larger set of resources has to be taken into account in the label-setting algorithm. As a result, the practical difficulty of the SPPRC increases substantially, making the BS component too time-consuming relative to the improvements obtained with BS.

When instances are grouped according to route length, we can clearly see that the two exact components (i.e., MH+SPP+BS) are beneficial for the route lengths between 6 and 20 customers. There is nearly no difference between configurations for routes with 6 or less customers, while the exact components worsen the results for more than 20 customers.

When grouped according to the number of options per request, it seems that gaps decrease when the number of options per customer rises. However, this trend is not clear cut. Other instance characteristics seem to be more important.

Summarizing, configuration MH+BS performs worst, while both configurations MH+SPP and MH + SPP + BS are very competitive. The former produces the best gaps, while the latter provides the most BKS. Both configurations are also complementing each other well, because the overlap between the 169 and 173 BKS (see last two columns of Table 7) is only 145 instances. We can also conclude that the BS component is only beneficial in combination with the SPP component.

## 5 Conclusions

The GVRPTW is the archetypal problem in vehicle routing that combines time window constraints and delivery options. It exists in several variants under different names, sometimes focussing on particular aspects (VRPRDL, VRPMTW). We consider additional inter-route resource constraints giving rise to the so-called vehicle routing problem with delivery options (VRPDO), which captures two very important practical side constraints that can be found in last-mile delivery, e.g., in postal and package delivery applications. On the one hand, customers value the delivery options (home delivery, delivery to a locker or shop etc.) differently so that service-level constraints become relevant. On the other hand, delivery options of different customers may share limited capacities, e.g., restricted space for storage in lockers and shops from where customers retrieve their packages. The VRPDO adds these constraints to the basic GVRPTW.

In this paper, we presented a new LNS-based matheuristic that can cope with GVRPTW variants, in particular also with the most general and more involved VRPDO. The new matheuristic has an adaptive layer that controls the size of the destroy operation and the use of two (optional) exact components. The latter exact components allow an improvement of solutions when the standard LNS process stalls. The first component utilizes a MIP solver and SPP formulation that selects routes from a larger pool of potential routes. The second component uses BS neighborhood that we adapt for the use in a multiple vehicle context with capacity, time window, and inter-route constraints. Both components are, compared to a single LNS iteration, very time-consuming. Hence, the adaptive layer very carefully controls how often and when the exact components are invoked.

The primary focus of our research is the evaluation of the adaptive layer as well as the two exact components. We compare four different configurations of the new matheuristic ( $\mathrm{MH}, \mathrm{MH}+\mathrm{BS}$, $M H+S P P$, and $M H+S P P+B S$, i.e., with and without SPP and BS component) among each other and against state-of-the-art algorithms for the GVRPTW, VRPRDL, VRPHRDL, VRPMTW, and VRPDO. The experiments are conducted on standard benchmarks for these problems and have led to the following insights:

- A key success factor of the underlying LNS is the tremendous number of iterations that can be performed thanks to the small destroy moves, while the search is diversified by larger destroy moves if necessary. The way the adaptive layer selects small and fast or large destroy moves already makes the new matheuristic superior to an older LNS (see Section 4.5).
- The two configurations with the SPP component outperform their counterparts without SPP component regarding average gaps to best-known solutions (BKS) from the literature and the number of BKS computed (Table 7).
- The configuration with the BS component alone $(\mathrm{MH}+\mathrm{BS})$ is inferior. In particular, for the VRPDO, the presence of many inter-route constraints that must be handled within the BS neighborhood exploration makes the BS component too time-consuming (see Section 4.5). However, when combined with SPP the resulting configuration $\mathrm{MH}+\mathrm{SPP}+\mathrm{BS}$ is competitive.
- The practical difficulty of the VRPDO is well reflected in the results delivered by all matheuristic configurations. Average gaps of $0.73 \%$ for the VRPDO are much bigger than gaps for the other GVRPTW variants which fall below $0.25 \%$ (Table 7 ).
- Compared to state-of-the-art metaheuristics from the literature, the new matheuristic is much faster (factor 7 for the GVRPTW; factor 2 for the VRPMTW, see Sections 4.2 and 4.4.
- For the VRPRDL (VRPHRDL), the comparison against a recent exact branch-price-and-cut algorithm shows that configuration MH + SPP finds all (all except one) known optimal solutions in a fraction of the computation time available for the exact algorithm. In addition, all configurations together provide new best-known solutions for all instances that were not
solved to proven optimality by the branch-price-and-cut algorithm (Section 4.3).
- Overall, without manual problem-specific parameter tuning of the matheuristic, we provide 81 new best-known solutions for the GVRPTW, VRPHRDL, VRPMTW, and VRPDO.
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## A Detailed results for the GVRPTW instances

| Instance | MH |  |  |  | MH+BS |  |  |  | MH+SPP |  |  |  | MH+SPP+BS |  |  |  | Time [s] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Average |  | Best of 5 |  | Average |  | Best of 5 |  | Average |  | Best of 5 |  | Average |  | Best of 5 |  |  |
|  | \#veh | Cost | \#veh | Cost | \#veh | Cost | \#veh | Cost | \#veh | Cost | \#veh | Cost | \#veh | Cost | \#veh | Cost |  |
| i-030-04-08 | 4 | 3497.00 | 4 | 3497 | 4 | 3497.00 | 4 | 3497 | 4 | 3497.00 | 4 | 3497 | 4 | 3497.00 | 4 | 3497 | 5 |
| i-030-08-12 | 4.6 | 3152.29 | 4 | 2796 | 4.4 | 3066.71 | 4 | 2796 | 4.4 | 2771.14 | 4 | 2796 | 4.2 | 2802.00 | 4 | 2796 | 5 |
| i-040-04-08 | 6 | 3841.67 | 6 | 3811 | 6 | 3837.00 | 6 | 3811 | 6 | 3818.00 | 6 | 3811 | 6 | 3823.67 | 6 | 3811 | 8 |
| i-040-08-12 | 6.7 | 4094.83 | 6 | 3768 | 6.7 | 4100.00 | 6 | 3768 | 6.7 | 3820.00 | 6 | 3768 | 6.5 | 3908.67 | 6 | 3768 | 8 |
| i-050-04-08 | 8 | 5485.17 | 8 | 5447 | 8 | 5458.83 | 8 | 5447 | 8 | 5451.33 | 8 | 5439 | 8 | 5479.80 | 8 | 5447 | 11 |
| i-050-08-12 | 8 | 4070.33 | 8 | 4034 | 8 | 4055.00 | 8 | 4034 | 8 | 4043.67 | 8 | 4034 | 8 | 4034.00 | 8 | 4034 | 11 |
| i-060-04-08 | 8 | 5936.40 | 8 | 5908 | 8 | 5972.40 | 8 | 5926 | 8 | 5936.80 | 8 | 5919 | 8 | 5941.40 | 8 | 5926 | 14 |
| i-060-08-12 | 8 | 4327.40 | 8 | 4303 | 8 | 4396.40 | 8 | 4303 | 8 | 4413.20 | 8 | 4303 | 8 | 4395.60 | 8 | 4332 | 14 |
| i-070-04-08 | 10 | 6266.80 | 10 | 6246 | 10 | 6273.80 | 10 | 6246 | 10 | 6249.60 | 10 | 6224 | 10 | 6254.00 | 10 | 6246 | 22 |
| i-070-08-12 | 10 | 4734.20 | 10 | 4644 | 10 | 4803.20 | 10 | 4644 | 10 | 4728.40 | 10 | 4644 | 10 | 4780.20 | 10 | 4644 | 22 |
| i-080-04-08 | 12 | 7428.20 | 12 | 7390 | 12 | 7472.00 | 12 | 7394 | 12 | 7427.00 | 12 | 7394 | 12 | 7463.40 | 12 | 7394 | 27 |
| i-080-08-12 | 12 | 5718.40 | 12 | 5686 | 12 | 5802.80 | 12 | 5661 | 12 | 5752.20 | 12 | 5692 | 12 | 5772.00 | 12 | 5661 | 27 |
| i-090-04-08 | 11.4 | 7514.80 | 11 | 7187 | 11.4 | 7418.20 | 11 | 7182 | 11.4 | 7431.40 | 11 | 7187 | 11.6 | 7508.80 | 11 | 7215 | 32 |
| i-090-08-12 | 11 | 6113.00 | 11 | 5903 | 11 | 5937.20 | 11 | 5869 | 11 | 5938.40 | 11 | 5830 | 11 | 5956.40 | 11 | 5808 | 32 |
| i-100-04-08 | 14 | 7394.80 | 14 | 7308 | 14 | 7407.60 | 14 | 7349 | 14 | 7377.60 | 14 | 7295 | 14 | 7346.20 | 14 | 7295 | 38 |
| i-100-08-12 | 14 | 6643.20 | 14 | 6546 | 14 | 6648.40 | 14 | 6546 | 14 | 6677.60 | 14 | 6585 | 14 | 6677.40 | 14 | 6606 | 38 |
| i-110-04-08 | 16 | 8768.60 | 16 | 8696 | 16 | 8766.60 | 16 | 8720 | 16 | 8726.00 | 16 | 8711 | 16 | 8709.60 | 16 | 8687 | 45 |
| i-110-08-12 | 16 | 6379.80 | 16 | 6249 | 16 | 6611.80 | 16 | 6487 | 16 | 6406.20 | 16 | 6338 | 16 | 6394.60 | 16 | 6310 | 45 |
| i-120-04-08 | 15 | 8356.60 | 15 | 8344 | 15 | 8402.60 | 15 | 8357 | 15 | 8355.20 | 15 | 8344 | 15 | 8356.80 | 15 | 8344 | 60 |
| i-120-08-12 | 15 | 7018.80 | 15 | 6829 | 15 | 7005.80 | 15 | 6829 | 15 | 6859.80 | 15 | 6774 | 15 | 6877.40 | 15 | 6774 | 60 |
| Total | 209.6 | 116742.29 | 208 | 114592 | 209.5 | 116933.35 | 208 | 114866 | 209.5 | 115680.54 | 208 | 114585 | 209.3 | 115978.93 | 208 | 114595 | 524 |

Table 8: Detailed results for the GVRPTW instances

## B Detailed results for the VRPRDL and VRPHRDL instances

| Instance | MH |  |  |  | MH+BS |  |  |  | MH+SPP |  |  |  | MH+SPP + BS |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Average |  | Best of 5 |  | Average |  | Best of 5 |  | Average |  | Best of 5 |  | Average |  | Best of 5 |  |
|  | \#veh | Cost | \#veh | Cost | \#veh | Cost | \#veh | Cost | \#veh | Cost | \#veh | Cost | \#veh | Cost | \#veh | Cost |
| instance_0 | 4.0 | 901.0 | 4 | 901 | 4.0 | 901.0 | 4 | 901 | 4.0 | 901.0 | 4 | 901 | 4.0 | 901.0 | 4 | 901 |
| instance_1 | 5.0 | 1286.0 | 5 | 1286 | 5.0 | 1286.0 | 5 | 1286 | 5.0 | 1286.0 | 5 | 1286 | 5.0 | 1286.0 | 5 | 1286 |
| instance_2 | 4.0 | 991.0 | 4 | 991 | 4.0 | 991.0 | 4 | 991 | 4.0 | 991.0 | 4 | 991 | 4.0 | 991.0 | 4 | 991 |
| instance_3 | 5.0 | 1062.0 | 5 | 1062 | 5.0 | 1062.0 | 5 | 1062 | 5.0 | 1062.0 | 5 | 1062 | 5.0 | 1062.0 | 5 | 1062 |
| instance_4 | 6.0 | 1832.0 | 6 | 1832 | 6.0 | 1832.0 | 6 | 1832 | 6.0 | 1832.0 | 6 | 1832 | 6.0 | 1832.0 | 6 | 1832 |
| instance_5 | 5.0 | 1294.0 | 5 | 1294 | 5.0 | 1294.0 | 5 | 1294 | 5.0 | 1294.0 | 5 | 1294 | 5.0 | 1294.0 | 5 | 1294 |
| instance_6 | 4.0 | 1155.0 | 4 | 1155 | 4.0 | 1155.0 | 4 | 1155 | 4.0 | 1155.0 | 4 | 1155 | 4.0 | 1155.0 | 4 | 1155 |
| instance_7 | 6.0 | 1455.0 | 6 | 1455 | 6.0 | 1455.0 | 6 | 1455 | 6.0 | 1455.0 | 6 | 1455 | 6.0 | 1455.0 | 6 | 1455 |
| instance_8 | 5.0 | 1260.0 | 5 | 1260 | 5.0 | 1260.0 | 5 | 1260 | 5.0 | 1260.0 | 5 | 1260 | 5.0 | 1260.0 | 5 | 1260 |
| instance_9 | 7.0 | 1684.0 | 7 | 1684 | 7.0 | 1684.0 | 7 | 1684 | 7.0 | 1684.0 | 7 | 1684 | 7.0 | 1684.0 | 7 | 1684 |
| instance_10 | 7.0 | 1922.0 | 7 | 1922 | 7.0 | 1922.0 | 7 | 1922 | 7.0 | 1922.0 | 7 | 1922 | 7.0 | 1922.0 | 7 | 1922 |
| instance_11 | 8.0 | 2324.0 | 8 | 2324 | 8.0 | 2324.0 | 8 | 2324 | 8.0 | 2324.0 | 8 | 2324 | 8.0 | 2324.0 | 8 | 2324 |
| instance_12 | 6.0 | 1747.0 | 6 | 1747 | 6.0 | 1747.0 | 6 | 1747 | 6.0 | 1747.0 | 6 | 1747 | 6.0 | 1747.0 | 6 | 1747 |
| instance_13 | 6.0 | 1273.0 | 6 | 1273 | 6.0 | 1273.0 | 6 | 1273 | 6.0 | 1273.0 | 6 | 1273 | 6.0 | 1273.0 | 6 | 1273 |
| instance_14 | 6.0 | 1694.0 | 6 | 1694 | 6.0 | 1694.0 | 6 | 1694 | 6.0 | 1694.0 | 6 | 1694 | 6.0 | 1694.0 | 6 | 1694 |
| instance_15 | 7.0 | 1938.0 | 7 | 1938 | 7.0 | 1938.0 | 7 | 1938 | 7.0 | 1938.0 | 7 | 1938 | 7.0 | 1938.0 | 7 | 1938 |
| instance_16 | 8.0 | 1965.0 | 8 | 1965 | 8.0 | 1965.0 | 8 | 1965 | 8.0 | 1965.0 | 8 | 1965 | 8.0 | 1965.0 | 8 | 1965 |
| instance_17 | 7.0 | 1827.0 | 7 | 1827 | 7.0 | 1827.0 | 7 | 1827 | 7.0 | 1827.0 | 7 | 1827 | 7.0 | 1827.0 | 7 | 1827 |
| instance_18 | 7.0 | 2083.0 | 7 | 2083 | 7.0 | 2083.0 | 7 | 2083 | 7.0 | 2083.0 | 7 | 2083 | 7.0 | 2083.0 | 7 | 2083 |
| instance_19 | 6.0 | 1822.0 | 6 | 1822 | 6.0 | 1822.0 | 6 | 1822 | 6.0 | 1822.0 | 6 | 1822 | 6.0 | 1822.0 | 6 | 1822 |
| instance_20 | 13.0 | 3761.0 | 13 | 3761 | 13.0 | 3761.0 | 13 | 3761 | 13.0 | 3761.0 | 13 | 3761 | 13.0 | 3761.0 | 13 | 3761 |
| instance_21 | 10.0 | 2828.0 | 10 | 2828 | 10.0 | 2828.0 | 10 | 2828 | 10.0 | 2828.0 | 10 | 2828 | 10.0 | 2828.0 | 10 | 2828 |
| instance_22 | 16.0 | 4440.0 | 16 | 4440 | 16.0 | 4440.0 | 16 | 4440 | 16.0 | 4440.0 | 16 | 4440 | 16.0 | 4440.0 | 16 | 4440 |
| instance_23 | 11.0 | 3378.0 | 11 | 3378 | 11.0 | 3378.0 | 11 | 3378 | 11.0 | 3378.0 | 11 | 3378 | 11.0 | 3378.0 | 11 | 3378 |
| instance_24 | 11.0 | 3161.0 | 11 | 3161 | 11.0 | 3162.5 | 11 | 3161 | 11.0 | 3161.4 | 11 | 3161 | 11.0 | 3161.0 | 11 | 3161 |
| instance_25 | 16.0 | 4536.0 | 16 | 4536 | 16.0 | 4536.0 | 16 | 4536 | 16.0 | 4536.0 | 16 | 4536 | 16.0 | 4536.0 | 16 | 4536 |
| instance_26 | 10.0 | 2865.0 | 10 | 2865 | 10.0 | 2865.0 | 10 | 2865 | 10.0 | 2865.0 | 10 | 2865 | 10.0 | 2865.0 | 10 | 2865 |
| instance_27 | 14.0 | 4173.0 | 14 | 4173 | 14.0 | 4173.0 | 14 | 4173 | 14.0 | 4173.0 | 14 | 4173 | 14.0 | 4173.0 | 14 | 4173 |
| instance_28 | 14.0 | 3964.0 | 14 | 3964 | 14.0 | 3964.0 | 14 | 3964 | 14.0 | 3964.0 | 14 | 3964 | 14.0 | 3964.0 | 14 | 3964 |
| instance_29 | 14.0 | 4107.0 | 14 | 4107 | 14.0 | 4107.0 | 14 | 4107 | 14.0 | 4107.0 | 14 | 4107 | 14.0 | 4107.0 | 14 | 4107 |
| instance_30 | 17.0 | 4935.0 | 17 | 4935 | 17.0 | 4935.0 | 17 | 4935 | 17.0 | 4935.0 | 17 | 4935 | 17.0 | 4935.0 | 17 | 4935 |
| instance_31 | 18.0 | 5269.3 | 18 | 5258 | 18.0 | 5311.0 | 18 | 5267 | 18.0 | 5258.0 | 18 | 5258 | 18.0 | 5261.6 | 18 | 5258 |
| instance_32 | 18.0 | 5061.0 | 18 | 5061 | 18.0 | 5061.6 | 18 | 5061 | 18.0 | 5061.0 | 18 | 5061 | 18.0 | 5061.0 | 18 | 5061 |


|  | instance_33 | 17.0 | 5248.2 | 17 | 5218 | 17.0 | 5259.8 | 17 | 5220 | 17.0 | 5218.0 | 17 | 5218 | 17.0 | 5218.0 | 17 | 5218 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | instance_34 | 20.0 | 5521.0 | 20 | 5498 | 20.0 | 5525.2 | 20 | 5498 | 20.0 | 5511.8 | 20 | 5498 | 20.0 | 5529.5 | 20 | 5521 |
|  | instance_35 | 22.0 | 6498.0 | 22 | 6498 | 22.0 | 6621.0 | 22 | 6621 | 22.0 | 6498.0 | 22 | 6498 | 22.0 | 6503.3 | 22 | 6498 |
|  | instance_36 | 17.0 | 4850.5 | 17 | 4830 | 17.0 | 4856.3 | 17 | 4830 | 17.0 | 4833.3 | 17 | 4830 | 17.0 | 4832.5 | 17 | 4830 |
|  | instance_37 | 22.0 | 5618.4 | 22 | 5604 | 22.0 | 5631.3 | 22 | 5604 | 22.0 | 5604.0 | 22 | 5604 | 22.0 | 5604.0 | 22 | 5604 |
|  | instance_38 | 21.0 | 5842.0 | 21 | 5841 | 21.0 | 5863.8 | 21 | 5841 | 21.0 | 5841.0 | 21 | 5841 | 21.0 | 5845.8 | 21 | 5841 |
|  | instance_39 | 17.8 | 5194.3 | 17 | 5016 | 17.3 | 5076.0 | 17 | 4999 | 17.0 | 5004.5 | 17 | 4995 | 17.0 | 5002.2 | 17 | 4995 |
|  | 41_v1 | 10.0 | 3203.0 | 10 | 3203 | 10.0 | 3211.2 | 10 | 3203 | 10.0 | 3203.0 | 10 | 3203 | 10.0 | 3211.2 | 10 | 3203 |
|  | 42_v1 | 9.0 | 2799.0 | 9 | 2799 | 9.0 | 2799.0 | 9 | 2799 | 9.0 | 2799.0 | 9 | 2799 | 9.0 | 2799.0 | 9 | 2799 |
|  | 43_v1 | 8.0 | 2604.6 | 8 | 2603 | 8.0 | 2607.0 | 8 | 2607 | 8.0 | 2606.0 | 8 | 2603 | 8.0 | 2605.4 | 8 | 2603 |
|  | 44_v1 | 7.0 | 2261.0 | 7 | 2261 | 7.0 | 2261.0 | 7 | 2261 | 7.0 | 2261.0 | 7 | 2261 | 7.0 | 2261.0 | 7 | 2261 |
|  | 45_v1 | 10.0 | 3217.0 | 10 | 3217 | 10.0 | 3217.0 | 10 | 3217 | 10.0 | 3217.0 | 10 | 3217 | 10.0 | 3217.0 | 10 | 3217 |
|  | 46_v1 | 9.0 | 2805.0 | 9 | 2805 | 9.0 | 2805.0 | 9 | 2805 | 9.0 | 2805.0 | 9 | 2805 | 9.0 | 2805.0 | 9 | 2805 |
|  | 47_v1 | 10.0 | 3339.0 | 10 | 3339 | 10.0 | 3339.0 | 10 | 3339 | 10.0 | 3339.0 | 10 | 3339 | 10.0 | 3339.0 | 10 | 3339 |
|  | 48_v1 | 10.0 | 3325.0 | 10 | 3325 | 10.0 | 3325.0 | 10 | 3325 | 10.0 | 3325.0 | 10 | 3325 | 10.0 | 3325.0 | 10 | 3325 |
|  | 49_v1 | 11.0 | 3534.0 | 11 | 3534 | 11.0 | 3534.0 | 11 | 3534 | 11.0 | 3534.0 | 11 | 3534 | 11.0 | 3534.0 | 11 | 3534 |
|  | 50_v1 | 10.0 | 2752.0 | 10 | 2752 | 10.0 | 2752.0 | 10 | 2752 | 10.0 | 2752.0 | 10 | 2752 | 10.0 | 2752.0 | 10 | 2752 |
|  | 41_v2 | 7.0 | 2133.0 | 7 | 2133 | 7.0 | 2133.4 | 7 | 2133 | 7.0 | 2133.0 | 7 | 2133 | 7.0 | 2133.0 | 7 | 2133 |
|  | 42_v2 | 6.0 | 1946.0 | 6 | 1946 | 6.0 | 1946.0 | 6 | 1946 | 6.0 | 1946.0 | 6 | 1946 | 6.0 | 1946.0 | 6 | 1946 |
|  | 43_v2 | 8.0 | 1966.0 | 8 | 1966 | 8.0 | 1966.0 | 8 | 1966 | 8.0 | 1966.0 | 8 | 1966 | 8.0 | 1966.0 | 8 | 1966 |
| O | 44_v2 | 6.0 | 1610.0 | 6 | 1610 | 6.0 | 1610.0 | 6 | 1610 | 6.0 | 1610.0 | 6 | 1610 | 6.0 | 1610.0 | 6 | 1610 |
|  | 45_v2 | 8.0 | 2478.0 | 8 | 2478 | 8.0 | 2478.0 | 8 | 2478 | 8.0 | 2478.0 | 8 | 2478 | 8.0 | 2478.0 | 8 | 2478 |
|  | 46_v2 | 8.0 | 2469.0 | 8 | 2469 | 8.0 | 2469.0 | 8 | 2469 | 8.0 | 2469.0 | 8 | 2469 | 8.0 | 2469.0 | 8 | 2469 |
|  | 47_v2 | 7.0 | 1946.0 | 7 | 1946 | 7.0 | 1946.0 | 7 | 1946 | 7.0 | 1946.0 | 7 | 1946 | 7.0 | 1946.0 | 7 | 1946 |
|  | 48_v2 | 8.0 | 2380.0 | 8 | 2380 | 8.0 | 2380.0 | 8 | 2380 | 8.0 | 2380.0 | 8 | 2380 | 8.0 | 2380.0 | 8 | 2380 |
|  | 49_v2 | 8.0 | 2492.0 | 8 | 2492 | 8.0 | 2492.5 | 8 | 2492 | 8.0 | 2492.0 | 8 | 2492 | 8.0 | 2492.0 | 8 | 2492 |
|  | 50_v2 | 8.0 | 2443.0 | 8 | 2443 | 8.0 | 2444.8 | 8 | 2443 | 8.0 | 2443.0 | 8 | 2443 | 8.0 | 2443.0 | 8 | 2443 |
|  | total | 605.8 | 174468.2 | 605 | 174188 | 605.3 | 174586.2 | 605 | 174309 | 605.0 | 174197.0 | 605 | 174167 | 605.0 | 174232.4 | 605 | 174190 |

Table 9: Detailed results for the VRPRDL instances

| Instance | MH |  |  |  | MH+BS |  |  |  | MH+SPP |  |  |  | MH+SPP + ${ }^{\text {S }}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Average |  | Best of 5 |  | Average |  | Best of 5 |  | Average |  | Best of 5 |  | Average |  | Best of 5 |  |
|  | \#veh | Cost | \#veh | Cost | \#veh | Cost | \#veh | Cost | \#veh | Cost | \#veh | Cost | \#veh | Cost | \#veh | Cost |
| instance_0 | 3.0 | 773.0 | 3 | 773 | 3.0 | 773.0 | 3 | 773 | 3.0 | 773.0 | 3 | 773 | 3.0 | 773.0 | 3 | 773 |
| instance_1 | 4.0 | 1065.0 | 4 | 1065 | 4.0 | 1065.0 | 4 | 1065 | 4.0 | 1065.0 | 4 | 1065 | 4.0 | 1065.0 | 4 | 1065 |
| instance_2 | 3.0 | 988.0 | 3 | 988 | 3.0 | 988.0 | 3 | 988 | 3.0 | 988.0 | 3 | 988 | 3.0 | 988.0 | 3 | 988 |
| instance_3 | 3.0 | 914.0 | 3 | 914 | 3.0 | 914.0 | 3 | 914 | 3.0 | 914.0 | 3 | 914 | 3.0 | 914.0 | 3 | 914 |
| instance_4 | 6.0 | 1710.0 | 6 | 1710 | 6.0 | 1710.0 | 6 | 1710 | 6.0 | 1710.0 | 6 | 1710 | 6.0 | 1710.0 | 6 | 1710 |
| instance_5 | 4.0 | 1099.0 | 4 | 1099 | 4.0 | 1099.0 | 4 | 1099 | 4.0 | 1099.0 | 4 | 1099 | 4.0 | 1099.0 | 4 | 1099 |
| instance_6 | 3.0 | 996.0 | 3 | 996 | 3.0 | 996.0 | 3 | 996 | 3.0 | 996.0 | 3 | 996 | 3.0 | 996.0 | 3 | 996 |
| instance_7 | 5.0 | 1346.0 | 5 | 1346 | 5.0 | 1346.0 | 5 | 1346 | 5.0 | 1346.0 | 5 | 1346 | 5.0 | 1346.0 | 5 | 1346 |
| instance_8 | 4.0 | 997.0 | 4 | 997 | 4.0 | 997.0 | 4 | 997 | 4.0 | 997.0 | 4 | 997 | 4.0 | 997.0 | 4 | 997 |
| instance_9 | 4.0 | 1166.0 | 4 | 1166 | 4.0 | 1166.0 | 4 | 1166 | 4.0 | 1166.0 | 4 | 1166 | 4.0 | 1166.0 | 4 | 1166 |
| instance_10 | 5.0 | 1595.8 | 5 | 1587 | 5.0 | 1595.8 | 5 | 1587 | 5.0 | 1595.8 | 5 | 1587 | 5.0 | 1595.6 | 5 | 1587 |
| instance_11 | 6.0 | 1808.0 | 6 | 1808 | 6.0 | 1808.0 | 6 | 1808 | 6.0 | 1808.0 | 6 | 1808 | 6.0 | 1808.0 | 6 | 1808 |
| instance_12 | 6.0 | 1563.0 | 6 | 1563 | 6.0 | 1563.0 | 6 | 1563 | 6.0 | 1563.0 | 6 | 1563 | 6.0 | 1563.0 | 6 | 1563 |
| instance_13 | 4.0 | 1058.0 | 4 | 1058 | 4.0 | 1058.0 | 4 | 1058 | 4.0 | 1058.0 | 4 | 1058 | 4.0 | 1058.0 | 4 | 1058 |
| instance_14 | 5.0 | 1347.0 | 5 | 1347 | 5.0 | 1347.0 | 5 | 1347 | 5.0 | 1347.0 | 5 | 1347 | 5.0 | 1347.0 | 5 | 1347 |
| instance_15 | 5.0 | 1517.0 | 5 | 1517 | 5.0 | 1517.0 | 5 | 1517 | 5.0 | 1517.0 | 5 | 1517 | 5.0 | 1517.0 | 5 | 1517 |
| instance_16 | 5.0 | 1445.0 | 5 | 1445 | 5.0 | 1445.0 | 5 | 1445 | 5.0 | 1445.0 | 5 | 1445 | 5.0 | 1445.0 | 5 | 1445 |
| instance_17 | 5.0 | 1627.0 | 5 | 1627 | 5.0 | 1627.0 | 5 | 1627 | 5.0 | 1627.0 | 5 | 1627 | 5.0 | 1627.0 | 5 | 1627 |
| instance_18 | 5.0 | 1461.0 | 5 | 1461 | 5.0 | 1461.0 | 5 | 1461 | 5.0 | 1461.0 | 5 | 1461 | 5.0 | 1461.0 | 5 | 1461 |
| instance_19 | 6.0 | 1715.0 | 6 | 1715 | 6.0 | 1715.0 | 6 | 1715 | 6.0 | 1715.0 | 6 | 1715 | 6.0 | 1715.0 | 6 | 1715 |
| instance_20 | 8.0 | 2597.6 | 8 | 2580 | 8.0 | 2585.6 | 8 | 2580 | 8.0 | 2580.0 | 8 | 2580 | 8.0 | 2580.0 | 8 | 2580 |
| instance_21 | 7.0 | 2206.0 | 7 | 2206 | 7.0 | 2206.0 | 7 | 2206 | 7.0 | 2206.0 | 7 | 2206 | 7.0 | 2206.0 | 7 | 2206 |
| instance_22 | 10.0 | 3363.0 | 10 | 3363 | 10.0 | 3363.0 | 10 | 3363 | 10.0 | 3363.0 | 10 | 3363 | 10.0 | 3363.0 | 10 | 3363 |
| instance_23 | 8.0 | 2569.0 | 8 | 2569 | 8.0 | 2569.0 | 8 | 2569 | 8.0 | 2569.0 | 8 | 2569 | 8.0 | 2569.0 | 8 | 2569 |
| instance_24 | 8.0 | 2383.6 | 8 | 2378 | 8.0 | 2383.0 | 8 | 2378 | 8.0 | 2380.8 | 8 | 2378 | 8.0 | 2389.2 | 8 | 2378 |
| instance_25 | 9.0 | 2845.0 | 9 | 2845 | 9.0 | 2845.3 | 9 | 2845 | 9.0 | 2845.0 | 9 | 2845 | 9.0 | 2845.0 | 9 | 2845 |
| instance_26 | 8.0 | 2518.0 | 8 | 2518 | 8.0 | 2518.3 | 8 | 2518 | 8.0 | 2518.0 | 8 | 2518 | 8.0 | 2518.0 | 8 | 2518 |
| instance_27 | 8.0 | 2758.0 | 8 | 2758 | 8.0 | 2758.0 | 8 | 2758 | 8.0 | 2758.0 | 8 | 2758 | 8.0 | 2758.0 | 8 | 2758 |
| instance_28 | 9.0 | 2892.0 | 9 | 2892 | 9.0 | 2892.0 | 9 | 2892 | 9.0 | 2892.0 | 9 | 2892 | 9.0 | 2892.0 | 9 | 2892 |
| instance_29 | 8.0 | 2691.0 | 8 | 2691 | 8.0 | 2691.0 | 8 | 2691 | 8.0 | 2691.0 | 8 | 2691 | 8.0 | 2691.0 | 8 | 2691 |
| instance_30 | 12.0 | 3666.0 | 12 | 3666 | 12.0 | 3765.2 | 12 | 3666 | 12.0 | 3666.0 | 12 | 3666 | 12.0 | 3726.0 | 12 | 3666 |
| instance_31 | 13.0 | 3885.2 | 13 | 3885 | 13.0 | 3885.4 | 13 | 3885 | 13.0 | 3885.0 | 13 | 3885 | 13.0 | 3885.0 | 13 | 3885 |
| instance_32 | 13.0 | 3554.2 | 13 | 3543 | 13.0 | 3588.2 | 13 | 3543 | 13.0 | 3543.2 | 13 | 3543 | 13.0 | 3557.0 | 13 | 3543 |
| instance_33 | 12.0 | 3767.4 | 12 | 3705 | 12.0 | 3783.4 | 12 | 3783 | 12.2 | 3783.6 | 12 | 3694 | 12.0 | 3751.3 | 12 | 3715 |
| instance_34 | 11.0 | 3184.0 | 11 | 3184 | 11.0 | 3184.8 | 11 | 3184 | 11.0 | 3184.0 | 11 | 3184 | 11.0 | 3174.8 | 11 | 3138 |


|  | instance_35 | 15.0 | 4286.6 | 15 | 4273 | 15.0 | 4378.5 | 15 | 4279 | 15.0 | 4273.0 | 15 | 4273 | 15.0 | 4302.8 | 15 | 4278 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | instance_36 | 10.0 | 3225.0 | 10 | 3217 | 10.5 | 3369.8 | 10 | 3217 | 10.0 | 3217.3 | 10 | 3217 | 10.0 | 3217.3 | 10 | 3217 |
|  | instance_37 | 14.0 | 3935.0 | 14 | 3935 | 14.0 | 3939.3 | 14 | 3937 | 14.0 | 3935.8 | 14 | 3935 | 14.0 | 3936.5 | 14 | 3935 |
|  | instance_38 | 15.0 | 4300.0 | 15 | 4300 | 15.0 | 4335.3 | 15 | 4300 | 15.0 | 4300.0 | 15 | 4300 | 15.0 | 4300.0 | 15 | 4300 |
|  | instance_39 | 13.0 | 3556.2 | 13 | 3555 | 13.0 | 3557.3 | 13 | 3555 | 13.0 | 3549.5 | 13 | 3537 | 13.0 | 3556.0 | 13 | 3555 |
|  | 41_v1 | 8.0 | 2662.0 | 8 | 2662 | 8.0 | 2662.0 | 8 | 2662 | 8.0 | 2662.0 | 8 | 2662 | 8.0 | 2662.0 | 8 | 2662 |
|  | 42_v1 | 8.0 | 2610.0 | 8 | 2610 | 8.0 | 2610.0 | 8 | 2610 | 8.0 | 2610.0 | 8 | 2610 | 8.0 | 2610.0 | 8 | 2610 |
|  | 43_v1 | 7.0 | 2260.0 | 7 | 2260 | 7.0 | 2260.0 | 7 | 2260 | 7.0 | 2260.0 | 7 | 2260 | 7.0 | 2260.0 | 7 | 2260 |
|  | 44_v1 | 7.0 | 2147.0 | 7 | 2147 | 7.0 | 2147.0 | 7 | 2147 | 7.0 | 2147.0 | 7 | 2147 | 7.0 | 2147.0 | 7 | 2147 |
|  | 45_v1 | 10.0 | 3172.0 | 10 | 3172 | 10.0 | 3172.0 | 10 | 3172 | 10.0 | 3172.0 | 10 | 3172 | 10.0 | 3172.0 | 10 | 3172 |
|  | 46_v1 | 8.0 | 2616.0 | 8 | 2616 | 8.0 | 2616.0 | 8 | 2616 | 8.0 | 2616.0 | 8 | 2616 | 8.0 | 2616.0 | 8 | 2616 |
|  | 47_v1 | 9.0 | 3010.0 | 9 | 3010 | 9.0 | 3010.0 | 9 | 3010 | 9.0 | 3010.0 | 9 | 3010 | 9.0 | 3010.0 | 9 | 3010 |
|  | 48_v1 | 10.0 | 3278.0 | 10 | 3278 | 10.0 | 3278.0 | 10 | 3278 | 10.0 | 3278.0 | 10 | 3278 | 10.0 | 3278.0 | 10 | 3278 |
|  | 49_v1 | 11.0 | 3514.0 | 11 | 3514 | 11.0 | 3514.0 | 11 | 3514 | 11.0 | 3514.0 | 11 | 3514 | 11.0 | 3514.0 | 11 | 3514 |
|  | 50_v1 | 9.0 | 2727.0 | 9 | 2727 | 9.0 | 2727.0 | 9 | 2727 | 9.0 | 2727.0 | 9 | 2727 | 9.0 | 2727.0 | 9 | 2727 |
|  | 41_v2 | 6.6 | 2070.0 | 6 | 1998 | 6.6 | 2109.2 | 6 | 1998 | 6.2 | 2019.0 | 6 | 1998 | 6.8 | 2096.2 | 6 | 2069 |
|  | 42_v2 | 6.0 | 1930.5 | 6 | 1927 | 6.0 | 1931.0 | 6 | 1931 | 6.0 | 1931.0 | 6 | 1931 | 6.0 | 1930.2 | 6 | 1927 |
|  | 43_v2 | 6.0 | 1830.0 | 6 | 1830 | 6.0 | 1830.0 | 6 | 1830 | 6.0 | 1830.0 | 6 | 1830 | 6.0 | 1830.0 | 6 | 1830 |
|  | 44_v2 | 5.0 | 1478.0 | 5 | 1478 | 5.0 | 1478.0 | 5 | 1478 | 5.0 | 1478.0 | 5 | 1478 | 5.0 | 1478.0 | 5 | 1478 |
|  | 45_v2 | 8.0 | 2466.0 | 8 | 2466 | 8.0 | 2466.0 | 8 | 2466 | 8.0 | 2466.0 | 8 | 2466 | 8.0 | 2466.0 | 8 | 2466 |
| $\cdots$ | 46_v2 | 8.0 | 2388.0 | 8 | 2388 | 8.0 | 2388.0 | 8 | 2388 | 8.0 | 2388.0 | 8 | 2388 | 8.0 | 2388.0 | 8 | 2388 |
|  | 47_v2 | 6.0 | 1848.0 | 6 | 1848 | 6.0 | 1854.4 | 6 | 1848 | 6.0 | 1854.4 | 6 | 1848 | 6.0 | 1860.8 | 6 | 1848 |
|  | 48_v2 | 7.0 | 2264.0 | 7 | 2264 | 7.0 | 2266.4 | 7 | 2264 | 7.0 | 2265.0 | 7 | 2264 | 7.0 | 2265.5 | 7 | 2264 |
|  | 49_v2 | 8.0 | 2457.0 | 8 | 2457 | 8.0 | 2457.0 | 8 | 2457 | 8.0 | 2457.0 | 8 | 2457 | 8.0 | 2457.0 | 8 | 2457 |
|  | 50_v2 | 7.5 | 2419.3 | 7 | 2302 | 7.5 | 2363.5 | 7 | 2302 | 7.5 | 2329.8 | 7 | 2302 | 7.0 | 2302.0 | 7 | 2302 |
|  | total | 457.1 | 139520.4 | 456 | 139199 | 457.6 | 139928.4 | 456 | 139289 | 456.9 | 139345.1 | 456 | 139174 | 456.8 | 139478.1 | 456 | 139239 |

Table 10: Detailed results for the VRPHRDL instances

## C Detailed results for the VRPMTW instances

| Instance | MH |  |  |  | MH+BS |  |  |  | MH+SPP |  |  |  | MH+SPP+BS |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Average |  | Best of 5 |  | Average |  | Best of 5 |  | Average |  | Best of 5 |  | Average |  | Best of 5 |  |
|  | \#veh | Cost | \#veh | Cost | \#veh | Cost | \#veh | Cost | \#veh | Cost | \#veh | Cost | \#veh | Cost | \#veh | Cost |
| rm101 | 10.0 | 2978.6 | 10 | 2972.3 | 10.0 | 2983.0 | 10 | 2969.7 | 10.0 | 2973.2 | 10 | 2967.8 | 10.0 | 2976.6 | 10 | 2967.8 |
| rm102 | 9.6 | 2844.5 | 9 | 2730.8 | 9.4 | 2813.4 | 9 | 2715.3 | 9.2 | 2759.0 | 9 | 2703.9 | 9.3 | 2791.8 | 9 | 2711.6 |
| rm103 | 9.0 | 2689.1 | 9 | 2682.5 | 9.0 | 2690.9 | 9 | 2682.5 | 9.0 | 2688.8 | 9 | 2682.5 | 9.0 | 2694.2 | 9 | 2682.5 |
| rm104 | 9.0 | 2692.4 | 9 | 2688.3 | 9.0 | 2693.1 | 9 | 2688.3 | 9.0 | 2691.5 | 9 | 2688.3 | 9.0 | 2692.8 | 9 | 2688.3 |
| rm105 | 9.0 | 2684.9 | 9 | 2682.0 | 9.0 | 2687.2 | 9 | 2682.0 | 9.0 | 2684.8 | 9 | 2682.0 | 9.0 | 2684.2 | 9 | 2682.0 |
| rm106 | 9.0 | 2701.9 | 9 | 2700.0 | 9.0 | 2702.2 | 9 | 2700.0 | 9.0 | 2701.3 | 9 | 2700.0 | 9.0 | 2702.0 | 9 | 2700.0 |
| rm107 | 9.0 | 2679.4 | 9 | 2679.4 | 9.0 | 2682.4 | 9 | 2679.4 | 9.0 | 2681.8 | 9 | 2679.4 | 9.0 | 2679.4 | 9 | 2679.4 |
| rm108 | 9.0 | 2716.7 | 9 | 2713.7 | 9.0 | 2716.8 | 9 | 2713.7 | 9.0 | 2717.2 | 9 | 2713.7 | 9.0 | 2718.2 | 9 | 2713.7 |
| rm201 | 2.0 | 2776.4 | 2 | 2756.2 | 2.0 | 2787.9 | 2 | 2752.9 | 2.0 | 2779.2 | 2 | 2761.7 | 2.0 | 2782.0 | 2 | 2759.0 |
| rm202 | 2.0 | 2691.4 | 2 | 2682.6 | 2.0 | 2691.7 | 2 | 2683.5 | 2.0 | 2698.5 | 2 | 2685.6 | 2.0 | 2694.0 | 2 | 2687.1 |
| rm203 | 2.0 | 2689.4 | 2 | 2679.2 | 2.0 | 2685.3 | 2 | 2679.2 | 2.0 | 2690.1 | 2 | 2679.2 | 2.0 | 2689.6 | 2 | 2679.7 |
| rm204 | 2.0 | 2677.1 | 2 | 2672.8 | 2.0 | 2681.5 | 2 | 2672.8 | 2.0 | 2678.2 | 2 | 2672.8 | 2.0 | 2678.4 | 2 | 2672.8 |
| rm205 | 2.0 | 2673.0 | 2 | 2671.3 | 2.0 | 2676.3 | 2 | 2671.0 | 2.0 | 2675.8 | 2 | 2671.0 | 2.0 | 2675.2 | 2 | 2671.3 |
| rm206 | 2.0 | 2684.9 | 2 | 2679.0 | 2.0 | 2688.8 | 2 | 2679.0 | 2.0 | 2686.9 | 2 | 2679.0 | 2.0 | 2686.1 | 2 | 2679.0 |
| rm207 | 2.0 | 2683.7 | 2 | 2674.4 | 2.0 | 2685.6 | 2 | 2674.4 | 2.0 | 2681.9 | 2 | 2674.4 | 2.0 | 2686.6 | 2 | 2674.7 |
| rm208 | 2.0 | 2679.1 | 2 | 2673.9 | 2.0 | 2677.3 | 2 | 2673.9 | 2.0 | 2680.1 | 2 | 2676.7 | 2.0 | 2679.3 | 2 | 2675.7 |
| cm101 | 10.0 | 3181.9 | 10 | 3112.2 | 10.0 | 3161.1 | 10 | 3120.8 | 10.0 | 3175.0 | 10 | 3091.1 | 10.0 | 3115.4 | 10 | 3060.2 |
| cm102 | 12.0 | 3451.2 | 12 | 3445.3 | 11.9 | 3451.2 | 11 | 3370.0 | 11.6 | 3406.4 | 11 | 3326.3 | 11.8 | 3442.1 | 11 | 3305.4 |
| cm103 | 11.0 | 3472.1 | 11 | 3416.3 | 11.0 | 3483.4 | 11 | 3420.7 | 11.0 | 3453.4 | 11 | 3415.3 | 11.0 | 3463.8 | 11 | 3429.3 |
| cm104 | 13.0 | 3883.0 | 13 | 3859.6 | 13.3 | 3936.2 | 13 | 3873.4 | 13.0 | 3866.7 | 13 | 3859.6 | 13.2 | 3903.5 | 13 | 3859.6 |
| cm105 | 10.0 | 3017.8 | 10 | 2999.3 | 10.0 | 3020.5 | 10 | 2999.3 | 10.0 | 3014.1 | 10 | 2999.3 | 10.0 | 3013.6 | 10 | 2999.3 |
| cm106 | 9.2 | 3012.5 | 9 | 2975.6 | 9.3 | 3029.9 | 9 | 3008.6 | 9.3 | 3005.4 | 9 | 2976.1 | 9.3 | 2998.6 | 9 | 2953.1 |
| cm107 | 10.0 | 3077.1 | 10 | 3077.1 | 10.0 | 3077.1 | 10 | 3077.1 | 10.0 | 3077.1 | 10 | 3077.1 | 10.0 | 3077.5 | 10 | 3077.1 |
| cm108 | 9.0 | 2896.9 | 9 | 2868.8 | 9.0 | 2910.0 | 9 | 2880.6 | 9.0 | 2885.5 | 9 | 2864.5 | 9.0 | 2885.8 | 9 | 2866.7 |
| cm201 | 5.0 | 4416.8 | 5 | 4365.6 | 5.0 | 4441.6 | 5 | 4395.9 | 5.0 | 4414.8 | 5 | 4376.1 | 5.0 | 4433.9 | 5 | 4371.1 |
| cm202 | 6.0 | 4996.8 | 6 | 4982.4 | 6.0 | 5007.7 | 6 | 4991.4 | 6.0 | 5001.6 | 6 | 4982.4 | 6.0 | 4999.7 | 6 | 4982.4 |
| cm203 | 5.0 | 4468.2 | 5 | 4438.6 | 5.0 | 4474.1 | 5 | 4452.9 | 5.0 | 4466.4 | 5 | 4446.8 | 5.0 | 4475.4 | 5 | 4432.8 |
| cm204 | 5.0 | 4337.4 | 5 | 4317.5 | 5.0 | 4344.0 | 5 | 4317.5 | 5.0 | 4340.3 | 5 | 4317.5 | 5.0 | 4344.3 | 5 | 4317.5 |
| cm205 | 4.0 | 3859.9 | 4 | 3832.1 | 4.0 | 3842.4 | 4 | 3822.4 | 4.0 | 3843.4 | 4 | 3820.6 | 4.0 | 3863.4 | 4 | 3800.7 |
| cm206 | 4.0 | 3723.2 | 4 | 3696.0 | 4.0 | 3712.4 | 4 | 3699.9 | 4.0 | 3724.6 | 4 | 3696.0 | 4.0 | 3707.6 | 4 | 3696.0 |
| cm207 | 4.0 | 3954.2 | 4 | 3919.4 | 4.0 | 3944.2 | 4 | 3925.9 | 4.0 | 3954.9 | 4 | 3925.9 | 4.0 | 3949.6 | 4 | 3930.7 |
| $\mathrm{cm} 208$ | $4.0$ | 3725.8 | 4 | 3713.9 | 4.0 | 3736.2 | 4 | 3713.9 | 4.0 | 3735.2 | 4 | 3713.9 | 4.0 | 3736.8 | 4 | 3713.9 |
| rcm101 | 10.0 | 3076.8 | 10 | 3074.0 | 10.0 | 3080.8 | 10 | 3074.0 | 10.0 | 3079.4 | 10 | 3074.0 | 10.0 | 3077.8 | 10 | 3074.0 |


| rcm102 | 10.0 | 3122.9 | 10 | 3121.6 | 10.2 | 3171.2 | 10 | 3121.6 | 10.1 | 3146.0 | 10 | 3121.6 | 10.1 | 3159.9 | 10 | 3121.6 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| rcm103 | 10.0 | 3129.0 | 10 | 3120.9 | 10.0 | 3125.4 | 10 | 3120.9 | 10.0 | 3130.5 | 10 | 3120.9 | 10.0 | 3129.5 | 10 | 3120.9 |
| rcm104 | 10.0 | 3127.3 | 10 | 3124.3 | 10.0 | 3131.0 | 10 | 3124.3 | 10.0 | 3125.5 | 10 | 3124.3 | 10.0 | 3126.3 | 10 | 3124.3 |
| rcm105 | 10.0 | 3167.8 | 10 | 3165.4 | 10.0 | 3169.5 | 10 | 3165.4 | 10.0 | 3166.8 | 10 | 3165.4 | 10.0 | 3169.9 | 10 | 3165.4 |
| rcm106 | 10.0 | 3179.1 | 10 | 3165.7 | 10.1 | 3194.6 | 10 | 3167.7 | 10.0 | 3174.7 | 10 | 3165.7 | 10.0 | 3173.4 | 10 | 3165.7 |
| rcm107 | 11.0 | 3495.3 | 11 | 3490.8 | 11.0 | 3495.9 | 11 | 3496.4 | 11.0 | 3493.8 | 11 | 3490.8 | 11.0 | 3496.1 | 11 | 3495.4 |
| rcm108 | 11.0 | 3553.8 | 11 | 3542.5 | 11.0 | 3548.0 | 11 | 3545.4 | 11.0 | 3544.3 | 11 | 3539.0 | 11.0 | 3545.8 | 11 | 3539.0 |
| rcm201 | 2.0 | 2757.1 | 2 | 2716.5 | 2.0 | 2749.5 | 2 | 2735.8 | 2.0 | 2754.9 | 2 | 2698.3 | 2.0 | 2750.6 | 2 | 2727.4 |
| rcm202 | 2.0 | 2745.0 | 2 | 2719.5 | 2.0 | 2745.5 | 2 | 2727.2 | 2.0 | 2748.6 | 2 | 2732.5 | 2.0 | 2748.7 | 2 | 2722.9 |
| rcm203 | 2.0 | 2729.9 | 2 | 2704.8 | 2.0 | 2725.1 | 2 | 2704.8 | 2.0 | 2744.8 | 2 | 2710.7 | 2.0 | 2733.9 | 2 | 2704.8 |
| rcm204 | 2.0 | 2702.5 | 2 | 2692.6 | 2.0 | 2699.4 | 2 | 2692.2 | 2.0 | 2696.5 | 2 | 2692.6 | 2.0 | 2704.1 | 2 | 2692.2 |
| rcm205 | 2.0 | 2721.6 | 2 | 2711.6 | 2.0 | 2726.3 | 2 | 2718.9 | 2.0 | 2737.1 | 2 | 2723.6 | 2.0 | 2729.3 | 2 | 2718.8 |
| rcm206 | 2.0 | 2744.7 | 2 | 2732.4 | 2.0 | 2755.7 | 2 | 2721.9 | 2.0 | 2759.2 | 2 | 2736.9 | 2.0 | 2743.8 | 2 | 2721.9 |
| rcm207 | 2.9 | 3659.3 | 2 | 2865.0 | 2.8 | 3555.1 | 2 | 2857.6 | 2.9 | 3659.4 | 2 | 2863.7 | 2.8 | 3559.4 | 2 | 2867.9 |
| rcm208 | 2.0 | 2733.1 | 2 | 2722.7 | 2.0 | 2735.1 | 2 | 2722.7 | 2.0 | 2734.7 | 2 | 2722.7 | 2.0 | 2732.1 | 2 | 2722.7 |
| total | 309.7 | 151662.3 | 308 | 150028.1 | 310.1 | 151723.5 | 307 | 150084.6 | 309.1 | 151529.2 | 307 | 149889.1 | 309.5 | 151501.9 | 307 | 149804.9 |

Table 11: Detailed results for the VRPMTW instances

D Detailed results for the VRPDO instances

| Instance | MH |  |  |  | MH+BS |  |  |  | MH+SPP |  |  |  | MH+SPP+BS |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Average |  | Best of 5 |  | Average |  | Best of 5 |  | Average |  | Best of 5 |  | Average |  | Best of 5 |  |
|  | \#veh | Cost | \#veh | Cost | \#veh | Cost | \#veh | Cost | \#veh | Cost | \#veh | Cost | \#veh | Cost | \#veh | Cost |
| U_100_1 | 11 | 483.314 | 11 | 481.815 | 11 | 486.620 | 11 | 482.775 | 11 | 482.422 | 11 | 481.815 | 11 | 481.475 | 11 | 479.972 |
| U_100_2 | 10 | 700.868 | 10 | 690.492 | 10 | 706.882 | 10 | 703.562 | 10 | 691.408 | 10 | 672.935 | 10 | 704.306 | 10 | 691.132 |
| U_100_3 | 11 | 638.635 | 11 | 638.344 | 11 | 637.781 | 11 | 637.302 | 11 | 632.362 | 11 | 631.513 | 11 | 634.724 | 11 | 630.020 |
| U_100_4 | 10 | 615.068 | 10 | 612.776 | 10 | 615.839 | 10 | 614.972 | 10 | 610.459 | 10 | 607.131 | 10 | 614.789 | 10 | 609.721 |
| U_100_5 | 10 | 684.479 | 10 | 680.541 | 10 | 708.342 | 10 | 701.200 | 10 | 677.526 | 10 | 673.312 | 10 | 679.947 | 10 | 673.312 |
| U_100_6 | 10 | 599.256 | 10 | 592.423 | 10 | 611.721 | 10 | 601.699 | 10 | 604.854 | 10 | 598.608 | 10 | 602.237 | 10 | 598.608 |
| U_100_7 | 11 | 756.634 | 11 | 747.047 | 11 | 755.025 | 11 | 749.348 | 11 | 764.625 | 11 | 763.735 | 11 | 766.904 | 11 | 763.644 |
| U_100_8 | 11 | 860.448 | 11 | 856.522 | 11 | 856.120 | 11 | 852.734 | 11 | 850.435 | 11 | 843.291 | 11 | 850.559 | 11 | 845.885 |
| U_100_9 | 10 | 689.242 | 10 | 683.954 | 10 | 695.653 | 10 | 693.102 | 10 | 683.792 | 10 | 680.248 | 10 | 684.387 | 10 | 682.765 |
| U_100_10 | 11 | 575.522 | 11 | 574.633 | 11 | 579.580 | 11 | 575.644 | 11 | 576.283 | 11 | 575.623 | 11 | 574.621 | 11 | 573.197 |
| V_100_1 | 11 | 655.611 | 11 | 654.423 | 11 | 648.805 | 11 | 647.566 | 11 | 647.696 | 11 | 647.566 | 11 | 647.696 | 11 | 647.566 |
| V_100_2 | 10 | 865.081 | 10 | 857.681 | 10 | 865.582 | 10 | 855.525 | 10 | 858.881 | 10 | 851.125 | 10 | 865.677 | 10 | 848.567 |
| V_100_3 | 10 | 711.580 | 10 | 707.802 | 10 | 715.417 | 10 | 700.693 | 10 | 694.383 | 10 | 686.649 | 10 | 708.965 | 10 | 706.331 |
| V_100_4 | 10 | 601.748 | 10 | 597.021 | 10 | 605.573 | 10 | 596.840 | 10 | 599.580 | 10 | 594.605 | 10 | 598.477 | 10 | 594.605 |
| V_100_5 | 10 | 779.856 | 10 | 778.419 | 10 | 795.838 | 10 | 790.631 | 10 | 783.311 | 10 | 771.775 | 10 | 809.732 | 10 | 802.718 |
| V_100_6 | 11 | 600.044 | 11 | 599.459 | 11 | 599.385 | 11 | 599.275 | 11 | 597.288 | 11 | 597.288 | 11 | 598.156 | 11 | 597.288 |
| V_100_7 | 11 | 705.915 | 11 | 705.063 | 11 | 706.822 | 11 | 703.775 | 11 | 708.458 | 11 | 707.928 | 11 | 707.009 | 11 | 703.341 |
| V_100_8 | 11 | 749.876 | 11 | 749.419 | 11 | 753.808 | 11 | 747.435 | 11 | 751.669 | 11 | 750.096 | 11 | 748.446 | 11 | 745.349 |
| V_100_9 | 10 | 815.874 | 10 | 811.910 | 10 | 808.097 | 10 | 805.638 | 10 | 809.362 | 10 | 804.279 | 10 | 808.749 | 10 | 800.959 |
| V_100_10 | 10 | 617.940 | 10 | 616.879 | 10 | 624.708 | 10 | 623.237 | 10 | 617.417 | 10 | 615.309 | 10 | 608.978 | 10 | 605.617 |
| UBC_100_1 | 4 | 368.636 | 4 | 365.802 | 4 | 370.097 | 4 | 368.237 | 4 | 370.097 | 4 | 368.237 | 4 | 370.097 | 4 | 368.237 |
| UBC_100_2 | 4 | 344.624 | 4 | 344.624 | 4 | 349.995 | 4 | 346.316 | 4 | 353.569 | 4 | 353.098 | 4 | 351.769 | 4 | 350.970 |
| UBC_100_3 | 4 | 323.464 | 4 | 323.464 | 4 | 323.464 | 4 | 323.464 | 4 | 323.464 | 4 | 323.464 | 4 | 323.464 | 4 | 323.464 |
| UBC_100_4 | 4 | 337.950 | 4 | 334.615 | 4 | 334.924 | 4 | 334.615 | 4 | 337.950 | 4 | 334.615 | 4 | 336.029 | 4 | 334.615 |
| UBC_100_5 | 4 | 371.537 | 4 | 371.037 | 4 | 392.966 | 4 | 391.884 | 4 | 380.563 | 4 | 371.549 | 4 | 381.405 | 4 | 371.549 |
| UBC_100_6 | 4 | 355.332 | 4 | 349.580 | 4 | 381.508 | 4 | 379.375 | 4 | 352.329 | 4 | 346.906 | 4 | 371.882 | 4 | 363.770 |
| UBC_100_7 | 4 | 337.902 | 4 | 337.902 | 4 | 337.902 | 4 | 337.902 | 4 | 337.902 | 4 | 337.902 | 4 | 337.902 | 4 | 337.902 |
| UBC_100_8 | 4 | 422.822 | 4 | 422.483 | 4 | 427.742 | 4 | 423.280 | 4 | 424.281 | 4 | 422.483 | 4 | 418.019 | 4 | 415.075 |
| UBC_100_9 | 4 | 391.634 | 4 | 388.042 | 4 | 399.755 | 4 | 396.029 | 4 | 387.614 | 4 | 384.456 | 4 | 401.030 | 4 | 384.456 |
| UBC_100_10 | 4 | 356.334 | 4 | 356.334 | 4 | 358.823 | 4 | 356.334 | 4 | 358.823 | 4 | 356.334 | 4 | 364.269 | 4 | 362.556 |
| Total | 249 | 17317.224 | 249 | 17230.506 | 249 | 17454.774 | 249 | 17340.389 | 249 | 17268.802 | 249 | 17153.875 | 249 | 17351.697 | 249 | 17213.191 |

Table 12: Detailed results for the VRPDO instances with 100 customers

| Instance | MH |  |  |  | MH+BS |  |  |  | MH+SPP |  |  |  | MH+SPP+BS |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Average |  | Best of 5 |  | Average |  | Best of 5 |  | Average |  | Best of 5 |  | Average |  | Best of 5 |  |
|  | \#veh | Cost | \#veh | Cost | \#veh | Cost | \#veh | Cost | \#veh | Cost | \#veh | Cost | \#veh | Cost | \#veh | Cost |
| U_200_1 | 21 | 1548.342 | 21 | 1542.480 | 21 | 1539.278 | 21 | 1536.110 | 21 | 1513.882 | 21 | 1508.560 | 21 | 1502.832 | 21 | 1491.370 |
| U_200_2 | 21 | 1216.688 | 21 | 1208.020 | 21 | 1217.644 | 21 | 1214.840 | 21 | 1197.432 | 21 | 1195.000 | 21 | 1202.872 | 21 | 1189.360 |
| U_200_3 | 20 | 1322.138 | 20 | 1310.720 | 20 | 1332.844 | 20 | 1324.300 | 20 | 1297.886 | 20 | 1289.180 | 20 | 1296.944 | 20 | 1289.470 |
| U_200_4 | 21 | 940.705 | 21 | 931.995 | 21 | 942.423 | 21 | 939.911 | 21 | 928.217 | 21 | 924.914 | 21 | 924.582 | 21 | 920.695 |
| U_200_5 | 21 | 1078.336 | 21 | 1072.840 | 21 | 1071.700 | 21 | 1056.720 | 21 | 1056.238 | 21 | 1052.940 | 21 | 1052.728 | 21 | 1050.600 |
| U_200_6 | 20 | 1109.626 | 20 | 1106.350 | 20 | 1119.048 | 20 | 1106.790 | 20 | 1089.182 | 20 | 1081.080 | 20 | 1092.318 | 20 | 1087.790 |
| U_200_7 | 21 | 1023.036 | 21 | 1007.640 | 21 | 1039.078 | 21 | 1035.930 | 21 | 1017.442 | 21 | 1001.940 | 21 | 1012.292 | 21 | 1007.830 |
| U_200_8 | 20 | 1116.908 | 20 | 1095.710 | 20 | 1122.330 | 20 | 1105.120 | 20 | 1098.650 | 20 | 1093.050 | 20 | 1090.720 | 20 | 1079.740 |
| U_200_9 | 20 | 1203.062 | 20 | 1197.170 | 20 | 1202.216 | 20 | 1183.060 | 20 | 1186.462 | 20 | 1177.170 | 20 | 1199.858 | 20 | 1191.320 |
| U_200_10 | 20 | 1490.590 | 20 | 1486.390 | 20 | 1485.150 | 20 | 1480.560 | 20 | 1468.650 | 20 | 1445.020 | 20 | 1485.614 | 20 | 1478.390 |
| V_200_1 | 21 | 1301.110 | 21 | 1293.370 | 21 | 1308.064 | 21 | 1307.260 | 21 | 1301.780 | 21 | 1292.040 | 21 | 1300.722 | 21 | 1293.090 |
| V_200_2 | 20 | 1247.108 | 20 | 1241.740 | 20 | 1265.440 | 20 | 1246.820 | 20 | 1222.038 | 20 | 1212.850 | 20 | 1214.104 | 20 | 1203.660 |
| V_200_3 | 21 | 1262.810 | 21 | 1255.860 | 21 | 1260.366 | 21 | 1250.380 | 20.6 | 1308.970 | 20 | 1397.310 | 21 | 1250.494 | 21 | 1243.620 |
| V_200_4 | 21 | 1379.662 | 21 | 1368.870 | 21 | 1384.654 | 21 | 1378.370 | 21 | 1359.564 | 21 | 1349.480 | 21 | 1342.916 | 21 | 1329.730 |
| V_200_5 | 20 | 1416.110 | 20 | 1409.910 | 20 | 1404.168 | 20 | 1398.440 | 20.4 | 1375.512 | 20 | 1364.600 | 20 | 1390.838 | 20 | 1369.240 |
| V_200_6 | 21 | 1453.872 | 21 | 1446.090 | 21 | 1436.040 | 21 | 1431.780 | 21 | 1464.726 | 21 | 1453.410 | 21 | 1453.182 | 21 | 1445.760 |
| V_200_7 | 20 | 1172.212 | 20 | 1166.020 | 20 | 1166.680 | 20 | 1158.900 | 20 | 1169.826 | 20 | 1166.340 | 20 | 1166.274 | 20 | 1163.270 |
| V_200_8 | 20 | 1515.420 | 20 | 1499.910 | 20 | 1496.576 | 20 | 1489.010 | 20 | 1502.948 | 20 | 1491.970 | 20 | 1493.640 | 20 | 1486.380 |
| V_200_9 | 20 | 1640.758 | 20 | 1636.770 | 20 | 1658.764 | 20 | 1652.390 | 20 | 1638.112 | 20 | 1623.120 | 20 | 1630.906 | 20 | 1623.930 |
| V_200_10 | 20 | 1407.380 | 20 | 1397.510 | 20 | 1422.134 | 20 | 1411.970 | 20 | 1399.784 | 20 | 1390.870 | 20 | 1391.236 | 20 | 1381.510 |
| UBC_200_1 | 8 | 584.186 | 8 | 570.262 | 8 | 595.963 | 8 | 573.345 | 8 | 587.010 | 8 | 572.463 | 8 | 595.690 | 8 | 590.562 |
| UBC_200_2 | 8 | 492.103 | 8 | 491.967 | 8 | 508.878 | 8 | 508.495 | 8 | 492.755 | 8 | 491.523 | 8 | 495.136 | 8 | 493.489 |
| UBC_200_3 | 8 | 790.370 | 8 | 781.196 | 8 | 813.213 | 8 | 801.096 | 8 | 787.989 | 8 | 783.611 | 8 | 819.289 | 8 | 802.842 |
| UBC_200_4 | 8 | 654.003 | 8 | 647.939 | 8 | 674.314 | 8 | 669.280 | 8 | 643.298 | 8 | 639.340 | 8 | 650.038 | 8 | 647.167 |
| UBC_200_5 | 8 | 619.365 | 8 | 616.843 | 8 | 629.376 | 8 | 619.177 | 8 | 622.453 | 8 | 620.446 | 8 | 639.134 | 8 | 633.661 |
| UBC_200_6 | 8 | 620.324 | 8 | 620.040 | 8 | 649.853 | 8 | 644.267 | 8 | 626.438 | 8 | 620.751 | 8 | 638.475 | 8 | 627.195 |
| UBC_200_7 | 8 | 591.024 | 8 | 589.950 | 8 | 616.753 | 8 | 592.136 | 8 | 608.325 | 8 | 590.601 | 8 | 616.665 | 8 | 607.539 |
| UBC_200_8 | 8 | 616.004 | 8 | 613.413 | 8 | 626.750 | 8 | 620.689 | 8 | 622.741 | 8 | 608.578 | 8 | 649.081 | 8 | 642.490 |
| UBC_200_9 | 8 | 532.771 | 8 | 525.495 | 8 | 560.208 | 8 | 559.022 | 8 | 548.009 | 8 | 537.647 | 8 | 545.697 | 8 | 525.656 |
| UBC_200_10 | 8 | 611.626 | 8 | 605.709 | 8 | 640.371 | 8 | 640.036 | 8 | 620.200 | 8 | 607.067 | 8 | 667.705 | 8 | 661.724 |
| Total | 489 | 31957.649 | 489 | 31738.179 | 489 | 32190.275 | 489 | 31936.204 | 489 | 31756.519 | 488 | 31582.871 | 489 | 31811.982 | 489 | 31559.080 |

Table 13: Detailed results for the VRPDO instances with 200 customers


[^0]:    * Corresponding author.

