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ABSTRACT
Top-N recommendations are widely applied in various real life do-
mains and keep attracting intense attention from researchers and
industry due to available multi-type information, new advances
in AI models and deeper understanding of user satisfaction.While
accuracy has been the prevailing issue of the recommendation
problem for the last decades, other facets of the problem, namely di-
versity and explainability, have received much less attention. In this
paper, we focus on enhancing diversity of top-N recommendation,
while ensuring the trade-off between accuracy and diversity. Thus,
we propose an effective framework DivKG leveraging knowledge
graph embedding and determinantal point processes (DPP). First,
we capture different kinds of relations among users, items and ad-
ditional entities through a knowledge graph structure. Then, we
represent both entities and relations as k-dimensional vectors by
optimizing a margin-based loss with all kinds of historical interac-
tions. We use these representations to construct kernel matrices
of DPP in order to make top-N diversified predictions. We eval-
uate our framework on MovieLens datasets coupled with IMDb
dataset. Our empirical results show substantial improvement over
the state-of-the-art regarding both accuracy and diversity metrics.
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1 INTRODUCTION
Top-N recommender systems are widely exploited in real life sce-
narios and have been intensely studied in the last decades. They
aim at selecting a set of N items that represent the highest interest
to a user. Among various kinds of recommendation techniques, col-
laborative filtering methods (CF), in particular model-based matrix
factorization methods such as [6, 13], have been widely suggested
due to their predictive power in terms of accuracy. They make use
of user-item interactions in order to determine user preferences.

However, the use of only this type of relations lacks explicit
semantics and implies the search for latent user-item relations.
Besides, apart from user-item interactions (among which rating is
commonly used), there exist various relations between items and
other entities that could be helpful for a better understanding of the
users’ behaviour. All these relationships can be modeled as a graph
structure that provides richer information about the users, items,
and their interactions. Mind that this graph may also contain the
direct user-item interaction as one of its relations and therefore, can
be seen as an extension of CF model. Figure 1 demonstrates such a
knowledge graph structure in a movie recommendation domain.

Furthermore, knowledge graph embedding methods [1, 7, 11, 14],
naturally capturing and conserving different types of relations
among various kinds of entities including users, items and others,
can provide a promising model for this purpose. F. Zhang et al.
propose the framework CKE [18] incorporating one translation-
based embedding method Bayesian TransR for recommendation.
X. Xin et al. [17] propose a two-layer relational collaborative filter-
ing method RCF to exploit knowledge graph embedding for top-N
recommendation. Both of them have revealed improved perfor-
mance of recommendation accuracy due to exploiting structural
information on knowledge graphs.

However, accuracy should not be the ultimate goal of the recom-
mendation task as it results in returning to the user highly similar
items, ignoring the relations between them, and finally, decreas-
ing user’s satisfaction with the provided service. For example, in
E-commerce, after detecting a user’s interest in laptops, a recom-
mender system returning a list purely composed of laptops is ineffi-
cient as the user is very unlikely to purchase more than one model
at a time. In movie recommendation, users may get bored after
watching several theme-alike movies sequentially. Thus, a returned
list of items should be diverse enough, implying both, redundancy
reduction and novelty increase. Despite the importance of diver-
sity, it has received much less attention than accuracy. Carbonell
and Goldstein provide a diversification method Maximal Marginal
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Figure 1: An example of knowledge graph for movie recom-
mendation, reflecting different relations (Interaction, IsGen-
reOf, etc.) between various entities (user, item, genre, etc.).

Relevance (MMR) [6] for re-ordering the items through an itera-
tive process by selecting the most dissimilar item to the existent
item list. Further, A. Borodin et al. [2] provide its extended version
and redefine the problem as max sum diversification problem in
order to give a theoretically provable solution. However, these di-
versification solutions adopt pairwise similarity which tends to be
suboptimal by ignoring the correlation within the item list.

A recent emergence of determinantal point processes (DPPs)
brings new potential to enhancing diversity in multiple machine
learning problems, such as extractive summarization [10] and bas-
ket completion [5, 15]. DPPs are probabilistic models of sets pa-
rameterized with positive semi-definite matrix which characterizes
naturally both element-wise relevance towards a query/user and
the repulsiveness of subsets on the ground set. DPP captures item
similarity in an unified feature space and propose list-wise dissimi-
lar items. Thus, using DPP in recommendation models improves
their results in terms of diversity. The challenge here is to find an
efficient way to construct the positive semi-definite kernel matrix
in order to balance relevance and diversity of items.

In this paper, we address the top-N recommendation problem
from diversity perspective, while ensuring a trade-off between ac-
curacy and diversity. To achieve this goal, we propose a general
framework that incorporates knowledge graph embedding with
DPP. To the best of our knowledge, our approach is the first to com-
bine graph embedding methods with DPP Maximum a Posteriori
(MAP) inference to solve top-N diversity-aware recommendation
problem. We propose a simplistic but effective way to construct
DPP kernel matrix based on knowledge graph embedding results
which proves to enhance recommendation performance. We con-
duct extensive experiments on MovieLens datasets to prove the
effectiveness of the combination of knowledge graph embedding
and DPP MAP inference for diversity-aware recommendation tasks.

2 DIVERSITY-AWARE RECOMMENDATION
ON KNOWLEDGE GRAPH

In this section, we present our two-step frameworkDivKG to make
recommendations combining knowledge graph embeddings (step
1) and determinantal point processes (DPP) prediction (step 2).

2.1 Knowledge Graph Embedding for Entity
and Relation Representations

To improve the accuracy of recommendation, one can make use
of additional information incorporated into collaborative filtering
methods. Recently, using knowledge graphs to model this kind of
data has been shown to enhance the recommendation [17, 18].

In this paper, we argue that knowledge graph is a robust and
meaningful model that helps to blend multiple relations in one data
structure. However, different from [17], where solely items are
taken as vertices of the knowledge graph, we propose to consider
all entities, including users, items and other additional entities (e.g.
genre, actor, etc.). Moreover, we consider user-item interaction used
traditionally for CF-based methods just as a specific relation on
the knowledge graph. More formally, we represent every relation
instance as a triplet (h, r , t) having semantic interpretation, where
h and t denote the head and tail entities linked by one relation r .

To apply embedding on such a knowledge graph, we represent
each entity and each relation as a vector, i.e. h, r , t are represented
as vh, vr ,vt, respectively. We use translation-based embedding
methods [1? ] to interpret the translation semantics among vectors
vh, vr, vt which is translation(vh, vr) ≈ vt. We use a margin-based
loss function with margin γ to optimise the vector representation:

LossKGE =
∑

(h,r,t )

∑
(h′,r ′,t ′)

[fr (h, t) + γ − fr ′(h
′, t ′)]+

The corrupted triplets (h′, r ′, t ′) are derived from golden triplets
(h, r , t) by (1) keeping the relation unvaried, i.e. r = r ′, and (2) by
either keeping unvaried the head entity and randomly selecting
the tail entity, i.e. h′ = h, t ′ , t , or keeping unvaried the tail
entity and randomly selecting the head entity, i.e. t ′ = t , h , h′.
And fr denotes the translation function: TransE [1] takes fr (h, t) =
∥vh + vr − vt∥2, TransH [? ] takes fr (h, t) = ∥(vh − wr

⊤vhwr) +
vr − (vt −wr

⊤vtwr)∥2, where wr is a projection vector.

2.2 Diversity-Aware Recommendation on
Determinantal Point Processes

Diversity is considered to be an important factor to improve user
satisfaction, and thus, ameliorate overall performance of recom-
mendation. Recently, it has attracted attention of recommender
systems community, and various techniques have been proposed.
We refer the reader to [16] for a brief survey on diversified rec-
ommendation. Here, we propose to exploit determinantal point
processes (DPP) models to improve feature representation-based
diversity, where feature representations are generated on the pre-
vious step, i.e. knowledge graph embedding (KGE). Note, that our
framework is modular, and allows other quality estimation tech-
niques to be used as input to the current step. However, we argue
that the combination of KGE and DPP is the most efficient in terms
of diversity-accuracy trade-off.

2.2.1 Construction of DPP Kernel Matrix. DPPs are a group of
probability models to reflect the distribution of items from item list
X over the set Y ,Y ⊆ 2X , where the selection of a subset S, S ∈ Y
of items is proportionate to the indexed determinant of the kernel
matrix of DPP [9]. The kernel matrix of DPP is a positive semi-
definite matrix which records the inherent affinity of each item
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appeared in the set Y and the similarities of every two different
items. More specifically the diagonal elements of the kernel matrix
reflect the inherent affinity of each item and the non-diagonal
elements reflect the pairwise similarity of the item set.

In order to construct a kernel matrix Lu for each user u for top-
N diversified recommendation, we define two auxiliary matrices.
The first is user’s u affinity profile w.r.t. candidate items defined
as a diagonal matrix Au = diag(a1, ...,am ), wherem is the number
of candidate items, ai = e−(fr (u,i )−δ )∑

j∈X , j,i e−(fr (u, j )−δ )
, where fr (u, i) is the

result of the item quality estimation function calculated in the
previous step and δ is the average of fr (u, i) foru. We consider here
the embedding translation function for useru, item i and translation
type r . Here, we use the softmin function to normalize the affinities
of all items for each user. The second matrix reflects item pairwise
similarity and is defined as Du = [di j ]

m×m , whose entries di j =
e−fr0 (i, j )∑

k∈X ,k,i e
−fr0 (i,k )

, and dii = 0, where fr0 (i, j) is the result of the

embeddings of items i and j and relation r0, whose vector vr0 =
−→0

if items i and j share the same relation value (category).
Finally, the kernel matrix Lu for user u can be defined as: Lu =

αAu + Du , where α is a parameter to adjust the trade-off between
user’s affinities and similarities among the items, or in other words,
between accuracy and diversity.

2.2.2 MAP Inference for Prediction. After the construction of the
kernel matrix for each useru, we aim at selecting a list S of size N of
items from total candidate items, s.t. Smap = argmax

S ∈Y , |S |=N
loдdet(LS )

where LS is the kernel matrix Lu indexed by items from S . We
recall that the probability of selecting a subset S is proportionate
to the determinant of the indexed kernel matrix and DPP promotes
a diversified selection of items under its property by definition.
Thus, the selected items with the maximum loд determinant value
theoretically determine the best related and diverse top-N items for
user u. However, such an optimization problem has been proven to
be NP-hard, thus we use the fast greedy algorithm proposed by [4]
to retrieve an approximate top-N list as the result. We refer to this
DPP model with MAP inference as FastDPP.

3 EVALUATION
In this section, we describe the used evaluation procedure to assess
our framework and report the obtained results.

3.1 Experimental Settings
3.1.1 Datasets. For the evaluation purpose, we construct multi-
relation dataset combining two real-world datasets. Our first dataset
is MovieLens-100K (denoted ML-100K) containing 100,000 user
ratings ranging from score 1 to 5 from 943 users on 1,682 movies.
Each user has rated at least 20 movies. However, the rating matrix
of ML-100K is still highly sparse, with a sparsity of 93.70%. We
follow traditional idea to binarize explicit rating data by keeping
the ratings of four or higher and interpret them as implicit feedback.

Our second dataset is IMDb Dataset which is currently released
on IMDb website 1. It contains information including crews, prin-
cipals, different releasing versions of more than 947K films. We

1IMDb datasets link: https://datasets.imdbws.com/

extract movie genre, director, actor, actress, composer etc. in total
13 categories of information from IMDb to combine withMovieLens
dataset for constructing multi-relation datasets, using the extracted
categories to determine the relations within our knowledge graph.

3.1.2 Evaluation Protocol. We evaluate our framework regarding
the accuracy and diversity of the returned results. The evaluation is
performed in two steps. We first assess the quality of the embedding
part, and then the results of DPP part.

For measuring accuracy of the recommendation, we use two tra-
ditional metrics of information retrieval: (1) normalized discounted
cumulative gain NDCG@N and (2) hit ratio hit@N . We calculate
both metrics hit@N and NDCG@N for each test user and report
the average score.

For assessing diversity of the recommendation, we use two list-
wise metrics used by [4], where Si j denotes the similarity between
i and j: (1) ILAD = meanu ∈U meani, j ∈Ru ,i,j (1 − Si, j ), and (2)
ILMD = meanu ∈U mini, j ∈Ru ,i,j (1 − Si, j ). We calculate ILAD and
ILMD on for each result list and report the average score.

We apply the following evaluation procedure. To evaluate the
accuracy performance of recommendation, we adopt the leave-
one-out strategy which is widely used in literature [17] in both
knowledge graph embedding and DPP processes. Thus, for knowl-
edge graph embedding part (see Section 2.1), for each user, we
randomly select one user-item interaction (rating) to constitute our
test set, and then we randomly split the remaining interactions to
training set, and validation set with ratio 80 : 20, respectively.

And for the diversification part using DPP (see Section 2.2), we
randomly hold one user-item rating and mix with other 50 most
similar items calculated from knowledge graph embedding results.

3.1.3 Compared Methods. To compare the performance of the first
step of our framework, we use the following baseline algorithms:

BPRMF [12]. This is a matrix factorization method optimised
by a pairwise ranking loss to learn from implicit feedback. It does
not use relational data for learning process.

RCF [17]. This is a knowledge graph based method that consid-
ers both user-item interactions and other types of item relations and
proposes a double-layer neural model for learning-to-rank top-N
recommendation.

FISM [8]. This is an item-based collaborative filtering method
that uses latent factor matrices to capture the relations between
items. We adopt the implementation provided by [17].

For the sake of a fair comparison, we combine the aforemen-
tioned models with two diversification models, namely our FastDPP
(see Section 2.2)and the well-acknowledged method MMR to com-
pare recommendation performance both on accuracy and diversity.

MaximalMarginalRelevance (MMR) [3]. This is a re-ranking
criterion to reduce redundancy while maintaining document rel-
evance in the field of text summarization. Specifically, MMR it-
eratively chooses an item satisfying the following requirement:
ω∗
i = argmax

ωi ⊆X \S
[λrωi − (1 − λ)max

ωj ∈S
sim(ωi ,ωj )] where rωi is the esti-

mated rating of item ωi , S is the subset of already selected items,
λ is the parameter to adjust the trade-off between relevance and
diversity and sim() is the similarity function between two items.

https://grouplens.org/datasets/movielens/100k/
https://datasets.imdbws.com/
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Table 1: Accuracy results before diversification with dimen-
sion=75, learning rate=0.001.

Hit NDCG
Metric @5 @10 @20 @5 @10 @20

BPRMF 0.1394 0.2200 0.3240 0.0888 0.1150 0.1412
FISM 0.1182 0.2041 0.3160 0.0746 0.1023 0.1304
RCF 0.1442 0.2179 0.3261 0.0888 0.1123 0.1393

TransE 0.1879 0.2842 0.4087 0.1253 0.1561 0.1876
TransH 0.1917 0.2861 0.4123 0.1257 0.1561 0.1878

Table 2: Diversified recommendation results with α=0.9

Metric Hit@10 NDCG@10 ILAD ILMD

BPRMF+MMR 0.2821 0.0789 0.9683 0.8867
BPRMF+FastDPP 0.3065 0.0848 0.9922 0.9726

RCF+MMR 0.2842 0.0785 0.9698 0.8886
RCF+FastDPP 0.3001 0.0798 0.9923 0.9729

TransE+MMR 0.2768 0.0774 0.9911 0.9183
DivKGE 0.3160 0.1176 0.9959 0.9768

TransH+MMR 0.2693 0.0705 0.9898 0.8951
DivKGH 0.3175 0.1178 0.9956 0.9690

3.2 Experimental Results
Graph Embeddings. Table 1 shows a general accuracy improvement
using translation-based knowledge graph embedding regarding
user-item interactions as one kind of relations. The two translation-
based embedding methods we use here, TransE and TransH, out-
perform not only classic BPR-based CF method (BPRMF) and item-
based matrix factorization method (FISM), but also outperform the
start-of-art relation collaborative filtering method RCF which also
takes relation information. We attribute this lower performance
of RCF to both the separation of user-item interactions and other
relations in the knowledge graphs and its fixed types of relations
encoded on the knowledge graph. Moreover, TransH generally
outperforms TransE due to the projection of entity vectors to a
relation-specific hyperplane which enhances the accuracy.

Diversified Recommendation. Table 2 shows diversified recom-
mendation performance w.r.t.accuracy and diversity.It can be seen
that our methods DivKGE and DivKGH that combine FastDPP with
TransE and TransH respectively outperform baselines methods w.r.t.
both, accuracy and diversity. Almost all accuracy-based methods
combined with FastDPP outperform those combined with MMR.

4 CONCLUSIONS
In this work, we proposed a framework to address diversity-aware
top-N recommendation problem. It combines knowledge graph em-
bedding methods (KGE) and DPP models for diversified prediction.
The motivation behind using knowledge graphs lies in their ability
to capture various relations between items, users, and auxiliary enti-
ties, providing a solid basis for understanding user’s behaviour and
improving recommendation quality. Moreover, knowledge graphs
may facilitate the reasoning behind the recommendation process,

making it more convincing. We leave this direction for our future
work. In order to diversify the results of top-N recommendation,
we further proposed to construct DPP kernels over KGE to facili-
tate diversified predictions. The construction of kernel provides an
accuracy-diversity trade-off. Our evaluation results prove that such
a combination is beneficial in terms of both accuracy and diversity.
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