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Abstract: Let Zi
n = (Zi

n(1), · · · , Zi
n(d)), n > 0, be a supercritical d-type

branching process in an independent and identically distributed random en-
vironment ξ = (ξ0, ξ1, · · · ), starting with one initial particle of type i. We
establish a Cramér type moderate deviation expansion for log ‖Zi

n‖. To this
end, we first prove uniform results for the existence of harmonic moments and
Berry-Esseen type bound under suitably changed measure, using the spectral
gap theory on products of random matrices and the fundamental martingale
that we found in an earlier paper.
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1. Introduction

Let Zn = (Zn(1), · · · , Zn(d)), n > 0, be a d-type branching process (d > 1) in an in-
dependent and identically distributed (i.i.d.) random environment ξ = (ξ0, ξ1, · · · ).
Denote by Mn be the d× d random matrix whose components are

Mn(i, j) = Eξ[Zn+1(j) | Zn = ei], 1 6 i, j 6 d,

where Eξ is the conditional expectation given the environment ξ, ei is the vector
with component 1 in the i-th place and 0 elsewhere. So Mn(i, j) is the conditional
mean of the number of particles of type j produced by a particle of type i of n-
th generation, given the environment. We define the Lyapunov exponent of the
sequence (Mn) as

γ := lim
n→+∞

1
n
E log ‖M0,n−1‖,

where M0,n−1 = M0 · · ·Mn−1 is the product matrix, ‖M0,n−1‖ denotes its its op-
erator norm with respect to the L1-vectorial norm (see (2.2) and (2.1)).
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The study of the asymptotic behaviour of the branching process (Zn) is a complex
problem which attracts a lot of attention during the last decades. Concerning the
critical case γ = 0 and subcritical case γ < 0, see for example the works of Peigné,
Le Page and Pham [16] , Vatutin and Dyakonova [22], and Vatutin and Wachtel
[23], who studied the convergence rate of the survival probability of the branching
process. For the supercritical case γ > 0, in [11], [12] and [13] we established
asymptotic properties of Zn such as Kesten-Stigum type theorem, Lp convergence,
harmonic moments and Berry-Esseen type theorem.

In this paper, we continue to consider the supercritical case γ > 0, for which we
will give more results on the asymptotic behaviour of (Zn). In the sequel, we always
assume γ > 0. Denote by (Zin) the branching process (Zn) which starts with one
initial particle of type i, that is when Z0 = ei. In [11], under suitable conditions,
we established a strong law of large numbers for log ‖Zin‖: on the explosion event
{‖Zin‖ → +∞}, it holds that

lim
n→+∞

1
n

log ‖Zin‖ = γ a.s. (1.1)

Then, under additional assumptions, we proved in [13] a central limit theorem
(CLT) for log ‖Zin‖: there exists σ > 0 such that for each 1 6 i 6 d,

log ‖Zin‖ − nγ√
n

→ N (0, σ2) in law, (1.2)

where N (0, σ2) denotes the normal law with mean 0 and variance σ2. We have also
established in [13], under further moment conditions, a Berry-Esseen type theorem
for log ‖Zin‖, which gives the rate of convergence in the CLT: we showed that for
all n > 1,

sup
x∈R

∣∣∣∣P( log ‖Zin‖ − nγ
σ
√
n

6 x

)
− Φ(x)

∣∣∣∣ 6 C√
n
, (1.3)

where σ2 = limn→+∞
1
nE[(log ‖MT

0,n−1x‖ − nγ)2] is the asymptotic variance inde-
pendent of x, Φ(x) = 1√

2π

∫ x
−∞ e−t2/2 dt is the standard normal distribution func-

tion, and C > 0 is a constant.
The objective of this paper is to establish a Cramér type moderate deviation

expansion for log ‖Zin‖. We will prove (cf. Theorem 2.1) that uniformly in 0 6 x 6
o(
√
n), as n→ +∞,

P
(

log ‖Zin‖−nγ
σ
√
n

> x
)

1− Φ(x) = e
x3
√
n
ζ( x√

n
)
[
1 +O

(
1 + x√
n

)]
, (1.4)

where ζ is the Cramér series (for the precise definition see (2.12)). Notice that a
version of this result has been proved by Grama, Liu and Miqueu in [10, Theorem
1.1] for the single type case d = 1. The expansion (1.4) is totally new for d > 2.

Now we explain briefly our approach for the proof of (1.4). For any s ∈ (−η, η)
with η > 0 small, we define a transfer operator Ps (see (2.10)) naturally occurring
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in the products of random matrices. Using the spectral theory on Ps (see e.g.
Buraczewski, Damek, Guivarc’h and Mentemeier [3], Guivarc’h and Le Page [9],
Xiao, Grama and Liu [24]), we define the changed measure Peis (see section 3) for
the branching process (Zin). To prove (1.4), we extend the Berry-Esseen bound (1.3)
for the changed measure Peis uniformly in s ∈ (−η, η) (cf. Theorem 4.1 in Section
4): for all n > 1 and x ∈ R,

sup
s∈(−η,η)

∣∣∣∣Peis ( log ‖Zin‖ − nΛ′(s)
σs
√
n

6 x

)
− Φ(x)

∣∣∣∣ 6 C√
n
, (1.5)

where Λ(s) = log κ(s), κ(s) is the spectral radius of Ps, σ2
s = Λ′′(s), and C > 0 is

a constant. Then, we combine (1.5) with the standard techniques from Petrov [20]
to obtain (1.4).

The Berry-Esseen bound (1.5) plays an important role in our approach. Let us
explain its proof. Our method is an adaptation of the arguments that we used in the
proof of (1.3) in [13]. The fundamental martingale (W i

n) associated to the process
(Zin), defined in [11], will play a central role. For each n, k > 0, let ρn,n+k be the
spectral radius of the product matrixMn,n+k = Mn · · ·Mn+k. It is well known that,
by the Perron-Frobenius theorem, ρn,n+k is an eigenvalue of Mn,n+k, and there
exists Un,n+k a non negative eigenvector associated to ρn,n+k, with ‖Un,n+k‖ =
1. Using the results of Hennion [14, Lemma 3.3 and Theorem 1], under suitable
conditions, for each n > 0 the limit

Un,∞ := lim
k→∞

Un,n+k (1.6)

exists a.s., with Un,∞ > 0 (for a vector or matrix U we write U > 0 to mean that
each of the components of U is strictly positive) and ‖Un,∞‖ = 1; in addition, it
holds that

MnUn+1,∞ = λnUn,∞, (1.7)

where λn, n > 0 are positive random scalars called the pseudo-spectral radii of the
random matrices (Mn). Iterating (1.7), we get

Mn,n+kUn+k+1,∞ = λn,n+kUn,∞, n, k > 0, (1.8)

where λ0,n := λ0 · · ·λn. Then, the martingale (W i
n) is defined by (see [11]):

W i
0 = 1, W i

n = 〈Zin, Un,∞〉
λ0,n−1U0,∞(i) , n > 1. (1.9)

We get from (1.9) the two following relations which make the link between log ‖Zin‖
and log ‖M0,n−1(i, ·)‖:

log ‖Zin‖ 6 log ‖M0,n−1(i, ·)‖+ logW i
n − min

16j6d
logUn,∞(j), (1.10)

log ‖Zin‖ > log ‖M0,n−1(i, ·)‖+ logW i
n + min

16j6d
logUn,∞(j). (1.11)
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We recall that (Un,∞) is a stationary sequence of random variables, and since (W i
n)

is a non-negative martingale, the limit W i = limn→+∞W i
n exists a.s.. It follows

that, when W i is non degenerate, the terms logW i
n and logUn,∞(j) in (1.10) and

(1.11) will be negligible in the limit properties that we consider. More precisely, we
will use the Berry-Esseen bound under the changed measure Peis proved in Xiao,
Grama and Liu [24] to control log ‖M0,n−1(i, ·)‖; then, by giving a tight control
of the quantities logW i

n and logUn,∞(j) under Peis , we will obtain (1.5) from the
two inequalities (1.10) and (1.11). For the term logW i

n, we will establish a sufficient
condition for the existence of harmonic moments of the limitW i under Peis uniformly
in s ∈ (−η, η): we will show that there exists a > 0 such that for all 1 6 i 6 d,

sup
s∈(−η,η)

Eeis (W i)−a < +∞, (1.12)

(cf. Theorem 3.3). The proof of (1.12) is one of the key arguments to prove (1.5)
and (1.4).

The rest of the paper is organized as follows. In Section 2, we introduce some
necessary notation and we formulate the Cramér type moderate deviation expansion
for log ‖Zin‖. We define in Section 3 the changed measure Peis and we study under
Peis the harmonic moments ofW i. Section 4 is devoted to proof of the Berry-Esseen
type theorem for log ‖Zin‖ under Peis . Finally we prove in Section 5 the Cramér type
moderate deviation expansion for log ‖Zin‖.

2. Notation, preliminaries and main results

For d > 1, let Md(R) be the set of d × d matrices with entries in R. The d-
dimensional space of vectors Rd will be equipped with the scalar product and the
L1-norm respectively defined by

〈x, y〉 :=
d∑
i=1

x(i) y(i) and ‖x‖ :=
d∑
i=1
|x(i)|, x, y ∈ Rd. (2.1)

We equip the spaceMd(R) with the operator norm with respect to the L1 vectoriel
norm:

‖M‖ := sup
x∈S
‖Mx‖, (2.2)

where S = {x ∈ Rd : x > 0, ‖x‖ = 1} is the intersection of the unit sphere with
the positive quadrant. Let 0 = (0, · · · , 0) ∈ Rd be the vector with all coordinates
equal to 0, and 1 = (1, · · · , 1) ∈ Rd the vector with all coordinates equal to 1. Let
N = {0, 1, . . .} be the set of non-negative integers. Set 1A for the indicator function
of an event A. We denote by c, C strictly positive constants which may differ from
line to line.

Now we define precisely a multi-type branching process in a random environment
(MBPRE). The random environment ξ = (ξn)n>0 is an independent and identically
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distributed (i.i.d.) sequence of random variables with values in an abstract space
X; each realization of ξn is associated to d probability generating functions

frn(s) =
∞∑

k1,··· ,kd=0
prk1,··· ,kd(ξn)sk1

1 · · · s
kd
d , s = (s1, . . . , sd) ∈ [0, 1]d,

1 6 r 6 d. A MBPRE Zn = (Zn(1), · · · , Zn(d)), n > 0 in the random environment
ξ is a sequence of random vectors in Nd such that

Z0 ∈ Nd is fixed, and Zn+1 =
d∑
r=1

Zn(r)∑
l=1

Nr
l,n for n > 0, (2.3)

where, given the environment ξ, Nr
l,n = (Nr

l,n(1), · · · , Nr
l,n(d)) indexed by l > 1,

n > 0 and 1 6 r 6 d are independent random vectors with probability generating
function frn. The random variable Nr

l,n(j) represents the offspring of type j at time
n+1 of the l-th particle of type r in generation n, and Zn(j) denotes the number of
particles of type j in generation n. As explained in the introduction, when Z0 = ei,
we write Zin for Zn, i.e. (Zin) is the MBPRE which starts with one initial particle
of type i.

Given the environment ξ, the underlying probability will be dented by Pξ, which
is called the quenched law. Denote by τ the law of the environment ξ. The total
probability P, called annealed law, can be defined as P(dx, dξ) = Pξ(dx)τ(dξ). The
expectation with respect to Pξ and P are denoted respectively by Eξ and E. With
our notation,

frn(s) = Eξ
( d∏
j=1

s
Nrl,n(j)
j

)
, s = (s1, . . . , sd) ∈ [0, 1]d,

are the quenched probability generating function of Nr
l,n, which represent the off-

spring distributions for particles of generation n. For all n > 0, the mean matrix
Mn can be expressed in terms of fn = (f1

n, · · · , fdn):

Mn(i, j) = ∂f in
∂sj

(1) = Eξ
[
Zn+1(j)

∣∣Zn = ei
]
, 1 6 i, j 6 d,

where ∂f
∂sj

(1) denotes the left derivative at 1 of a d-dimensional probability gen-
erating function f with respect to sj . Mn is the matrix of means of the offspring
distributions in the sense that Mn(i, j) represents the conditioned mean of the
number of children of type j produced by a particle of type i at time n. The hy-
pothesis that the environment (ξn) is i.i.d. implies that (Mn)n>0 is a sequence of
i.i.d. random matrices. We will use the products of these matrices:

Mk,n := Mk · · ·Mn, 0 6 k 6 n.

Notice that

EξZin+1(j) = M0,n(i, j), n > 0, 1 6 i, j 6 d. (2.4)
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Throughout the paper, we assume that the matrix M0 satisfies the first moment
condition

E log+ ‖M0‖ < +∞. (2.5)

When (2.5) holds, the limit

γ := lim
n→+∞

1
n
E log ‖M0,n−1‖

exists and is called the Lyapunov exponent of the sequence of matrices (Mn)n>0;
moreover, a strong law of large numbers has been established in [8]:

lim
n→+∞

1
n

log ‖M0,n−1‖ = γ P-a.s.

The Lyapunov exponent γ permits a classification of MBPRE’s (see e.g. [11]): a
MBPRE is subcritical if γ < 0, critical if γ = 0, and supercritical if γ > 0. We
always consider the supercritical case, which means γ > 0.

The goal of the present paper is to establish a Cramér type moderate deviation
expansion for log ‖Zin‖ in the supercritical case. The asymptotic behaviour of the
MBPRE (Zin), when it is supercritical, is determined by that of the product of ran-
dom matrices M0,n−1 and the fundamental martingale (W i

n) that we mentioned in
the introduction. Set ρn,n+k the spectral radius ofMn,n+k. By the Perron-Frobenius
theorem (see e.g. [1]), we know that ρn,n+k is a positive eigenvalue of Mn,n+k, and
there exist positive right and left eigenvectors Un,n+k and Vn,n+k associated to
ρn,n+k with the normalizations ‖Un,n+k‖ = 1 and 〈Vn,n+k, Un,n+k〉 = 1. Let G0

+ be
the set of matrices whose entries are strictly positive. Assuming that M0 is a.s. al-
lowable in the sense that every row and column contains a strictly positive element,
and that

P
( ⋃
n>0

{
M0,n ∈ G0

+
})

> 0, (2.6)

Hennion [14, Lemma 3.3 and Theorem 1] proved that the random vectors Un,∞
and the random scalars λn defined by (1.6) and (1.7) exist. It is easily seen that
the relation (1.8) holds and that the sequences (Un,∞) and (λn) are stationary and
ergodic. Under the same conditions, we proved in [11, Theorem 1] that the sequence
(W i

n) defined by (1.9) is a non-negative martingale under the probability measures
Pξ and P, w.r.t. the filtration

F0 = σ(ξ), Fn = σ
(
ξ,Nr

l,k(j), 0 6 k 6 n− 1, 1 6 r, j 6 d, l > 1
)
for n > 1.

Define W i := limn→+∞W i
n, the a.s. limit of the martingale (W i

n).
Under the supercritical condition γ > 0, we proved in [11, Theorem 2.6 and

Corollary 2.8] that the condition

E
(

Zi1(j)
M0(i, j) log+ Zi1(j)

M0(i, j)

)
< +∞ ∀1 6 i, j 6 d (2.7)
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is sufficient for the non-degeneracy of each W i in the sense that P(W i > 0) > 0,
with

EξW i = 1 and Pξ(W i > 0) = Pξ
(
‖Zin‖ →

n→+∞
+∞

)
= 1− qi(ξ) > 0 a.s., (2.8)

where qi(ξ) is the probability of extinction of the process (Zin).
Now we introduce some conditions to formulate the Cramér type moderate devi-

ation expansion for log ‖Zin‖. For n > 0, define the vector p0(ξn) whose components
are

p0(ξn)(i) := f in(0) = Pξ(‖Zi1‖ = 0), 1 6 i 6 d.

Throughout the paper, we will assume that each individual of the population gives
birth to at least one child :

H1. The vector p0(ξ0) = (f1
0 (0), . . . , fd0 (0)) satisfies

p0 = 0 P-a.s. (2.9)

Notice that when H1 and (2.7) hold, we have qi(ξ) = 0 a.s. and ‖Zin‖ → +∞
a.s. as n→ +∞ by (2.8). For all n > 0 and p > 1 denote by

θn(p) := max
16i,j6d

Eξ
∣∣∣∣ N i

1,n(j)
Mn(i, j) − 1

∣∣∣∣p.
We need the following moment conditions on the offspring distributions :

H2. There exist two constants p ∈ (1, 2] and η0 ∈ (0, 1) such that

E‖M0‖η0 < +∞, max
16i,j6d

EM0(i, j)−η0 < +∞ and Eθ0(p)η0 < +∞.

Clearly, H2 implies that M0 is a.s. allowable and (2.6) holds. We proved in [13,
Lemma 3.11] that H2 implies (2.7). Therefore when γ > 0 and H2 holds, each W i

is non-degenerate. By [24, Proposition 3.14], we know that under the condition H2,
the asymptotic variance

σ2 = lim
n→+∞

1
n
E[(log ‖MT

0,n−1x‖ − nγ)2]

exists uniformly in x ∈ S, with 0 6 σ2 < +∞. We will need the assumption

H3. The asymptotic variance σ2 satisfies

σ2 > 0.

For x ∈ S and M ∈ G0
+, define the projective action of M on S by M · x :=

Mx
‖Mx‖ . Denote by µ the law of M0, and Γµ = [suppµ] the semi-group generated
by the support of µ. Under H2, each M ∈ Γµ is strictly positive, hence by the
Perron-Frobenius theorem the spectral radius ρM of M is the unique eigenvalue
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with the largest modulus, and it is simple. Denote by uM the associated unique
right eigenvector with unit norm. Set V (Γµ) = {±uM ,M ∈ Γµ}, where A denotes
the closure of the set A. We say that µ is arithmetic if there exist t > 0, θ ∈ [0, 2π)
and a function h : S → R such that for all M ∈ Γµ and x ∈ V (Γµ),

exp[it log ‖Mx‖ − iθ + ih(M · x)− ih(x)] = 1.

By [4, Lemma 7.2], condition H3 holds when the probability measure µ is non-
arithmetic.

We need some additional notation. Let C(S) be the space of continuous functions
on S with real values. We equip C(S) with the L∞-norm

‖ϕ‖∞ := sup
x∈S
‖ϕx‖, ϕ ∈ C(S).

Under condition H2, for any s ∈ [−η0, η0], define the transfer operator Ps as follows
: for all ϕ ∈ C(S),

Psϕ(x) := E
[
‖M0x‖sϕ(M0 · x)

]
, x ∈ S. (2.10)

By [3, Proposition 3.1] and [12, Proposition 3.1], under H2, for s ∈ [−η0, η0] the
limit

κ(s) := lim
n→+∞

(
E‖M0,n−1‖s

)1/n (2.11)

exists, with 0 < κ(s) < +∞, and is the spectral radius of Ps. Moreover, by [2,
Lemma 10.17] the function s 7→ κ(s) is analytic in (−η, η), for η > 0 small enough.
Set Λ(s) := log κ(s) and γk := Λ(k)(0), k > 1. Then γ1 = γ and γ2 = σ2 (see [4,
Corollary 7.3]).

Denote by ζ the Cramér series associated to Λ (see [5] and [20]):

ζ(t) := γ3

6γ3/2
2

+ γ4γ2 − 3γ2
3

24γ3
2

t+ γ5γ
2
2 − 10γ4γ3γ2 + 15γ3

3

120γ9/2
2

t2 + · · · , (2.12)

which converges for |t| small enough.
The following theorem gives a Cramér type moderate deviation expansion for

log ‖Zin‖. Recall that Φ(x) := 1√
2π

∫ x
−∞ e−t2/2 dt, x ∈ R.

Theorem 2.1. Assume conditions H1, H2, H3 and γ > 0. Then, for 0 6 x 6
o(
√
n) and any 1 6 i 6 d, as n→ +∞,

P
(

log ‖Zin‖−nγ
σ
√
n

> x
)

1− Φ(x) = e
x3
√
n
ζ( x√

n
)
[
1 +O

(
1 + x√
n

)]
, (2.13)

and

P
(

log ‖Zin‖−nγ
σ
√
n

< −x
)

Φ(−x) = e−
x3
√
n
ζ(− x√

n
)
[
1 +O

(
1 + x√
n

)]
. (2.14)
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In the single type case d = 1, Grama, Liu and Miqueu established a version of
this result in [10, Theorem 1.3]. Notice that when d = 1, we have γ = E logm0,
σ2 = E(logm0 − γ)2, where m0 = EξZ1, and the condition H2 reduces to the
following: there exist two constants p ∈ (1, 2] and η0 ∈ (0, 1) such that

Emη0
0 < +∞ and Eθ0(p)η0 < +∞, where θ0(p) = Eξ

∣∣∣ Z1

m0
− 1
∣∣∣p.

From Theorem 2.1, we obtain the moderate deviation expansion for log ‖Zin‖ for
x = o(n1/6), as n→ +∞:

Corollary 2.2. Assume the conditions of Theorem 2.1. Then, for all 0 6 x 6
o(n1/6) and 1 6 i 6 d, as n→ +∞,

P
(

log ‖Zin‖−nγ
σ
√
n

> x
)

1− Φ(x) = 1 +O

(
1 + x√
n

)
, (2.15)

and

P
(

log ‖Zin‖−nγ
σ
√
n

< −x
)

Φ(−x) = 1 +O

(
1 + x√
n

)
. (2.16)

3. Harmonic moments of W i

In this section, we prove the existence of harmonic moments of W i under a new
measure Peis , uniformly in s ∈ (−η, η) for a η > 0 small enough.

3.1. Definition of the change of measure Px
s

We define a new probability measure called Pxs , for x ∈ S, s ∈ (−η, η) with η > 0
small enough. The construction of Pxs is based on several properties of the transfer
operator Ps defined by (2.10). For s ∈ [−η0, η0], we introduce the conjugate operator
P ∗s on C(S) defined by:

P ∗s ϕ(x) := E
[
‖MT

0 x‖sϕ(MT
0 · x)

]
, x ∈ S, ∀ϕ ∈ C(S). (3.1)

A lot of results have been established on these operators Ps and P ∗s in recent years;
in the following proposition, we list some of them established in [3, Proposition
3.1], [9, Corollary 3.20], [12, Proposition 3.1] and [24, Proposition 3.1], which will
be used in the proofs of our results.

Proposition 3.1. Assume condition H2. Then, for η > 0 small enough and s ∈
(−η, η), the following assertions hold:

(1) the spectral radii of Ps and P ∗s are both equal to κ(s);
(2) there exists a unique strictly positive function rs ∈ C(S) with norm ‖rs‖∞ = 1

such that

Psrs = κ(s)rs;
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(3) there exists a unique strictly positive function r∗s ∈ C(S) with norm ‖r∗s‖∞ = 1
such that

P ∗s r
∗
s = κ(s)r∗s ;

(4) κ(0) = 1 and r0 = r∗0 = 1, where 1 denotes the constant function equal to 1
on S;

(5) the function s 7→ κ(s) is analytic on (−η, η);
(6) the mappings s 7→ rs and s 7→ r∗s are analytic on (−η, η).

For s ∈ (−η, η), x ∈ S and A ∈ G0
+, set

qsn(x,A) := ‖Ax‖
srs(A · x)

κ(s)nrs(x) . (3.2)

Notice that the family (qsn) satisfies the following cocycle property: for any n,m > 1
and A1, A2 ∈ G0

+,

qsn(x,A1)qsm(A1 · x,A2) = qsn+m(x,A2A1). (3.3)

Denote by µ the law of the environment ξ0 on X. It is clear that for any x ∈ S,
by the assertion (2) of Proposition 3.1 and since κ(s) and rs are strictly posi-
tive, qsn(x,MT

0,n−1)µ(dξ0) · · ·µ(dξn−1), n > 1, is a sequence of probability mea-
sures which forms a projective system on XN. Therefore, by the Kolmogorov ex-
tension theorem, there is a unique probability measure τxs on XN with marginals
qsn(x,MT

0,n−1)µ(dξ0) · · ·µ(dξn−1). Denote by Pxs (dy, dξ) = Pξ(dy)τxs (dξ) the corre-
sponding annealed probability, and by Exs the expectation with respect to Pxs . For
x ∈ S define the process

Xx
0 = x, and Xx

n = MT
0,n−1 · x, n > 1,

which forms a Markov chain on S. Then, by definition of Pxs , for n > 1 and any
bounded measurable function h on Xn, we have

E
[‖MT

0,n−1x‖srs(Xx
n)

κ(s)nrs(x) h(ξ0, · · · , ξn−1)
]

= Exs
[
h(ξ0, · · · , ξn−1)

]
. (3.4)

3.2. Existence of harmonic moments of W i under Pei
s

It is clear that, under the new measure Peis , the sequence (W i
n) is a non negative

martingale w.r.t. the filtration (Fn), hence converges Peis -a.s. to a non negative and
finite random variable W i. Denote by φiξ the quenched Laplace transform of W i

, and by φis its annealed Laplace transform under Peis : for all t > 0, s ∈ (−η, η),
η > 0 small, and 1 6 i 6 d,

φiξ(t) = Eξ e−tW
i

and φis(t) = Eeis φiξ(t) = Eeis e−tW
i

.

In a last article [13, Theorem 3.10] we established the following result which
gives a bound for φi0, and the existence of the harmonic moments E(W i)−a for all
1 6 i 6 d and a > 0 small enough.



I. Grama, Q. Liu, E. Pin/Supercritical multi-type branching processes 11

Lemma 3.2. Assume conditionsH1,H2 and γ > 0. Then there exist two constants
a > 0 and C > 0 such that for all t > 0, all x > 0 and 1 6 i 6 d,

φi0(t) 6 C

ta
, (3.5)

P(W i 6 x) 6 Cxa and E(W i)−a 6 C. (3.6)

Now, we prove the corresponding results of Lemma 3.2 under the probability
measure Peis . The following theorem gives a control of φis uniformly in s ∈ (−η, η),
and that the harmonic moments Eeis (W i)−a are uniformly bounded in s ∈ (−η, η),
for small η > 0 and a > 0.

Theorem 3.3. Assume conditions H1, H2 and γ > 0. Then, for η > 0 small
enough, there exist two constants a > 0 and C > 0 such that for all t > 0, all x > 0
and 1 6 i 6 d,

sup
s∈(−η,η)

φis(t) 6
C

ta
, (3.7)

sup
s∈(−η,η)

Peis (W i 6 x) 6 Cxa and sup
s∈(−η,η)

Eeis (W i)−a 6 C. (3.8)

3.3. Preliminaries to the proof of Theorem 3.3

To prove Theorem 3.3, we need some preliminary results. The first lemma below
combines two results of a previous article [13, Lemmata 3.1 and 3.11]. It gives a
link between the expectation of ϕ(W i

n) and that of ϕ(W i) under P and Pξ, where
ϕ is a positive convex function on R+.

Lemma 3.4. Assume γ > 0 and ether conditionH2 or (2.7). Then for all 1 6 i 6 d
and any convex function ϕ : R+ → R+,

lim
n→+∞

Eξϕ(W i
n) = sup

n>0
Eξϕ(W i

n) = Eξϕ(W i), (3.9)

and

lim
n→+∞

Eϕ(W i
n) = sup

n>0
Eϕ(W i

n) = Eϕ(W i). (3.10)

The second lemma is a direct consequence of the Marcinkiewicz-Zygmund in-
equality in [6, Theorem 1.5], as stated in [19, Lemma 1.4]. It allows us to control
the Lp-moments of the martingale (W i

n) under Pξ.

Lemma 3.5. Let (Xk)k∈N∗ be a sequence of i.i.d. random centered variables. Then
for all n ∈ N∗ and p > 1 :

E
∣∣∣∣ n∑
k=1

Xk

∣∣∣∣p 6
{

(Bp)pE|Xk|pn, if 1 < p 6 2,
(Bp)pE|Xk|pn

p
2 , if p > 2,

where Bp = 2 min{k1/2 : k ∈ N, k > p
2}.
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The following result gives the convergence in Lα of W i
n to W i under Peis with an

exponential speed, uniformly in s ∈ (−η, η).

Proposition 3.6. Assume conditions H1, H2 and γ > 0. Then, for η > 0 small
enough, there exist constants C > 0, δ ∈ (0, 1) and ε > 0 such that for all n > 0
and 1 6 i 6 d,

sup
s∈(−η,η)

Eeis
[(
Eξ|W i

n −W i|p
)ε]

6 Cδn. (3.11)

Moreover, with α = pε, W i
n −→
n→+∞

W i in Lα under Peis uniformly in s ∈ (−η, η),
such that for all n > 0 and 1 6 i 6 d,

sup
s∈(−η,η)

Eeis |W i
n −W i|α 6 Cδn. (3.12)

Proof. By (2.3) and (1.9), for all n > 0 and 1 6 i 6 d, we have

W i
n+1 −W i

n =
d∑
j=1

Un+1,∞(j)
λ0,nU0,∞(i)

d∑
r=1

Zin(r)∑
l=1

Nr
l,n(j)−W i

n

=
d∑
r=1

Un,∞(r)
λ0,n−1U0,∞(i)

Zin(r)∑
l=1

d∑
j=1

Un+1,∞(j)Nr
l,n(j)

λnUn,∞(r) −W i
n

=
d∑
r=1

Un,∞(r)
λ0,n−1U0,∞(i)

Zin(r)∑
l=1

(W r
l,n − 1), (3.13)

where

W r
l,n :=

〈Nr
l,n, Un+1,∞〉
λnUn,∞(r) .

Clearly, given the environment ξ, the random variablesW r
l,n, l > 1, are i.i.d., and

they are independent of ξ0, . . . , ξn−1 and Zin. Therefore, applying (3.13), the convex-
ity of the function x 7→ xp on R+ (together with the fact that

∑d
r=1

M0,n−1(i,r)Un,∞(r)
λ0,n−1U0,∞(i) =
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1 a.s. by (1.8)) and Lemma 3.5, we get that for all n > 0 and 1 6 i 6 d, P-a.s.,

Eξ|W i
n+1 −W i

n|p 6 Eξ
( d∑
r=1

Un,∞(r)
λ0,n−1U0,∞(i)

∣∣∣∣ Z
i
n(r)∑
l=1

(
W r
l,n − 1

)∣∣∣∣)p

= Eξ
( d∑
r=1

M0,n−1(i, r)Un,∞(r)
λ0,n−1U0,∞(i)

1
M0,n−1(i, r)

∣∣∣∣ Z
i
n(r)∑
l=1

(
W r
l,n − 1

)∣∣∣∣)p

6
d∑
r=1

M0,n−1(i, r)Un,∞(r)
λ0,n−1U0,∞(i)

1
M0,n−1(i, r)pEξ

∣∣∣∣ Z
i
n(r)∑
l=1

(
W r
l,n − 1

)∣∣∣∣p
6 Bpp max

16r6d

{ EξZin(r)
M0,n−1(i, r)pEξ|W

r
1,n − 1|p

}
= Bpp max

16r6d
Eξ|W r

1,n − 1|p max
16j6d

(M0,n−1(i, j))1−p. (3.14)

Using again the convexity of x 7→ xp, the same argument yields, for all n > 0 and
1 6 r 6 d, P-a.s., we have

Eξ|W r
1,n − 1|p = Eξ

∣∣∣∣ 〈Nr
1,n, Un+1,∞〉
λnUn,∞(r) − 1

∣∣∣∣p
= Eξ

∣∣∣∣ d∑
j=1

Mn(r, j)Un+1,∞(j)
λnUn,∞(r)

(
Nr

1,n(j)
Mn(r, j) − 1

)∣∣∣∣p
6 max

16i,j6d
Eξ
∣∣∣∣ N i

1,n(j)
Mn(i, j) − 1

∣∣∣∣p = θn(p). (3.15)

This, together with (3.14), implies that for all n > 0 and 1 6 r 6 d, P-a.s.,

Eξ|W i
n+1 −W i

n|p 6 Bppθn(p) max
16j6d

M0,n−1(i, j)1−p. (3.16)

Let ε > 0, and η > 0 small enough. Taking the moment of order ε under Peis in
(3.16), by (3.4) and the fact that θn(p) andM0,n−1 depend only on the environments
ξk for k 6 n , we obtain that for n > 0, s ∈ (−η, η) and 1 6 i 6 d,

Eeis
[(
Eξ|W i

n+1 −W i
n|p
)ε]

6 (Bp)εpEeis
[
θn(p)ε max

16j6d
M0,n−1(i, j)ε(1−p)

]
= (Bp)εpE

[
qsn+1

(
ei,M

T
0,n
)
θn(p)ε max

16j6d
M0,n−1(i, j)ε(1−p)

]
. (3.17)

By Proposition 3.1 we know that s 7→ rs is a continuous map on (−η, η), and that
rs is a strictly positive function in C(S) with norm ‖rs‖∞ = 1. This implies that

D := sup
s∈(−η,η)

{
supx∈S rs(x)
infx∈S rs(x)

}
= sup
s∈(−η,η)

sup
x∈S

r−1
s (x) < +∞, (3.18)
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where r−1
s (x) := [rs(x)]−1 for x ∈ S. Moreover, we know by H1 that ‖MT

0,n‖ > 1
a.s., and κ is a strictly positive increasing function on (−η, η), so that κ(s) >
κ(−η) > 0 for all s ∈ (−η, η). This, together with (3.18) and the definition of
qs1(x,A) (see (3.2)), implies that for all x ∈ S and s ∈ (−η, η),

qs1(x,MT
0 ) 6 D

κ(−η)‖M
T
0 x‖s 6

D

κ(−η)‖M
T
0 ‖η 6

dηD

κ(−η)‖M0‖η P-a.s. (3.19)

Therefore, combining the relations (3.17), (3.3), (3.4) and (3.18), we get that for
n > 2, s ∈ (−η, η) and 1 6 i 6 d,

Eeis
[(
Eξ|W i

n+1 −W i
n|p
)ε]

6 (Bp)εpE
[
qsn−1

(
ei,M

T
0,n−2

)
qs1
(
Xei
n−1,M

T
n−1
)
qs1
(
Xei
n ,M

T
n

)
×

θn(p)ε max
16j6d

Mn−1(i, j)ε(1−p)‖M0,n−2(i, ·)‖ε(1−p)
]

6 (Bp)εp
(
dηD

κ(−η)

)2
E
[
‖M0‖ηθ0(p)ε

]
E
[
‖M0‖η max

16i,j6d
M0(i, j)ε(1−p)

]
×

Eeis
[
‖M0,n−2(i, ·)‖ε(1−p)

]
. (3.20)

Now we control the three expectations in the right side of (3.20). For the two first
expectations, by Cauchy Schwarz’s inequality and condition H2, for η > 0 and
ε > 0 both sufficiently small such that η 6 η0

2 and ε 6 η0
2 , we have

E
[
‖M0‖ηθ0(p)ε

]
6
(
E‖M0‖2η

) 1
2
(
Eθ0(p)2ε) 1

2 < +∞, (3.21)

and

E
[
‖M0‖η max

16i,j6d
M0(i, j)ε(1−p)

]
6
(
E‖M0‖2η

) 1
2
(
E max

16i,j6d
M0(i, j)2ε(1−p)

) 1
2

< +∞. (3.22)

For the third expectation, using again (3.4) and (3.18), we get that for all n > 2
and s ∈ (−η, η),

Eeis
[
‖M0,n−2(i, ·)‖ε(1−p)

]
= E

[‖M0,n−2(i, ·)‖s+ε(1−p)rs(Xei
n−1)

κ(s)n−1rs(ei)

]
6 D2

(
κ(s+ ε(1− p))

κ(s)

)n−1
E
[‖M0,n−2(i, ·)‖s+ε(1−p)rs+ε(1−p)(Xei

n−1)
κ(s+ ε(1− p))n−1rs+ε(1−p)(ei)

]
= D2 e(n−1)[Λ(s+ε(1−p))−Λ(s)], (3.23)

where Λ(s) = log κ(s) (and the last equality follows from (3.4) with h = 1). By
Proposition 3.1, for η > 0 small enough, the function Λ is analytic on (−η, η), with
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Λ(0) = 0 and Λ′(0) = γ by [4, Corollary 7.3]. By hypothesis we have γ > 0, so
Λ is strictly increasing on [−η, η] for η > 0 small enough. Therefore, taking η > 0
and ε > 0 both sufficiently small, since Λ is continuous and strictly increasing on
[−η, η], we obtain

sup
s∈[−η,η]

{Λ(s+ ε(1− p))− Λ(s)} < 0. (3.24)

It follows that δ := esups∈(−η,η){Λ(s+ε(1−p))−Λ(s)} ∈ (0, 1), and we deduce from (3.23)
that for all n > 2 and s ∈ (−η, η),

Eeis
[
‖M0,n−2(i, ·)‖ε(1−p)

]
6 D2δn−1. (3.25)

Now, combining the inequalities (3.20), (3.21), (3.22) and (3.25), there exists a
constant C > 0 such that for all n > 2 and 1 6 i 6 d,

sup
s∈(−η,η)

Eeis
[(
Eξ|W i

n+1 −W i
n|p
)ε]

6 Cδn. (3.26)

Moreover, by similar calculation as in (3.20), for all s ∈ (−η, η) and 1 6 i 6 d we
have

Eeis
[(
Eξ|W i

1 −W i
0|p
)ε]

6 (Bp)εp
dηD

κ(−η)E
[
‖M0‖ηθ0(p)ε

]
, (3.27)

and

Eeis
[(
Eξ|W i

2 −W i
1|p
)ε]

6 (Bp)εp
(
dηD

κ(−η)

)2
E
[
‖M0‖ηθ0(p)ε

]
E
[
‖M0‖η max

16i,j6d
M0(i, j)ε(1−p)

]
. (3.28)

Therefore, putting together the inequalities (3.21), (3.22), (3.29), (3.27) and (3.28),
by taking C > 0 sufficiently large, it holds that for all n > 0 and 1 6 i 6 d,

sup
s∈(−η,η)

Eeis
[(
Eξ|W i

n+1 −W i
n|p
)ε]

6 Cδn. (3.29)

By the triangular inequality and the sub-additivity of the function x 7→ xε on R+,
it follows that for all n, k > 0 and 1 6 i 6 d,

sup
s∈(−η,η)

Eeis
[(
Eξ|W i

n+k −W i
n|p
)ε]

6
n+k−1∑
r=n

sup
s∈(−η,η)

Eeis
[(
Eξ|W i

r+1 −W i
r |p
)ε]

6 C

n+k−1∑
r=n

δr

6
C

1− δ δ
n.
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So, by letting k → +∞, (3.11) holds. Let α = pε > 0. Using Hölder’s inequality
with ε ∈ (0, 1), we obtain from (3.11) that for all n > 0 and 1 6 i 6 d,

sup
s∈(−η,η)

Eeis |W i −W i
n|α 6 sup

s∈(−η,η)
Eeis
[(
Eξ|W i −W i

n|p
)ε]

6
C

1− δ δ
n.

Therefore, (3.12) holds. This concludes the proof of Proposition 3.6.

3.4. Proof of Theorem 3.3

Now we proceed to prove Theorem 3.3.

Proof of Theorem 3.3. First, we prove the implication (3.7) ⇒ (3.8). Assume that
η > 0 and a > 0 are constants such that (3.7) holds. Let b ∈ (0, a). We know that
for all s ∈ (−η, η) and 1 6 i 6 d,

Eeis (W i)−b = 1
Γ(b)

∫ +∞

0
φis(t)tb−1dt,

where Γ is the Gamma function. So, by (3.7) we get that for all 1 6 i 6 d,

sup
s∈(−η,η)

Eeis (W i)−b 6 C

Γ(b)

∫ +∞

0
ta−b−1dt < +∞. (3.30)

Moreover, by Markov’s inequality we have that for all 1 6 i 6 d,

sup
s∈(−η,η)

Peis (W i 6 x) 6 x−b sup
s∈(−η,η)

Eeis (W i)−b. (3.31)

It is clear that (3.30) and (3.31) imply (3.8).
Now we prove (3.7), which will conclude the proof of Theorem 3.3. Let η > 0 be

small enough, and ε ∈ (0, 1). For all n > 0, s ∈ (−η, η), t > 0 and 1 6 i 6 d, we
have

φis(t) = Eeis
[

e−tW
i

1{|W i
n−W i|6εn}

]
+ Eeis

[
e−tW

i

1{|W i
n−W i|>εn}

]
6 Eeis

[
e−t(W

i
n−ε

n) ]+ Eeis
[
1{|W i

n−W i|>εn}
]

= etε
n

Eeis
[

e−tW
i
n
]

+ Peis
(
|W i

n −W i| > εn
)
. (3.32)

By Markov’s inequality and Proposition 3.6, for η > 0 small enough, there exist
constants δ0 ∈ (0, 1) and α > 0 such that for all n > 0, s ∈ (−η, η) and 1 6 i 6 d,

Peis
(
|W i

n −W i| > εn
)
6 ε−αnEeis |W i

n −W i|α 6 C

(
δ0
εα

)n
.

Taking ε ∈ (0, 1) such that ε > δ
1/α
0 , we get that for all n > 0 and 1 6 i 6 d,

sup
s∈(−η,η)

Peis
(
|W i

n −W i| > εn
)
6 Cδn1 . (3.33)
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where δ1 := δ0
εα ∈ (0, 1).

We now give a bound of Eeis [e−tW i
n ] uniformly in s. By definition of W i

n, for all
n > 1 and 1 6 i 6 d we have

‖Zin‖
‖M0,n−1(i, ·)‖ min

16r6d
Un,∞(r) 6W i

n 6
‖Zin‖

‖M0,n−1(i, ·)‖
1

min16r6d Un,∞(r) . (3.34)

Moreover, by (1.7) we get that for all n > 0,

1 > min
16r6d

Un,∞(r) = min
16r6d

〈Mn(r, ·), Un+1,∞〉
‖MnUn+1,∞‖

> min
16r,j6d

Mn(r, j)
‖Mn‖

. (3.35)

Combining (3.34) and (3.35), it holds that for all n > 1 and 1 6 i 6 d,

W i
n >

‖Zin‖
‖M0,n−1(i, ·)‖ min

16r,j6d

Mn(r, j)
‖Mn‖

=: Y in. (3.36)

The interesting point here is that Y in is independent of the future (ξn+1, ξn+2,· · · ).
Set β > 0. Recall that Λ(s) = log κ(s). By (3.36), (3.4) and (3.18), we obtain that
for all n > 0, s ∈ (−η, η), t > 0 and 1 6 i 6 d,

Eeis
[

e−tW
i
n
]
6 Eeis

[
e−tY

i
n
(
1{log ‖M0,n(i,·)‖6β(n+1)} + 1{log ‖M0,n(i,·)‖>β(n+1)}

)]
6 E

[‖M0,n(i, ·)‖srs
(
Xei
n+1
)

κ(s)n+1rs(ei)
e−tY

i
n 1{log ‖M0,n(i,·)‖6β(n+1)}

]
+ Peis

(
log ‖M0,n(i, ·)‖ > β(n+ 1)

)
6 D e(n+1)[βs−Λ(s)] E

[
e−tY

i
n
]

+ Peis
(

log ‖M0,n(i, ·)‖ > β(n+ 1)
)
.

(3.37)

We have to control all the terms on the right side of (3.37).
First, we give a suitable bound of E[e−tY in ]. For all n > 0, t > 0 and 1 6 i 6 d,

we have

E[e−tY
i
n ] =

∫ 1

u=0
P
(

e−tY
i
n > u

)
du =

∫ 1

u=0
P
(
Y in 6 − log u

t

)
du. (3.38)

We will give a suitable bound of P(Y in 6 x) for any x > 0, to obtain the decay
rate of E[e−tY in ]. To this end we will estimate the harmonic moments of Y in. By [13,
Lemma 3.11], condition H2 implies (2.7). Therefore, applying Lemma 3.4 with the
convex function x 7→ x−a on R+ and Lemma 3.2, there exists a constant a > 0 such
that for all 1 6 i 6 d,

sup
n>0

E(W i
n)−a = E(W i)−a < +∞. (3.39)

Using (3.34), (3.35) and Hölder’s inequality, we obtain that for all b > 0, n > 0 and
1 6 i 6 d,

E(Y in)−b 6 E
[
(W i

n)−b‖Mn‖b max
16r,j6d

Mn(r, j)−b
]

6
(
E(W i

n)−3b
) 1

3
(
E‖M0‖3b

) 1
3
(
E max

16r,j6d
M0(r, j)−3b

) 1
3
. (3.40)
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Applying (3.40) with b = 1
3 min{a, η0} > 0, by (3.39) and condition H2 we get that

for all 1 6 i 6 d,

sup
n>0

E(Y in)−b 6 C.

By Markov’s inequality, this implies that for all x > 0 and 1 6 i 6 d,

sup
n>0

P
(
Y in 6 x

)
6 xb sup

n>0
E(Y in)−b 6 Cxb. (3.41)

Combining the inequalities (3.38) and (3.41), we deduce that for all t > 0 and
1 6 i 6 d,

sup
n>0

E[e−tY
i
n ] 6 Ct−b

∫ 1

u=0
(− log u)bdu 6 Ct−b. (3.42)

We next control the probability term in (3.37). Let q > 0 be a small constant.
By Markov’s inequality, (3.18) and (3.4), for all n > 1, s ∈ (−η, η) and 1 6 i 6 d,
we have

Peis
(

log ‖M0,n(i, ·)‖ > β(n+ 1)
)

6 e−βq(n+1) Eeis ‖M0,n(i, ·)‖q

= e−βq(n+1) E
[‖M0,n(i, ·)‖s+qrs

(
Xei
n+1
)

κ(s)n+1rs(ei)

]
6 D2κ(s+ q)n+1

κ(s)n+1 e−βq(n+1) E
[‖M0,n(i, ·)‖s+qrs+q

(
Xei
n+1
)

κ(s+ q)n+1rs+q(ei)

]
= D2 e(n+1)(Λ(s+q)−Λ(s)−βq) . (3.43)

We know by Proposition 3.1 that Λ is analytic on (−η, η) for η > 0 small. From
now, we choose β > sups∈(−η,η) Λ′(s). Then, by the mean value theorem, it holds
that for all s, q ∈ (−η/2, η/2),

Λ(s+ q)− Λ(s)− βq = (Λ′(c)− β)q 6 q sup
s∈(−η,η)

{
Λ′(s)− β

}
< 0, (3.44)

where c is a point between s and s+ q. Combining this with (3.43), we get that for
η > 0 small enough (half of the previous value), there exists a constant δ2 ∈ (0, 1)
such that for all n > 1 and 1 6 i 6 d,

sup
s∈(−η,η)

Peis
(

log ‖M0,n(i, ·)‖ > β(n+ 1)
)
6 Cδn2 . (3.45)

We then deal with the term e(n+1)[βs−Λ(s)] in (3.37). Using the mean value the-
orem with Λ(0) = 0, we get that for all s ∈ (−η, η), |Λ(s)| = |Λ(s) − Λ(0)| 6
supc∈(−η,η) Λ′(c)|s| < β|s|, so that βs − Λ(s) 6 2β|s|. It follows that for all n > 1
and s ∈ (−η, η),

e(n+1)[βs−Λ(s)] 6 e2β|s|(n+1) 6 e2βη(n+1) . (3.46)
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Putting together the inequalities (3.32), (3.33), (3.42), (3.45) and (3.46), we
obtain that for all n > 1, t > 0 and 1 6 i 6 d,

sup
s∈(−η,η)

φis(t) 6 C etε
n
(

e2βη(n+1) t−b + δn2

)
+ Cδn1 .

Taking δ = max
{

e2βη εbδ1, δ2, δ1
}
, this implies that for all n > 1, t > ε−n and

1 6 i 6 d,

sup
s∈(−η,η)

φis(t) 6 Cδn, (3.47)

with δ ∈ (0, 1) for η > 0 small enough. Define

N(t) :=
⌊
− log t

log ε

⌋
+ 1, t >

1
ε
.

It is clear that when t > 1
ε , we have N(t) > 1, t > ε−N(t) and N(t) > − log t/ log ε.

Therefore, using the inequality (3.47) with n = N(t), we get that for all t > 1
ε and

1 6 i 6 d,

sup
s∈(−η,η)

φis(t) 6 CδN(t) 6 Cδ−
log t
log ε = Ct−

log δ
log ε ,

where log δ
log ε > 0. So (3.7) holds. This concludes the proof of Theorem 3.3.

4. Berry-Esseen bound for log ‖Zi
n‖ under Pei

s

In this section, we establish a Berry-Esseen bound for log ‖Zin‖, the logarithm of
the population size ‖Zin‖ = Zin(1) + · · · + Zin(d), under the changed measure Peis ,
uniformly in s ∈ (−η, η).

Recall that by Proposition 3.1, under condition H2, the function s 7→ Λ(s) =
log κ(s) is analytic on (−η, η), hence Λ′(s) and σs := Λ′′(s) are well defined and
analytic on s ∈ (−η, η). From [24, Proposition 3.12], we have a strong law of large
numbers for log ‖MT

0,n−1x‖ under the changed measure Pxs : for s ∈ (−η, η), and
x ∈ S,

1
n

log ‖MT
0,n−1x‖ →

n→+∞
Λ′(s) Pxs -a.s.

Moreover, by [24, Proposition 3.14], uniformly in s ∈ (−η, η) and x ∈ S, we have

σ2
s = lim

n→+∞

1
n
Exs [(log ‖MT

0,n−1x‖ − nγ)2] ∈ [0,∞).

When condition H3 holds, since the function s 7→ σs is continuous on (−η, η) and
σ0 = σ > 0, it follows that for η > 0 small enough,

inf
s∈(−η,η)

σs > 0. (4.1)

Now, we formulate a Berry-Esseen bound for log ‖Zin‖ under the changed mea-
sure Peis , uniformly in s ∈ (−η, η).
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Theorem 4.1. Assume conditions H1, H2, H3 and γ > 0. Then, for η > 0 small
enough, there exists a constant C > 0 such that for all n > 1 and x ∈ R,

sup
s∈(−η,η)

∣∣∣∣Peis ( log ‖Zin‖ − nΛ′(s)
σs
√
n

6 x

)
− Φ(x)

∣∣∣∣ 6 C√
n
.

Notice that when s = 0, Theorem 4.1 reduces to the Berry-Essen bound (1.3) un-
der the initial measure P, which has been proved in a previous article [13, Theorem
2.4].

For the proof of Theorem 4.1, we need several preliminary results. We start by
the following lemma which gives the convergence in L1 of logW i

n to logW i under
Peis with an exponential rate, uniformly in s.

Lemma 4.2. Assume conditions H1, H2 and γ > 0. Then, for η > 0 small enough,
there exist two constants C > 0 and δ ∈ (0, 1) such that for all n > 0 and 1 6 i 6 d,

sup
s∈(−η,η)

Eeis | logW i
n − logW i| 6 Cδn.

Proof. For all n > 0 and 1 6 i 6 d, we have

logW i
n − logW i = log(1 +Rin), (4.2)

where

Rin := W i
n

W i
− 1.

Let η > 0 small, and K ∈ (0, 1). Then, taking the L1-norm under the changed
measure Peis in (4.2), we get that for all n > 0, s ∈ (−η, η) and 1 6 i 6 d,

Eeis
∣∣ logW i

n − logW i
∣∣

= Eeis
∣∣ log(1 +Rin)1{Rin>−K}

∣∣+ Eeis
∣∣ log(1 +Rin)1{Rin<−K}

∣∣. (4.3)

Let ε ∈ (0, 1] be small enough. Notice that x 7→ x−ε log(1+x) is a bounded function
on [−K,+∞). So, for all n > 0, s ∈ (−η, η) and 1 6 i 6 d,

Eeis | log(1 +Rin)1{Rin>−K}| 6 CEeis |Rin|ε. (4.4)

On the other hand, by Theorem 3.3 there exist constants η > 0 and a > 0 such
that Eeis (W i)−a 6 C for any 1 6 i 6 d and uniformly in s ∈ (−η, η). Therefore,
using H2 and Lemma 3.4 with the convex function x 7→ x−a, we obtain that for all
s ∈ (−η, η) and 1 6 i 6 d,

sup
n>0

Eeis (W i
n)−a 6 Eeis

[
sup
n>0

Eξ(W i
n)−a

]
= Eeis (W i)−a 6 C. (4.5)
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We know that | log x|2 6 C(x + x−a) for all x > 0. So from (4.2), Fatou’s lemma
and (4.5), we get that for all s ∈ (−η, η) and 1 6 i 6 d,

sup
n>0

(
Eeis | log(1 +Rin)|2

) 1
2 6 sup

n>0

(
Eeis | logW i

n|2
) 1

2 +
(
Eeis | logW i|2

) 1
2

6 2 sup
n>0

(
Eeis | logW i

n|2
) 1

2

6 C sup
n>0

(
Eeis W i

n + Eeis (W i
n)−a

) 1
2

6 C. (4.6)

Therefore, by Cauchy-Schwarz’s inequality, (4.6) and Markov’s inequality, we obtain
that for all n > 0, s ∈ (−η, η) and 1 6 i 6 d,

Eeis | log(1 +Rin)1{Rin<−K}| 6
(
Eeis | log(1 +Rin)|2

) 1
2
(
Eeis 1{Rin<−K}

) 1
2

6
[

sup
k>0

(
Eeis | log(1 +Rik)|2

) 1
2
]
Peis (|Rin| > K) 1

2

6 C(Eeis |Rin|ε)
1
2 . (4.7)

Putting together the relations (4.3), (4.4) and (4.7), we get that for all n > 0,
s ∈ (−η, η) and 1 6 i 6 d,

Eeis | logW i
n − logW i| 6 CEeis |Rin|ε + C

(
Eeis |Rin|ε

) 1
2 . (4.8)

By the definition of Rin and Cauchy-Schwarz’s inequality, for all n > 0, s ∈ (−η, η)
and 1 6 i 6 d, we have

Eeis |Rin|ε = Eeis
[
(W i)−ε|W i

n −W i|ε
]
6
(
Eeis (W i)−2ε) 1

2
(
Eeis |W i

n −W i|2ε
) 1

2 .

Therefore, by (4.5) and (3.12) in Proposition 3.6, for ε > 0 and η > 0 small enough,
there exists a constant δ ∈ (0, 1) such that for all n > 0 and 1 6 i 6 d,

sup
s∈(−η,η)

Eeis |Rin|ε 6 Cδ2n. (4.9)

Combining (4.8) and (4.9), we obtain that for all n > 0 and 1 6 i 6 d,

sup
s∈(−η,η)

Eeis | logW i
n − logW i| 6 Cδn.

This concludes the proof of Lemma 4.2.

Now we formulate the Berry-Esseen bound for log ‖MT
0,n−1y‖ under the changed

measure Pys , for any y ∈ S and uniformly in s ∈ (−η, η). This result was estab-
lished by Xiao, Grama and Liu in [24, Theorem 5.1], and will play a crucial role in
proving Theorem 4.1. Recall that Φ(x) = 1√

2π

∫ x
−∞ e−t2/2 dt is the standard normal

distribution function.
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Lemma 4.3. Assume conditions H2 and H3. Then, for η > 0 small enough, there
exists a constant C > 0 such that for all n > 1, y ∈ S and x ∈ R,

sup
s∈(−η,η)

∣∣∣∣Pys( log ‖MT
0,n−1y‖ − nΛ′(s)
σs
√
n

6 x

)
− Φ(x)

∣∣∣∣ 6 C√
n
.

The next lemma gives, for any 1 6 i 6 d, a control of the joint law
(

log ‖Zin‖, log ‖M0,n−1(i, ·)‖
)

under Peis , uniformly in s ∈ (−η, η).
Lemma 4.4. Assume conditions H1, H2, H3 and γ > 0. Then, for η > 0 small
enough, there exists a constant C > 0 such that for all n > 1, s ∈ (−η, η) and
x ∈ R,

Peis
(

log ‖Zin‖ − nΛ′(s)
σs
√
n

6 x,
log ‖M0,n−1(i, ·)‖ − nΛ′(s)

σs
√
n

> x

)
6

C√
n
, (4.10)

and

Peis
(

log ‖Zin‖ − nΛ′(s)
σs
√
n

> x,
log ‖M0,n−1(i, ·)‖ − nΛ′(s)

σs
√
n

6 x

)
6

C√
n
. (4.11)

Proof. Since the proof of (4.11) is similar to that of (4.10), we will only prove
(4.10).

Let s ∈ (−η, η), where η > 0 is small enough such that (4.1) holds. For all n > 1,
x ∈ R and 1 6 i 6 d, set

F in(x) := Peis
(

log ‖Zin‖ − nΛ′(s)
σs
√
n

6 x,
log ‖M0,n−1(i, ·)‖ − nΛ′(s)

σs
√
n

> x

)
.

As before, we write that C > 0 for a constant independent of s and n, which may
differ from line to line. For 0 6 m < n, y ∈ S and 1 6 i 6 d, set

Sym,n :=
log ‖MT

m,n−1y‖ − (n−m)Λ′(s)
σs
√
n

and Lim,n := logW i
m

σs
√
n
. (4.12)

By (3.34), for all n > 1, x ∈ R and 1 6 i 6 d, we have

F in(x) 6 Peis
(
Sei0,n + Lin,n + min

16r6d

logUn,∞(r)
σs
√
n

6 x, Sei0,n > x

)
. (4.13)

Set m := m(n) = b
√
nc, where bxc is the integer part of x. By Markov’s inequality

and Lemma 4.2, for η > 0 small enough, there exists a constant δ ∈ (0, 1) such that
for all n > 1 and 1 6 i 6 d,

Peis
(
|Lin,n − Lim,n| >

1√
n

)
6
√
nEeis

∣∣Lin,n − Lim,n∣∣
= 1

σs
Eeis | logW i

n − logW i
m|

6
1
σs

(
Eeis | logW i

n − logW i|+ Eeis | logW i
m − logW i|

)
6

C

σs
(δn + δm). (4.14)
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Notice that δn + δm = o( 1√
n

) as n → +∞. Combining this with (4.1) and (4.14),
we get that for all n > 1 and 1 6 i 6 d,

Peis
(
|Lin,n − Lim,n| >

1√
n

)
6

C√
n
.

This, together with (4.13), implies that for all n > 1, x ∈ R and 1 6 i 6 d,

F in(x) 6 Peis
(
Sei0,n + Lim,n + min

16r6d

logUn,∞(r)
σs
√
n

6 x+ 1√
n
, Sei0,n > x

)
+ Peis

(
|Lin,n − Lim,n| >

1√
n

)
6 Peis

(
Sei0,n + Lim,n + min

16r6d

logUn,∞(r)
σs
√
n

6 x+ 1√
n
, Sei0,n > x

)
+ C√

n
.

(4.15)

For any n > 1 and 1 6 i 6 d, we have the following decomposition:

Sei0,n =
log ‖MT

m+1,n−1(MT
0,mei)‖ − nγ

σs
√
n

=
log ‖MT

0,mei‖+ log ‖MT
m+1,n−1(MT

0,m · ei)‖ − nγ
σs
√
n

=
√
m+ 1
n

Sei0,m+1 + S
X
ei
m+1

m+1,n. (4.16)

By (3.34) and (3.35), for all n > 1 and 1 6 i 6 d we have
Lim,n 6 1

σs
√
n

log ‖Zim‖
‖M0,m−1(i,·)‖ −

1
σs
√
n

min
16r,j6d

log Mm(r,j)
‖Mm‖ ,

Lim,n > 1
σs
√
n

log ‖Zim‖
‖M0,m−1(i,·)‖ + 1

σs
√
n

min
16r,j6d

log Mm(r,j)
‖Mm‖ .

(4.17)

Therefore, combining the relations (4.15)-(4.17), we obtain that for all n > 1, x ∈ R
and 1 6 i 6 d,

F in(x) 6 Peis
(√

m+ 1
n

Sei0,m+1 + S
X
ei
m+1

m+1,n +Bim,n 6 x+ 1√
n
,√

m+ 1
n

Sei0,m+1 + S
X
ei
m+1

m+1,n > x

)
+ C√

n
, (4.18)

where

Bim,n : = 1
σs
√
n

log ‖Zim‖
‖M0,m−1(i, ·)‖ + 1

σs
√
n

min
16r,j6d

log Mm(r, j)
‖Mm‖

+ 1
σs
√
n

min
16r,j6d

log Mn(r, j)
‖Mn‖

. (4.19)
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Since Sei0,m+1, S
X
ei
m+1

m+1,n and Bim,n depend only on the environments ξ0, ξ1, · · · , ξn
(but not on ξn+1, ξn+2, · · · ), by (4.18) and (3.4) we get that for all n > 1, x ∈ R
and 1 6 i 6 d,

F in(x) 6

E
[
qsn+1(ei,MT

0,n)1{√
m+1
n S

ei
0,m+1+S

X
ei
m+1

m+1,n+Bim,n6x+ 1√
n
,
√

m+1
n S

ei
0,m+1+S

X
ei
m+1

m+1,n>x
}]

+ C√
n
. (4.20)

For all n > 1, y ∈ S and x ∈ R, set

Gym,n(x) = Peis (Sym,n 6 x).

For each n > 1, denote by hn the function on S × R× R defined as follows: for all
y ∈ S, z ∈ R, and t ∈ R,

hn(y, z, t) := Pys
(
Sym+1,n + z + t 6

1√
n
, Sym+1,n + z > 0

)
. (4.21)

Notice thatXei
m+1, S

ei
0,m+1 andBim,n are independent of the environments ξm+1 · · · ξn−1,

so they are independent of Sym+1,n for any y ∈ S. Therefore, by (4.20) and (3.3),
we see that for all n > 1, x ∈ R and 1 6 i 6 d,

F in(x)

6 E
[
qsm+1(ei,MT

0,m)qsn−m−1(Xei
m+1,M

T
m+1,n−1)qs1(Xei

n ,M
T
n )

1{√
m+1
n S

ei
0,m+1+S

X
ei
m+1

m+1,n+Bim,n6x+ 1√
n
,
√

m+1
n S

ei
0,m+1+S

X
ei
m+1

m+1,n>x
}]+ C√

n

6 E
[
qsm+1(ei,MT

0,m) sup
u∈S

qs1(u,MT
n )hn

(
Xei
m+1,

√
m+ 1
n

Sei0,m+1 − x,Bim,n
)]

+ C√
n
. (4.22)

Now we give a bound of the function hn. It is clear that for all n > 1, y ∈ S,
z ∈ R, and t ∈ R,

0 6 hn(y, z, t) =
[
Gym+1,n

( 1√
n
− z − t

)
−Gym+1,n(−z)

]
1{

t6 1√
n

}. (4.23)

Since the matrices Mn, n > 0, are i.i.d., for all n > 1, y ∈ S and x ∈ R we have

Gym+1,n(x) = Pys
( log ‖MT

0,n−m−1y‖ − (n−m− 1)Λ′(s)
σs
√
n

6 x

)
= Gy0,n−m−1(anx),
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where an =
√

n
n−m−1 . It is clear that an = (1− m+1

n )−1/2 = 1+O(mn ) = 1+O( 1√
n

)
as n → +∞. Therefore, using Lemma 4.3 we obtain that, for η > 0 small enough
and all n > 1, y ∈ S and x ∈ R,∣∣Gym+1,n(x)− Φ(anx)

∣∣ =
∣∣Gy0,n−m−1(anx)− Φ(anx)

∣∣
6

C√
n−m− 1

= Can√
n

6
C√
n
. (4.24)

Moreover, applying the mean value theorem on t 7→ Φ(tx), for all n > 1 and x ∈ R,
we have

|Φ(anx)− Φ(x)| 6 |an − 1| sup
t>1
|xΦ′(tx)|

6
C√
n

sup
z∈R
|zΦ′(z)|

6
C√
n
, (4.25)

where we have used the fact that z 7→ |zΦ′(z)| is a bounded function on R. Com-
bining the relations (4.23)-(4.25), we get that for all n > 1, y ∈ S, z ∈ R, and
t ∈ R,

hn(y, z, t) 6
∣∣∣Φ( 1√

n
− z − t

)
− Φ(−z)

∣∣∣1{
t6 1√

n

} + C√
n
. (4.26)

Using again the mean value theorem, since supx∈R |Φ′(x)| 6 1, for all x, z ∈ R we
have

|Φ(x+ z)− Φ(x)| 6 |z|. (4.27)

This, together with (4.26), implies that for all n > 1, y ∈ S, z ∈ R, and t ∈ R,

hn(y, z, t) 6
∣∣∣ 1√
n

+ t
∣∣∣+ C√

n
6 |t|+ C√

n
. (4.28)

By (4.22) and (4.28), we obtain that for all n > 1, x ∈ R and 1 6 i 6 d,

F in(x) 6 E
[
qsm+1(ei,MT

0,m) sup
u∈S

qs1(u,MT
n )
(∣∣Bim,n∣∣+ C√

n

)]
+ C√

n

= E
[
qsm+1(ei,MT

0,m) sup
u∈S

qs1(u,MT
n )
∣∣Bim,n∣∣]

+ 1√
n
E
[

sup
u∈S

qs1(u,MT
0 )
]

+ C√
n
. (4.29)
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Then, combining (4.29), (3.19) and the definition of Bim,n (see (4.19)), we get that
for all n > 1, x ∈ R and 1 6 i 6 d,

F in(x) 6 C

σs
√
n
E
[
qsm+1(ei,MT

0,m)‖Mn‖η
∣∣∣∣ log ‖Zim‖

‖M0,m−1(i, ·)‖

∣∣∣∣]
+ C

σs
√
n
E
[
qsm+1(ei,MT

0,m)‖Mn‖η max
16r,j6d

∣∣∣∣ log Mm(r, j)
‖Mm‖

∣∣∣∣]
+ C

σs
√
n
E
[
qsm+1(ei,MT

0,m)‖Mn‖η max
16r,j6d

∣∣∣∣ log Mn(r, j)
‖Mn‖

∣∣∣∣]
+ C√

n
.

By condition H2, (4.1) and (4.17), this implies that for all n > 1, x ∈ R and
1 6 i 6 d,

F in(x) 6 C√
n
Eeis

∣∣∣∣ log ‖Zim‖
‖M0,m−1(i, ·)‖

∣∣∣∣+ C√
n
Eeis
[

max
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∣∣∣∣ log Mm(r, j)
‖Mm‖

∣∣∣∣]
+ C√

n
E
[
‖M0‖η max
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∣∣∣∣ log M0(r, j)
‖M0‖

∣∣∣∣]+ C√
n

6
C√
n
Eeis
∣∣ logW i

m

∣∣+ C√
n
Eeis
[

max
16r,j6d

∣∣∣∣ log Mm(r, j)
‖Mm‖

∣∣∣∣]
+ C√

n
E
[
‖M0‖η max

16r,j6d

∣∣∣∣ log M0(r, j)
‖M0‖

∣∣∣∣]+ C√
n
. (4.30)

Now we give a bound of the three expectations in (4.30). First, by Lemma 4.2 we
get that, for η > 0 small enough and all n > 1 and 1 6 i 6 d,

Eeis
∣∣ logW i

m

∣∣ 6 C. (4.31)

Next, using (3.3) and (3.19), we obtain that for all n > 1 and 1 6 i 6 d,

Eeis
[

max
16r,j6d

∣∣∣∣ log Mm(r, j)
‖Mm‖

∣∣∣∣]
= E

[
qsm(ei,MT

0,m−1)qs1(MT
0,m−1 · ei,MT

m) max
16r,j6d

∣∣∣∣ log Mm(r, j)
‖Mm‖

∣∣∣∣]
6 CE

[
qsm(ei,MT

0,m−1)‖Mm‖η max
16r,j6d

∣∣∣∣ log Mm(r, j)
‖Mm‖

∣∣∣∣]
= CE

[
‖M0‖η max

16r,j6d

∣∣∣∣ log M0(r, j)
‖M0‖

∣∣∣∣]. (4.32)

Then, by the inequality | log x| 6 C(xη + x−η) for x > 0 and Cauchy-Schwarz’s
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inequality, we have

E
[
‖M0‖η max

16r,j6d

∣∣∣∣ log M0(r, j)
‖M0‖

∣∣∣∣]
6 CE

[
max

16r,j6d
M0(r, j)η

]
+ CE

[
‖M0‖2η max

16r,j6d
M0(r, j)−η

]
6 CE‖M0‖η + C

(
E‖M0‖4η

) 1
2
(
E max

16r,j6d
M0(r, j)−2η

) 1
2
. (4.33)

Taking η > 0 small enough, by H2 it follows that

E
[
‖M0‖η max

16r,j6d

∣∣∣∣ log M0(r, j)
‖M0‖

∣∣∣∣] 6 C. (4.34)

Therefore, combining the ineqalities (4.30)-(4.34), we get (4.10). This concludes the
proof of Lemma 4.4.

Now we shall prove Theorem 4.1.

Proof of Theorem 4.1. Let η > 0 be sufficiently small such that (4.1) holds. For all
n > 1, s ∈ (−η, η), x > 0 and 1 6 i 6 d, we have

Peis
(

log ‖Zin‖ − nΛ′(s)
σs
√
n

6 x

)
= Peis

(
log ‖Zin‖ − nΛ′(s)

σs
√
n

6 x,
log ‖M0,n−1(i, ·)‖ − nΛ′(s)

σs
√
n

6 x

)
+Peis

(
log ‖Zin‖ − nΛ′(s)

σs
√
n

6 x,
log ‖M0,n−1(i, ·)‖ − nΛ′(s)

σs
√
n

> x

)
= Peis

(
log ‖M0,n−1(i, ·)‖ − nΛ′(s)

σs
√
n

6 x

)
−Peis

(
log ‖Zin‖ − nΛ′(s)

σs
√
n

> x,
log ‖M0,n−1(i, ·)‖ − nΛ′(s)

σs
√
n

6 x

)
+Peis

(
log ‖Zin‖ − nΛ′(s)

σs
√
n

6 x,
log ‖M0,n−1(i, ·)‖ − nΛ′(s)

σs
√
n

> x

)
.

Therefore, using the Berry-Essen bound in lemma 4.3 and Lemma 4.4, by taking
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η > 0 small enough, we get that for all n > 1, s ∈ (−η, η), x > 0 and 1 6 i 6 d,∣∣∣∣Peis ( log ‖Zin‖ − nΛ′(s)
σs
√
n

6 x

)
− Φ(x)

∣∣∣∣
6

∣∣∣∣Peis ( log ‖M0,n−1(i, ·)‖ − nΛ′(s)
σs
√
n

6 x

)
− Φ(x)

∣∣∣∣
+Peis

(
log ‖Zin‖ − nΛ′(s)

σs
√
n

> x,
log ‖M0,n−1(i, ·)‖ − nΛ′(s)
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)
+Peis

(
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√
n

6 x,
log ‖M0,n−1(i, ·)‖ − nΛ′(s)
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√
n

> x

)
6

C√
n
.

This concludes the proof of Theorem 4.1.

5. Proof of Cramér’s moderate deviation expansion

In this section, we prove Theorem 2.1. The proof is based on a control of the
joint law of

(
log ‖Zin‖, log ‖M0,n−1(i, ·)‖

)
under Peis , uniformly in s ∈ (−η, η). We

already have a control in Lemma 4.4. Unfortunately this is not sufficient, and we
need additional information. For 0 < x < y, set Φ([x, y]) = Φ(y) − Φ(x). The first
result below about the convergence to the normal distribution is a consequence of
Theorem 4.1 and Lemma 4.4.

Lemma 5.1. Assume conditions H1, H2, H3 and γ > 0. Then, for η > 0 small
enough, there exists a constant C > 0 such that for all n > 1, s ∈ (−η, η), x > 0
and 1 6 i 6 d,∣∣∣∣Peis ( log ‖Zin‖ − nΛ′(s)

σs
√
n

> 0, log ‖M0,n−1(i, ·)‖ − nΛ′(s)
σs
√
n

6 x

)
− Φ([0, x])

∣∣∣∣
6

C√
n
, (5.1)

and∣∣∣∣Peis ( log ‖Zin‖ − nΛ′(s)
σs
√
n

< 0, log ‖M0,n−1(i, ·)‖ − nΛ′(s)
σs
√
n

> −x
)

− Φ([−x, 0])
∣∣∣∣ 6 C√

n
. (5.2)

Proof. Let η > 0 be small enough such that (4.1) holds. For all n > 1, s ∈ (−η, η),
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x > 0 and 1 6 i 6 d, we have

Peis
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log ‖Zin‖ − nΛ′(s)
σs
√
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√
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6 x

)
.

Then, applying the Berry-Essen bound in Theorem 4.1 and the inequalities in
Lemma 4.4, when η > 0 is sufficiently small, we obtain that for all n > 1, s ∈ (−η, η),
x > 0 and 1 6 i 6 d,∣∣∣∣Peis ( log ‖Zin‖ − nΛ′(s)

σs
√
n

> 0, log ‖M0,n−1(i, ·)‖ − nΛ′(s)
σs
√
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6 x

)
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)
6
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n
.

Therefore, (5.1) holds. It is clear that (5.2) can be proved by similar calculations.
This conclude the proof of Lemma 5.1.

The second result gives a control of the probabilities in Lemma 5.1 when x < 0,
uniformly in s ∈ (−η, η).

Lemma 5.2. Assume conditions H1, H2, H3 and γ > 0. Then, for η > 0 small
enough, there exist constants C > 0, α > 0, β > 0 and δ ∈ (0, 1) such that for all
n > 1, s ∈ (−η, η), x > 0 and 1 6 i 6 d,

Peis
(

log ‖Zin‖ − nΛ′(s)
σs
√
n

> 0, log ‖M0,n−1(i, ·)‖ − nΛ′(s)
σs
√
n

6 −x
)

6
C√
n

e−αx
√
n +C min

{
e−βx

√
n, x−

1
2n−

1
4 δ
√
n
}
, (5.3)
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and

Peis
(

log ‖Zin‖ − nΛ′(s)
σs
√
n

< 0, log ‖M0,n−1(i, ·)‖ − nΛ′(s)
σs
√
n

> x

)
6

C√
n

e−αx
√
n +C min

{
e−βx

√
n, x−

1
2n−

1
4 δ
√
n
}
. (5.4)

Proof. We only prove (5.3), since the second assertion (5.4) can be proved in the
same way.

We use the same notation as in the proof of Lemma 5.1. Let η > 0 be small
enough such that (4.1) holds. Let s ∈ (−η, η). As before, C > 0 will be a constant
independent of s and n, which may differ from line to line.

By (3.34), we get that for all n > 1, x > 0 and 1 6 i 6 d,

Peis
(

log ‖Zin‖ − nΛ′(s)
σs
√
n

> 0, log ‖M0,n−1(i, ·)‖ − nΛ′(s)
σs
√
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6 −x
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6 Peis
(
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16r6d
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> 0, S0,n 6 −x
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6 Peis
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logUn,∞(r)
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> −x2 , S0,n 6 −x
)

+Peis
(
|Lin,n − Lim,n| >

x

2

)
=: Ai1(x, n) +Ai2(x, n). (5.5)

Now, we give a bound for the two terms Ai1(x, n) and Ai2(x, n).
Control of Ai1(x, n). Using the relations (4.16) and (4.17), we obtain that for all

n > 1, x > 0 and 1 6 i 6 d,

Ai1(x, n) 6 Peis
(√

m+ 1
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Sei0,m+1 + S
X
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X
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,

where

Ki
m,n : = 1
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√
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log ‖Zim‖
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1
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√
n
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16r,j6d

log Mm(r, j)
‖Mm‖

− 1
σs
√
n

min
16r,j6d

log Mn(r, j)
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.

For each n > 1 and x > 0, let hn,x be the function on S ×R×R defined by: for all
y ∈ S, z ∈ R, and t ∈ R,

hn,x(y, z, t) := Pys
(
Sym+1,n + z + t > −x2 , S

y
m+1,n + z 6 −x

)
. (5.6)
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By an argument similar to the proof of (4.20) and (4.22), we obtain that for all
n > 1, x > 0 and 1 6 i 6 d,

Ai1(x, n)

6 E
[
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.

(5.7)

Using (4.24), (4.25) and (4.27), we have that for all n > 1, x > 0, y ∈ S, z ∈ R,
and t ∈ R,

0 6 hn,x(y, z, t) =
[
Gym+1,n(−x− z)−Gym+1,n

(
− x

2 − z − t
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(
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2 }.

Combining this with (5.7), we get that for all n > 1, x > 0 and 1 6 i 6 d,

Ai1(x, n) 6 E
[
qsm+1(ei,MT

0,m) sup
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(
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]
. (5.8)

We will slightly change the expression of the above expectation in order to facilitate
the passage to the expectation with respect to the new measure Peis . For any n > 1
and 1 6 i 6 d, set

K̃i
m,n : = 1

σs
√
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Notice that the expectation in (5.8) remains the same if the environment ξn is
replaced by ξm+1 due to the independence structure. So in (5.8) we can replace
(Mn,K

i
m,n) by (Mm+1, K̃

i
m,n). This, together with (3.18), yields that for all n > 1,

x > 0 and 1 6 i 6 d,
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Let ε ∈ (0, 1) be arbitrary fixed. By Markov’s inequality and (3.19), for all n > 1,
x > 0 and 1 6 i 6 d we have
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(5.10)

Notice that Eeis
[ ‖Zim‖
‖M0,m−1(i,·)‖

]
= 1. Therefore, using Jensen’s and Cauchy-Shwartz’s

inequalities and condition H2, by taking η > 0 and ε ∈ (0, 1) sufficiently small, we
get from (5.10) that for all n > 1, x > 0 and 1 6 i 6 d,
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√
n . (5.11)

Then, using again Cauchy-Shwartz’s inequality and (5.11), for all n > 1, x > 0 and
1 6 i 6 d we have

Eeis
[
K̃i
m,n1{K̃i
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6
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∣∣K̃i

m,n

∣∣2) 1
2
. (5.12)

Then, by the triangular inequality in L2 under Peis and (4.17), we obtain that for
all n > 1 and 1 6 i 6 d,(

Eeis
∣∣K̃i

m,n

∣∣2) 1
2
6

1
σs
√
n

[(
Eeis
∣∣ logW i

m

∣∣2) 1
2 + 2

(
Eeis max
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∣∣∣∣ log Mm(r, j)
‖Mm‖

∣∣∣∣2) 1
2

+
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2
]
. (5.13)

Notice that we have proved in (4.6) that for all n > 1 and 1 6 i 6 d,(
Eeis
∣∣ logW i

n

∣∣2) 1
2
6 C. (5.14)
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By an argument similar to the proof of (4.32)-(4.34) with the inequality | log x|2 6
C(xη + x−η) for x > 0, we get that for all n > 1 and 1 6 i 6 d,(

Eeis max
16r,j6d

∣∣∣∣ log Mn(r, j)
‖Mn‖

∣∣∣∣2) 1
2

6 C. (5.15)

Therefore, combining the inequalities (5.12)-(5.15) and (4.1), we see that for all
n > 1, x > 0 and 1 6 i 6 d,
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[
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Putting together (5.9), (5.11), (5.16) and (4.1), we obtain that, with α = ε
4 infs∈(−η,η) σs >

0, for all n > 1, x > 0 and 1 6 i 6 d,

Ai1(x, n) 6 C√
n

e−αx
√
n . (5.17)

Control of Ai2(x, n). First, by Markov’s and Jensen’s inequalities, and using (4.1)
and Lemma 4.2, we see that for η > 0 small enough, there exists a constant δ0 ∈
(0, 1) such that for all n > 1, x > 0 and 1 6 i 6 d,
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Taking δ = δ
1
2
0 ∈ (0, 1), since m = b

√
nc, it follows that for all n > 1, x > 0 and

1 6 i 6 d,
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1
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On the other hand, by Markov’s inequality we have that for any a ∈ (0, 1), and for
all n > 1, x > 0 and 1 6 i 6 d,

Ai2(x, n) = Peis
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(
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)a]
. (5.19)

By Cauchy-Schwarz’s and Jensen’s inequalities, and using (4.5), for η > 0 and
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a ∈
(
0, 1

2
)
small enough we get that for all n, k > 1 and 1 6 i 6 d,
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This, together with (5.19) and (4.1), implies that with β = a
2 infs∈(−η,η) σs > 0, for

all n > 1, x > 0 and 1 6 i 6 d,

Ai2(x, n) 6 C e−βx
√
n . (5.20)

Combining (5.5), (5.17) and (5.20), we get (5.3). This concludes the proof of
Lemma 5.2.

Now we proceed to the proof of Theorem 2.1. It is based on the control of the
joint law of

(
log ‖Zin‖, log ‖M0,n−1(i, ·)‖

)
in Lemmas 5.1 and 5.2, together with

standard techniques from Petrov [20].

Proof of Theorem 2.1. Notice that, when x ∈ (0, 1], Theorem 2.1 is a direct conse-
quence of the Berry-Esseen bound for log ‖Zin‖ (Theorem 4.1 with s = 0). So, it
remains to prove Theorem 2.1 for x > 1 such that x = o(

√
n), as n→ +∞.

We first prove (2.13). Let η > 0 be a small constant. Using the changed measure
Peis , for all n > 1, s ∈ (−η, η) and 1 6 i 6 d we have

P
(

log ‖Zin‖ − nγ
σ
√
n

> x

)
= rs(ei)κ(s)nEeis

[
r−1
s (Xei

n ) e−s log ‖M0,n−1(i,·)‖
1{log ‖Zin‖−nγ>σx

√
n}

]
. (5.21)

Since Λ = log κ, we get from (5.21), (4.12) and (4.1) that, for η > 0 small enough
and all n > 1, s ∈ (−η, η) and 1 6 i 6 d,

P
(

log ‖Zin‖ − nγ
σ
√
n

> x

)
= rs(ei) e−n[sΛ′(s)−Λ(s)]×

Eeis
[
r−1
s (Xei

n ) e−sσs
√
nS

ei
0,n 1{ log ‖Zin‖−nΛ′(s)

σs
√
n

>
√
n[γ−Λ′(s)]

σs
+σx
σs

}]. (5.22)

Recall that, by Proposition 3.1, the function Λ is analytic on (−η, η) for η > 0 small
enough, so that Λ(s) =

∑+∞
k=1

γk
k! s

k for s ∈ (−η, η), where γk := Λ(k)(0), k > 1.
From [20], we know that for x = o(

√
n) as n→ +∞, x > 1, and n > 1 sufficiently

large, the equation
√
n[Λ′(s)− γ] = σx, (5.23)
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has a unique root s(x, n) ∈ (0, η) which has the expression

s(x, n) = t
√
γ2
− γ3

2γ2
2
t2 − γ4γ2 − 3γ2

3

6γ7/2
2

t3 + · · · , with t = x√
n
. (5.24)

From now, let s = s(x, n). Again from [20], we have the equality:

sΛ′(s)− Λ(s) = x2

2n −
x3

n3/2 ζ
( x√

n

)
, (5.25)

where ζ(t) is the Cramér series defined in (2.12) (entirely determined by the function
Λ), which converges for |t| small enough. Therefore, combining (5.22), (5.23) and
(5.25), we get that for n > 1 large enough and 1 6 i 6 d,

P
(

log ‖Zin‖ − nγ
σ
√
n

> x

)
= rs(ei) e−

x2
2 + x3

√
n
ζ( x√

n
) Eeis

[
r−1
s (Xei

n ) e−sσs
√
nS

ei
0,n 1{ log ‖Zin‖−nΛ′(s)

σs
√
n

>0
}]

= e−
x2
2 + x3

√
n
ζ( x√

n
)
J i(n), (5.26)

where

J i(n) := rs(ei)Eeis
[
r−1
s (Xei

n ) e−sσs
√
nS

ei
0,n 1{ log ‖Zin‖−nΛ′(s)

σs
√
n

>0
}].

By Proposition 3.1, for η > 0 small enough the map s 7→ rs is analytic on (−η, η),
with r0 = 1. Since s = O

(
x√
n

)
as n→ +∞ by (5.24), we obtain

‖rs − 1‖∞ 6 C|s| 6 Cx√
n
.

This, together with (3.18), implies that for all y1, y2 ∈ S,∣∣∣∣rs(y1)
rs(y2) − 1

∣∣∣∣ 6 r−1
s (y2)

(
|rs(y1)− 1|+ |rs(y2)− 1|

)
6 2D‖rs − 1‖∞

6
Cx√
n
. (5.27)

Therefore, using (5.27) and the definition of J i(n), we deduce that for all 1 6 i 6 d,
as n→ +∞,

J i(n) = J i1(n)
[
1 +O

(
x√
n

)]
, (5.28)

where

J i1(n) := Eeis
[

e−sσs
√
nS

ei
0,n 1{ log ‖Zin‖−nΛ′(s)

σs
√
n

>0
}].
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Then, using Fubini’s theorem and the integration by parts, we obtain the following
decomposition for J i1(n):

J i1(n) = Eeis
[ ∫

R
sσs
√
n e−sσs

√
nu
1{ log ‖Zin‖−nΛ′(s)

σs
√
n

>0,Sei0,n6u
}du]

= sσs
√
n

∫
R

e−sσs
√
nu Peis

(
log ‖Zin‖ − nΛ′(s)

σs
√
n

> 0, Sei0,n 6 u

)
du

= sσs
√
n

∫ +∞

0
e−sσs

√
nu Peis

(
log ‖Zin‖ − nΛ′(s)

σs
√
n

> 0, Sei0,n 6 u

)
du

+ sσs
√
n

∫ 0

−∞
e−sσs

√
nu Peis

(
log ‖Zin‖ − nΛ′(s)

σs
√
n

> 0, Sei0,n 6 u

)
du

=: J i2(n) + J i3(n). (5.29)

Control of J i2(n). For any n > 1, set

I(n) := sσs
√
n

∫ +∞

0
e−sσs

√
nu Φ([0, u])du. (5.30)

By (5.1) in Lemma 5.1, we get that for all n > 1 and 1 6 i 6 d,

|J i2(n)− I(n)| 6 sσs
√
n

∫ +∞

0
e−sσs

√
nu

×
∣∣∣∣Peis ( log ‖Zin‖ − nΛ′(s)

σs
√
n

> 0, Sei0,n 6 u

)
− Φ([0, u])

∣∣∣∣du
6

C√
n
sσs
√
n

∫ +∞

0
e−sσs

√
nu du

= C√
n
. (5.31)

So, it remains to estimate I(n). Applying an integration by parts, for all n > 1 we
have

I(n) = 1√
2π

∫ +∞

0
e−sσs

√
nu−u2

2 du. (5.32)

Since Λ is analytic on (−η, η) with Λ′(0) = γ and σ2
s = Λ′′(s) > 0 by (4.1), by

Taylor’s formula we have Λ′(s)−γ = sσ2 +O(s2) and σ2
s = σ2 +O(s). Using (5.23)

and the fact that s = O
(
x√
n

)
, we obtain

sσs = Λ′(s)− γ
σ

+ o(s) = x√
n

+ o

(
x√
n

)
. (5.33)

Using standard methods from Petrov [20], from (5.32) and (5.33) we get

I(n) = 1√
2π

∫ +∞

0
e−xu−u

2
2 du+O

(
1√
n

)
.
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By a simple calculation,

1√
2π

∫ +∞

0
e−xu−u

2
2 du = e x

2
2
√

2π

∫ +∞

x

e−u
2
2 du = e x

2
2 (1− Φ(x)).

So we deduce that, as n→ +∞,

I(n) = e x
2
2 (1− Φ(x)) +O

(
x√
n

)
. (5.34)

Therefore, from (5.31), we get that, as n→ +∞,

J i2(n) = e x
2
2 (1− Φ(x)) +O

(
1 + x√
n

)
. (5.35)

Control of J i3(n). By the definition of J i3(n) (see (5.29)) and the bound (5.3) in
Lemma 5.2, there exist some constants α > 0, β > 0 and δ ∈ (0, 1) such that for all
n > 1 and 1 6 i 6 d,

J i3(n) 6 Csσs

∫ 0

−∞
e(sσs−α)

√
n|u| du

+ Csσs
√
n

∫ 0

−∞
esσs

√
n|u|min

{
e−β
√
n|u|, |u|− 1

2n−
1
4 δ
√
n
}
du

6 Csσs

∫ 0

−∞
e(sσs−α)

√
n|u| du+ Csσs

√
n

∫ −1

−∞
e(sσs−β)

√
n|u| du

+ Csσsn
1/4δ

√
n

∫ 0

−1

esσs
√
n|u|√
|u|

du. (5.36)

Let ε ∈
(
0,min{α, β}

)
. By (5.33) we have sσs → 0 as n→ +∞, hence sσs 6 ε for

n large enough. Implementing this in (5.36), we obtain that for n sufficiently large,

J i3(n) 6 C

∫ 0

−∞
e(ε−α)

√
n|u| du+ C

√
n

∫ −1

−∞
e(ε−β)

√
n|u| du

+ Cn1/4δ
√
n

∫ 0

−1

eε
√
n|u|√
|u|

du

6 C

(
1

(α− ε)
√
n

+ e(ε−β)
√
n

(β − ε) + n1/4(δ eε)
√
n

∫ 0

−1

du√
|u|

)
.

Taking ε small enough such that δ eε < 1, it follows that for n sufficiently large,

J i3(n) 6 C√
n
. (5.37)

Now, combining (5.29), (5.35) and (5.37) we get that, as n→ +∞,

J i1(n) = e x
2
2 (1− Φ(x)) +O

(
1 + x√
n

)
.
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Therefore, using (5.26) and (5.28), we obtain that, as n→ +∞,

P
( log ‖Zin‖ − nγ

σ
√
n

> x
)

= e−
x2
2 + x3

√
n
ζ( x√

n
)
[

e x
2
2 (1− Φ(x)) +O

(
1 + x√
n

)](
1 +O

(
x√
n

))
= e

x3
√
n
ζ( x√

n
)(1− Φ(x))

[
1 +O

(
1 + x√
n

)]
.

This concludes the proof of (2.13).
The proof of (2.14) is very similar to that of (2.13). We just need to consider

the unique root of the equation
√
n[Λ′(s)− γ] = −σx instead of (5.23), and apply

the inequality (5.2) instead of (5.1), and (5.4) instead of (5.3). This ends the proof
of Theorem 2.1.
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