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Abstract

In this paper, we provide a lazy control synthesis algorithm for monotone transition systems and directed safety specifications. Two classes of monotone transition systems are presented: state monotone transition systems and input-state monotone transition systems. For the first class of systems, a partial order is defined only on the state space. For the second, the input space is ordered as well. The introduced lazy synthesis approach is based on the efficient computation of predecessors. It benefits not only from a monotone property of transition systems but also from the ordered structure of the state (input) space and the fact that directed safety specifications are considered. To enrich the class of the considered specifications, we also present an incremental controller synthesis framework, which allows us to deal with intersections of upper and lower-closed safety requirements. We then compare the proposed approach with the classical safety synthesis algorithm and illustrate the advantages, in terms of run-time and memory efficiency, on an adaptive cruise control problem.
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1 Introduction

Abstraction-based synthesis techniques have been an ongoing research area in the last decade (see e.g., [1,2] and the references therein). They consist in creating a finite-state abstraction (or a symbolic model) for a continuous or a hybrid system and refining the controller synthesized for the abstraction to a controller for the original system. The replacement of a dynamical system by its abstraction principally enables the use of various techniques developed in the area of supervisory control of discrete event systems [3].

Symbolic models are often obtained through discretization of the state and input spaces. Consequently, most of the abstraction-based approaches do not scale well (see e.g. [4,5] and the references therein).

To tackle the scalability problem different ideas have been proposed. In [6,7] optimal abstraction parameters are derived to minimize the size of symbolic models. In [8–10], compositional approaches are used to improve the scalability of symbolic control techniques. In [11–14], the authors proposed multi-scale abstractions, where sampling parameters can be refined during the synthesis process. The general idea for these papers is to start with a coarse abstraction and then iteratively refine it. While results in [11,12] are restricted for linear and incrementally stable systems, respectively, the approaches provided in [13,14] are applicable for general classes of non-linear systems. The authors in [12–17] synthesize controllers lazily\footnote{In classical approaches [1], one first constructs the whole abstraction for the original system and then use the pre-computed abstraction to synthesize the controller. In lazy approaches, the system is abstracted in parallel to the controller synthesis procedure. Moreover, we only compute the}. In [12–14] the authors proposed to re-
In this paper, we present a (laz) synthe algorithm for monotone transition systems and directed safety specifications. The class of monotone transition systems is of practical interest since it arises from monotone dynamical systems, which frequently appear in engineering applications such as traffic networks [18], biological networks [19] and power systems [20]. We consider two different classes of systems: state monotone transition systems and input-state monotone transition systems. For the former only the state space is equipped with a partial order. For the latter, both state and input spaces are equipped with a partial order. First, we focus on directed safety specifications and provide an approach based on the concept of a basis to compute the set of predecessors lazily. Then we present an incremental synthesis procedure allowing us to deal with the intersection of upper and lower-closed safety specifications. Finally, we consider an adaptive cruise control problem. We show that, while ensuring completeness with respect to the classical safety synthesis algorithm, the lazy approach allows us to speed up the computations and reduce memory consumption.

In spirit, the closest works in the literature are [21,22]. In [21], sparse abstractions were proposed for monotone dynamical systems and directed specifications. We go one step further by providing a lazy synthesis algorithm benefiting from a particular structure of the considered problem. In [22], the authors introduce a notion of $s$-sequence to characterize a controlled invariant of the system. This notion is relatively close to the notion of basis, which we use to describe a predecessor operator in our work. However, the results presented in [22] are restricted by the class of cooperative systems, while we address a more general class of monotone systems. Moreover, looking at the computation of controlled invariants, as an optimization problem, [22] do not guarantee the maximality of the obtained control invariant set. They also propose to use a simple open-loop control policy to keep a trajectory within a safe set. Although such an approach is memory efficient, it hardly possible to use their controller as a start point for more general tasks (for example, obstacle-avoided reachability specification or optimal control problems with hard constraints). In our paper, we first use a fixed-point approach to compute the maximal controlled invariant and then construct the maximal safety controller, which brings us to a more general solution.

A preliminary version of this work has been presented in the conference paper [23]. The current paper extends the approach in different directions: First, while in [23], we have only provided the results for input-state monotone transition systems, in this paper, we also deal with the more general class of state monotone transition systems. Second, in [23], we have considered only directed specifications. However, in this paper, we also explain how to deal with safety specifications given by an intersection of upper and lower-closed sets. Third, the proofs of different results are simplified, since now they are based on the predecessor operator notion. Finally, the numerical example is improved, and we are evaluating the performance of our approach not only using a runtime comparison but also in terms of memory efficiency, which has not been done in the conference version.

The paper is organized as follows. In Section 2, some required preliminaries are provided. In Section 3, we introduce different classes of monotone transition systems. In Section 4, we present a lazy algorithm to compute the set of predecessors. In Section 5, we present a lazy synthesis algorithm for monotone transition systems and lower-closed safety specifications. In Section 6, we present an incremental approach to synthesize controllers for intersections of upper and lower-closed safety specifications. In Section 7, we show how the monotonicity property is preserved when going from dynamical systems to their symbolic abstractions. Finally, in Section 8, an illustrative example is proposed in order to show the efficiency of the proposed approach.

2 Preliminaries

2.1 Partial orders

A binary relation $\leq \subseteq L \times L$ is a partial order if and only if for all $l_1, l_2, l_3 \in L$, we have: (i) $l_1 \leq l_1$, (ii) if $l_1 \leq l_2$ and $l_2 \leq l_1$ then $l_1 = l_2$ and, (iii) if $l_1 \leq l_2$ and $l_2 \leq l_3$ then $l_1 \leq l_3$. If neither $l_1 \leq l_2$ nor $l_2 \leq l_1$ holds, we say that $l_1$ and $l_2$ are incomparable. The set of all incomparable couples in $L$ is denoted by Inc$_L$. We say that $l_1 < l_2$ if $l_1 \leq l_2$ and $l_1 \neq l_2$. We define $\geq$ so that $l_1 \geq l_2$ if and only if $l_2 \leq l_1$.

For a partially ordered set $L$, closed intervals are $[x,y]_L = \{ z | x \leq z \leq y \}$. Given a partially ordered set $L$, for $a \in L$ let $\downarrow a = \{ x \in L | x \leq a \}$ and $\uparrow a = \{ x \in L | a \leq x \}$. When $A \subseteq L$ then its lower closure (respectively upper closure) is $\downarrow A = \bigcup_{a \in A} \downarrow a$ (respectively $\uparrow A = \bigcup_{a \in A} \uparrow a$). A subset $A \subseteq L$ is said to be lower-closed (respectively upper-closed) if $\downarrow A = A$ (respectively $\uparrow A = A$).
Definition 1 Let $\mathcal{L}$ be a partially ordered set and $A \subseteq \mathcal{L}$ is a finite subset. The set of minimal elements of $A$ is defined as $\min(A) = \{ x \in A \mid \forall x_1 \in A, x \leq x_1 \}$. Similarly, the set of maximal elements of $A$ is defined as $\max(A) = \{ x \in A \mid \forall x_1 \in A, x \geq x_1 \}$. Intuitively, the result of Proposition 1 means that a union (an intersection) of lower-closed sets is lower-closed.

For finite lower-closed sets, we use the operator max to introduce the notion of the basis [25], which serves as a simpler representation of the lower-closed set.

Definition 2 Let $\mathcal{L}$ be a finite partially ordered set. A set $B = \{ s_1, \ldots, s_n \} \subseteq \mathcal{L}$ is said to be the basis of $Z$, denoted $B = \text{Bas}(Z)$, if $B = \max(Z)$ or in other words

- $Z = \bigcup_{i=1}^{n} s_i$
- for all $s_i, s_j \in B$, if $s_i \neq s_j$ then $(s_i, s_j) \in \text{Inc}_{\mathcal{L}}$.

The existence and uniqueness of a finite basis of a finite lower-closed set follow from the fact that the relation $\leq_{\mathcal{L}}$ is a well-quasi-order [26]. An illustration of the concept of basis is given in Figure 1.

2.2 Transition systems

Definition 3 A transition system is a tuple $T = (X, U, \Delta)$, where $X$ is a set of states, $U$ is a set of inputs and $\Delta \subseteq X \times U \times X \times X$ is a transition relation.

A transition system is said to be finite if $X$ and $U$ are finite. A transition system is said to be deterministic if $\text{card}(\Delta(x, u)) \leq 1$ for all $x \in X$ and $u \in U$. We introduce notation $x' \in \Delta(x, u)$ as an alternative representation for a transition $(x, u, x') \in \Delta$ and we call the state $x'$ a successor of the state $x$, while $x$ is a predecessor of state $x'$ correspondingly. For $A \subseteq X$ and $V \subseteq U$, we denote by $\Delta(A, V) = \bigcup_{a \in A} \bigcup_{v \in V} \Delta(a, v)$. For the transition system $S$, we assume that for all $x \in X$ and for all $u \in U$, $\Delta(x, u) \neq \emptyset$. This means that for any state all the inputs are enabled.

3 Monotone transition systems

In this section, we introduce the class of monotone transition systems that preserve order on input and state spaces. We then provide necessary and sufficient conditions for a transition system to be monotone. We first start with the class of transition systems, where only the set of states is partially ordered.

Definition 4 Consider a transition system $T = (X, U, \Delta)$ where the set of states $X$ is equipped with a partial order $\leq_X$. The transition system $T$ is said to be:

- Lower state monotone (LSM) if for all $x_1, x_2 \in X$, for all $u \in U$, with $x_1 \leq_X x_2$, it follows that for any $x'_1 \in \Delta(x_1, u)$, there is $x'_2 \in \Delta(x_2, u)$, such that $x'_1 \leq_X x'_2$.
- Upper state monotone (USM) if for all $x_1, x_2 \in X$, for all $u \in U$, with $x_1 \leq_X x_2$, it follows that for any $x'_2 \in \Delta(x_2, u)$, there is $x'_1 \in \Delta(x_1, u)$, such that $x'_1 \leq_X x'_2$.

The transition system $T$ is said to be state monotone (SM) if it is both LSM and USM.

One can readily see that the concepts of USM and LSM coincide when the transition system $T$ is deterministic.

We then consider the class of transition systems where both state and input spaces are partially ordered.

Definition 5 Consider a transition system $T = (X, U, \Delta)$ where the set of states $X$ and the set of inputs $U$ are equipped with partial orders $\leq_X, \leq_U$, respectively. The transition system $T$ is said to be:

- Lower input-state monotone (LISM) if for all $x_1, x_2 \in X$, for all $u_1, u_2 \in U$, with $x_1 \leq_X x_2$ and $u_1 \leq_U u_2$, it follows that for all $x'_1 \in \Delta(x_1, u_1)$, there is $x'_2 \in \Delta(x_2, u_2)$ such that $x'_1 \leq_X x'_2$.
- Upper input-state monotone (UISM) if for all $x_1, x_2 \in X$, for all $u_1, u_2 \in U$, with $x_1 \leq_X x_2$ and $u_1 \leq_U u_2$, it follows that for all $x'_2 \in \Delta(x_2, u_2)$, there is $x'_1 \in \Delta(x_1, u_1)$ such that $x'_1 \leq_X x'_2$.

The transition system $T$ is said to be input-state monotone (ISM) if it is both LISM and UISM.
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Fig. 2. Illustration of Theorem 1. Given two states \( x_1 \leq_X x_2 \)
\( \Delta(x, u) = \begin{cases} A_1 x & \text{if } u = 1 \\ A_2 x & \text{if } u = 2 \end{cases} \)
where \( A_1 = \begin{pmatrix} 0.1 & 0.9 \\ 3 & 0.7 \end{pmatrix} \) and \( A_2 = \begin{pmatrix} 0.2 & 2 \\ 0.1 & 0.7 \end{pmatrix} \)
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\begin{equation}
\text{Pre}(A, V, B) = \{ x \in A \mid \exists u \in V, \Delta(x, u) \subseteq B \}
\end{equation}
Intuitively, $\text{Pre}(A, V, B)$ contains all the states that are initially in $x \in A$ and for which all the successors can be steered in $B$ by selecting inputs from $V$. The Pre operator is a fundamental tool for reachability analysis, which is commonly used for controller synthesis of transition systems [1]. Let us give some characterizations for the Pre operator for LSM transition systems and lower-closed sets.

**Lemma 2** Let $T = (X, U, \Delta)$ be a LSM transition system, consider the lower-closed sets $Z_1, Z_2 \subseteq X$ and let $V \subseteq U$. We have that $\text{Pre}(Z_1, V, Z_2)$ is a lower-closed set.

**PROOF.** Let $x \in \text{Pre}(Z_1, V, Z_2)$, then $x \in Z_1$ and there exists $u \in V$ such that $\Delta(x, u) \subseteq Z_2$. Let $x' \leq_X x$. Since $Z_1$ is a lower-closed set, then $x' \in Z_1$. Moreover, we have from (iii) in Corollary 1 that $\Delta(x', u) \subseteq \downarrow \Delta(x, u) \subseteq \downarrow Z_2 = Z_2$. The end of the proof follows straightforward from the definitions. \hfill \square

Since the Pre operator has a lower-closed structure when dealing with lower-closed sets, we can use the notion of basis (see Definition 2) to describe the Pre operator for LSM transition systems.

**Theorem 2** Let $T = (X, U, \Delta)$ be a LSM transition system. Consider the lower-closed sets $A, Z_1, Z_2 \subseteq X$ such that $A \subseteq Z_1$ and the set $V \subseteq U$. We have $A \subseteq \text{Pre}(Z_1, V, Z_2)$ if and only if the following condition is satisfied:

$$\forall x \in \text{Bas}(A), \exists u \in V \text{ s.t. } \Delta(x, u) \subseteq Z_2. \tag{2}$$

**PROOF.** Let $A \subseteq Z_1$, we first assume that $A \subseteq \text{Pre}(Z_1, V, Z_2)$. Since $\text{Bas}(A) \subseteq A$, (2) is directly satisfied. Now let us prove the second implication. Assuming that (2) is satisfied, let us prove that $A \subseteq \text{Pre}(Z_1, V, Z_2) = \{ x \in Z_1 | \exists u \in U = V, \Delta(x, u) \subseteq Z_2 \}$. First, we have that $A \subseteq Z_1$. For $x \in A$, there exists $x' \in \text{Bas}(A)$ such that $x \leq_X x'$. Hence, we have from (2) the existence of $u \in V$ such that $\Delta(x', u) \subseteq Z_2$. Since $x \leq_X x'$, we have from (iii) in Corollary 1 that $\Delta(x, u) \subseteq \downarrow \Delta(x', u) \subseteq \downarrow Z_2 = Z_2$. Hence, $A \subseteq \text{Pre}(Z_1, V, Z_2)$. \hfill \square

Intuitively, the set $\text{Pre}(Z_1, V, Z_2)$ can be seen as the maximal lower-closed subset of $Z_1$ for which condition (2) is satisfied.

**Remark 1** The result of Theorem 2 provides guidelines towards a lazy computation of the Pre operator. Indeed, while in the classical approach the condition $\Delta(x, v) \subseteq B$ is checked for all elements $x \in A$ (see equation (1)), it can be checked only for the elements $x \in \text{Bas}(A)$ when dealing with a lower-closed set of predecessors (see equation (2)).

#### Algorithm 1 $\text{Pre}(Z_1, V, Z_2)$

**Input:** A LSM transition system $T = (X, U, \Delta)$, a lower-closed initial set $Z_1 \subseteq X$, a lower-closed final set $Z_2 \subseteq X$ and a subset of control inputs $V \subseteq U$.

**Output:** $\text{Pre}(Z_1, V, Z_2)$.

1. begin
2. $S_{\text{unc}} := \emptyset; B^c := \emptyset$; \hfill 3. $B^{ex} := \text{Bas}(Z_1)$; 
4. while $B^{ex} \neq \emptyset$ do
5. $B^e := \{ q \in B^{ex} | \exists u \in V: \Delta(q, u) \subseteq Z_2 \}$; \hfill 6. $B^c := B^e \cup B^c$; \hfill 7. $S_{\text{unc}} := S_{\text{unc}} \cup (B^{ex} \setminus B^e)$; \hfill 8. $B^{ex} := \text{Bas}(Z_1) \setminus S_{\text{unc}} \setminus B^c$; \hfill 9. return $\downarrow B^c$; \hfill

#### 4.2 Lazy computation of predecessors

In this part, we propose a lazy fixed-point algorithm for the computation of a predecessor set. The algorithm is based on condition (2) and deals only with the elements of the basis in each iteration.

The inputs to Algorithm 1 are a LSM transition system $T = (X, U, \Delta)$, an initial lower-closed set $Z_1 \subseteq X$, a final lower-closed set $Z_2 \subseteq X$ and a subset of control inputs $V$, and the objective is to compute the basis of $\text{Pre}(Z_1, V, Z_2)$, as a simple representation of $\text{Pre}(Z_1, V, Z_2)$. Algorithm 1 works as follows: first we initialize the set $B^{ex}$ with the basis of the set $Z_1$. Then at every iteration of the while loop 4-8, we explore all elements in $B^{ex}$. The controllable states, which satisfy (2), are accumulated in $B^c$. So, $B^c \subseteq \text{Pre}(Z_1, V, Z_2)$ and, as a consequence, the set $B^c \subseteq \text{Pre}(Z_1, V, Z_2)$ (see line 6). The uncontrollable states in $Z_1$, which do not belong to $\text{Pre}(Z_1, V, Z_2)$, are stored in $S_{\text{unc}}$ (line 7). The set $B^c$ coincides with the basis of $\text{Pre}(Z_1, V, Z_2)$, since at every iteration of the loop 4-8 we reinitialize the set $B^{ex}$ (line 8) with a basis of elements in $Z_1$, which have not been marked as uncontrollable. However among these elements there are those, which have been already explored (they belong to $B^c$), and we remove them to avoid the additional computations (see line 8). Let us also point out that in line 5 as soon as we find an acceptable input we do not explore the other inputs.

In the classical approach, to find $\text{Pre}(Z_1, V, Z_2)$ we should check for every $x \in Z_1$ if there is $u \in V$ such that $\Delta(x, u) \subseteq Z_2$. However, in Algorithm 1, we leave all elements, which are smaller than the basis of $\text{Pre}(Z_1, V, Z_2)$, unexplored. Indeed, we go through all states in $Z_1$ only if $\text{Pre}(Z_1, V, Z_2)$ is empty. This laziness gives us an efficiency gain. An illustration of the execution of Algorithm 1 is provided in Figure 3.
In the next section we show how to speed up these two algorithms. Given a transition system $T = (X, U, \Delta)$ with $X = \downarrow X = \downarrow x_1$ and $U = \{u_1, u_2\}$, where the objective is to compute $\text{Pre}(X, U, X)$. We start the exploration from the state $x_1 \in X$. Since $x_1$ does not satisfy condition (2), the state $x_1$ is then marked as uncontrollable (see line 7 in Algorithm 1) and represented in black in the figure. Then, we move to the next basis, which is made of the state $x_2$ and $x_3$. In the second iteration we explore the elements $x_2$ and $x_3$. After exploration, we mark the state $x_2$ as controllable and $x_3$ as uncontrollable. We then construct a new basis, made of two states $x_2$ and $x_3$. In the third iteration we only explore $x_4$ ($x_2$ has been explored in the second iteration). Since both $x_2$ and $x_4$ are controllable, Algorithm 1 terminates and provides an output given by $\text{Pre}(X, U, X) = \downarrow x_2 \downarrow \downarrow x_4$ presented in the right figure with a blue color.

5 Controller synthesis for lower-closed safety specifications

Considering a transition system $T$ and a safety specification $X^S \subseteq X$, we solve, in this section, a synthesis problem that consists in determining a controller, which keeps the trajectories of the system inside a safe set $X^S$.

Given a transition system $T = (X, U, \Delta)$, a controller for $T$ is a set-valued map $C : X \Rightarrow U$ and its domain is defined as $\text{dom}(C) = \{x \in X \mid C(x) \neq \emptyset\}$. Particularly, a safety controller can be defined as follows:

**Definition 6** A safety controller $C$ for the transition system $T = (X, U, \Delta)$ and the safe set $X^S$ satisfies:

- $\text{dom}(C) \subseteq X^S$;
- $\forall x \in \text{dom}(C)$ and $\forall u \in C(x)$, $\Delta(x, u) \subseteq \text{dom}(C)$.

There are, in general, several controllers that solve the safety problem. The maximal safety controller $C^*$ is a safety controller such that for any other safety controller $C$ and for all $x \in X$, we have $C(x) \subseteq C^*(x)$. The maximal safety controller is the best possible safety controller in the sense that any other controller solving the same safety problem would be more restrictive.

To find the maximal safety controller one can use the classical safety game [1], which consists of two steps. First, the domain of the maximal safety controller $\text{dom}(C^*)$ is computed based on a fixed-point algorithm (see Algorithm 2). Then for every $x \in \text{dom}(C^*)$ the maximal safety controller $C^*$ is defined as follows:

$$C^*(x) = \{u \in U \mid \Delta(x, u) \subseteq \text{dom}(C^*)\}. \quad (3)$$

In the next section we show how to speed up these two steps by benefitting from the monotone structure of the considered transition system.

**Algorithm 2 : dom($C^*$)**

**Input:** A transition system $T = (X, U, \Delta)$ and a safe set $X^S \subseteq X$.

**Output:** $\text{dom}(C^*)$.

1. $\text{begin}$
2. $\quad Z := \text{Pre}(X^S, U, X^S)$;
3. $\quad Z^p = X^S$;
4. $\quad \text{while } Z^p \neq Z \text{ do}$
5. $\quad \quad Z^p := Z$;
6. $\quad \quad Z := \text{Pre}(Z, U, Z)$;
7. $\text{return } Z$;

5.1 State monotone transition systems

5.1.1 Domain of the controller

First, let us characterize the domain of the maximal safety controller for LSM transition systems and lower-closed safety specifications $X^S \subseteq X$.

**Proposition 2** Let $C^*$ be the maximal safety controller for a LSM transition system $T = (X, U, \Delta)$ and lower-closed safety specification $X^S \subseteq X$. Then the following properties hold:

(i) $\text{dom}(C^*)$ is lower-closed w.r.t to the partial order $\leq_X$;
(ii) for all $x_1, x_2 \in X$, if $x_1 \leq_X x_2$ then $C^*(x_2) \subseteq C^*(x_1)$.

**PROOF.** (i) The proof follows immediately from Algorithm 2 and Lemma 2.

(ii) Let $x_1, x_2 \in X$ with $x_1 \leq_X x_2$. Let $u \in C^*(x_2)$. Then $\Delta(x_2, u) \subseteq \text{dom}(C^*)$. Hence, we have that $\Delta(x_1, u) \subseteq \downarrow \Delta(x_2, u) \subseteq \downarrow \text{dom}(C^*) = \text{dom}(C^*)$, where the first inclusion comes from the fact that $T$ is a LSM transition system and the last equality comes from (i). Hence, by maximality of $C^*$, we have that $u \in C^*(x_1)$. Then, $C^*(x_2) \subseteq C^*(x_1)$. □

Fig. 3. Illustration of Algorithm 1. A monotone transition system $T = (X, U, \Delta)$ with $X = \downarrow X = \downarrow x_1$ and $U = \{u_1, u_2\}$, where $C$ is a maximal safety controller for $T$.
One can use the classical Algorithm 2 to find \( \text{dom}(C^*) \). However, in our case, Algorithm 2 is based on lazy computation of \( \text{Pre} \) operator, given by Algorithm 1. Let us remark that we can check if \( Z^r \neq Z \) by simply comparing the basis of the considered sets since they are lower-closed.

### 5.1.2 Maximal safety controller

Once the domain of the maximal safety controller is obtained, we rely on the following result to compute the maximal safety controller \( C^* \):

**Theorem 3** Let \( C^* \) be the maximal safety controller for a LISM transition system \( T = (X, U, \Delta) \) and lower-closed safety specification \( X^S \subseteq X \). Let \( U = \{u_1, \ldots, u_N\} \) be the set of inputs. Let the set \( Z_i \subseteq X \) be defined as \( Z_i = \text{Pre}(\text{dom}(C^*), u_i, \text{dom}(C^*)) \). Then the following holds:

\[
  u_i \in C^*(x) \Leftrightarrow x \in Z_i \quad \text{for } i \in \{1, \ldots, N\}
\]

**PROOF.** Indeed \( u_i \in C^*(x) \) is equivalent to \( x \in \text{dom}(C^*) \) and \( \Delta(x, u_i) \in \text{dom}(C^*) \), which is equivalent to \( x \in \text{Pre}(\text{dom}(C^*), u_i, \text{dom}(C^*)) = Z_i \). \( \square \)

It can be seen that the computation of the maximal safety controller \( C^* \) is different and more efficient than the one used in the classical synthesis (see equation (3)). Indeed, in the classical case, one explores all the states in \( \text{dom}(C^*) \) and all the inputs \( u_i \in U \). While in our approach, all inputs are explored, but not necessarily all the states. The main idea is that for each input \( u_i \in U \), we only have to compute the set \( Z_i = \text{Pre}(\text{dom}(C^*), u_i, \text{dom}(C^*)) \), and that can be done efficiently by using Algorithm 1.

### 5.2 Input-state monotone transition systems

In this part, we propose a lazy safety synthesis algorithm that exploits ordering not only on the state but also on the input space. The synthesis of the maximal safety controller is done in two steps. First, we use only inputs with lower priorities to compute the maximal safety controller’s domain \( \text{dom}(C^*) \). Then we synthesize the maximal controller by exploiting the inputs priorities, which makes it possible to compute the maximal safety controller without exploring all the inputs. We start by providing some characterizations of the maximal safety controller for LISM transition systems:

**Proposition 3** Consider a LISM transition system \( T = (X, U, \Delta) \). Let \( C^* \) be the maximal safety controller enforcing the lower-closed safety specification \( X^S \subseteq X \). The following properties hold:

(i) \( \text{dom}(C^*) \) is lower-closed w.r.t the partial order \( \leq_X \);

(ii) for all \( x_1, x_2 \in X \), if \( x_1 \leq_X x_2 \) then \( C^*(x_2) \subseteq C^*(x_1) \);

(iii) for all \( x \in X \), \( C^*(x) \) is a lower-closed set w.r.t the partial order \( \leq_U \);

**PROOF.** (i), (ii) The result follows immediately from Proposition 2 and the fact that any LISM transition system is a LSM transition system.

(iii) Let \( x \in X \), \( u \in C^*(x) \) and \( u' \in \downarrow u \). We have that \( \Delta(x, u') \subseteq \downarrow \Delta(x, u) \subseteq \downarrow \text{dom}(C^*) = \text{dom}(C^*) \), where the first inclusion comes from the fact that \( T \) is a LISM transition system, the second inclusion comes from the fact that \( C^* \) is a safety controller and the last equality comes from the lower-closeness of \( \text{dom}(C^*) \). Hence, we have \( \Delta(x, u') \subseteq \text{dom}(C^*) \). Then, by maximality of \( C^* \), \( u' \in C^*(x) \). \( \square \)

#### 5.2.1 Domain of the controller

Let us define the set \( U_{\min} = \min(U) \) with respect to partial order \( \leq_U \) on the input set \( U \). Then the following is true.

**Theorem 4** Let \( C^* \) be the maximal safety controller for an LISM transition system \( T = (X, U, \Delta) \) and lower-closed safety specification \( X^S \subseteq X \). Let \( C^*_r \) be the maximal safety controller for the transition system \( T_r = (X, U_{\min}, \Delta) \) and safety specification \( X^S \). Then we have \( \text{dom}(C^*) = \text{dom}(C^*_r) \).

**PROOF.** Let us define the controller \( C_r \) of the reduced transition system \( T_r \) and the safe set \( X^S \) as follows: for \( x \in X \), \( C_r(x) = C^*(x) \cap U_{\min} \). First let us prove that \( \text{dom}(C_r) = \text{dom}(C^*) \). The inclusion \( \text{dom}(C_r) \subseteq \text{dom}(C^*) \) follows immediately from the construction of the controller \( C_r \). Now let \( x \in \text{dom}(C^*) \) and let \( u \in C^*(x) \). From (iii) in Proposition 2 we have that \( \downarrow u \subseteq C^*(x) \), then there exists \( u' \in U_{\min} \) such that \( u' \in C^*(x) \). Then, \( u' \in C_r(x) \). Hence, \( x \in \text{dom}(C_r) \) and \( \text{dom}(C_r) \) = \( \text{dom}(C^*) \) and \( C_r \) is a safety controller for \( T_r \) with a specification \( X^S \). Now let us prove that for all \( x \in X \), \( C_r(x) = C^*_r(x) \). The first inclusion \( C_r(x) \subseteq C^*_r(x) \) follows from maximality of the controller \( C^*_r \). For the second inclusion, we have from maximality of \( C^* \) and since \( U_{\min} \subseteq U \) that \( C^*_r(x) \subseteq C^*(x) \) for all \( x \in X \). Moreover, by construction of \( C^*_r \), we have that \( C^*_r(x) \subseteq U_{\min} \) for all \( x \in X \). Then, \( C_r(x) = C^*_r(x) \) for all \( x \in X \). Since \( \text{dom}(C_r) = \text{dom}(C^*_r) \), we have that \( \text{dom}(C_r) = \text{dom}(C^*) \). \( \square \)

The previous result states that for computation of the domain of the maximal safety controller \( \text{dom}(C^*) \), it is sufficient to use inputs with lower priorities.
we suppose that either $u_i \in U\setminus\{u_1, \ldots, u_9\}$ of the input set $U = \{1, 2, 3\}^2$ with respect to the component-wise partial order $\leq$ defined on $\mathbb{R}^2$.

**Algorithm 3** Maximal Safety Controller

**Input:** LISM transition system $T = (X, U, \Delta)$, the domain of maximal safety controller $\text{dom}(C^*)$.

**Output:** Controller $C$

1. begin
2. for $s \in X$
3. $C(s) := \emptyset$;
4. for $i = 1 : N$
5. if $u_i \in U_{\text{min}}$ then
6. $S_i = \text{dom}(C^*)$;
7. $K_i = \text{Pre}(S_i, u_i, \text{dom}(C^*))$;
8. else
9. $S_i = \cap_{u_j \leq_U u_i} K_j$;
10. $K_i = \text{Pre}(S_i, u_i, \text{dom}(C^*))$;
11. for $s \in K_i$
12. $C(s) := C(s) \cup \{u_i\}$;
13. return $C$

5.2.2 Maximal safety controller

It is always possible to reorder the elements of the input set $U = \{u_1, \ldots, u_N\}$ as follows: for all $1 \leq j \leq i \leq N$ we suppose that either $u_j \leq_U u_i$ or $(u_i, u_j) \in \text{Inc}_U$ (see Fig. 4 for the illustration). In this section, we exploit such an order to make synthesis for LISM transition systems more efficient. Algorithm 3 is based on the fact, that if a state is uncontrollable with an input $u \in U$, it is also uncontrollable with all the inputs $u' \in U$ such that $u' >_U u$, so if we failed to control a state with $u$, we do not need to explore $u' >_U u$ for it.

Let us now formally prove the result.

**Lemma 3** At every iteration of the loop 4-11 of the Algorithm 3 the set $K_i = \text{Pre}(S_i, u_i, \text{dom}(C^*))$ coincides with the set $Z_i = \text{Pre}(\text{dom}(C^*), u_i, \text{dom}(C^*))$.

**PROOF.** To prove the result, we proceed by induction. For all $i$ such that $u_i \in U_{\text{min}}$ the statement is obvious and we have the base. Let $i$ be such that $u_i \notin U_{\text{min}}$. Suppose that for all $j < i$, $Z_j = K_j$, and let us prove that $Z_i = K_i$. Indeed, since for all $j < i$, $K_j = Z_j$ we have that $K_j \subseteq \text{dom}(C^*)$ for all $j < i$, and as a consequence $S_i \subseteq \text{dom}(C^*)$ (see line 8). From where $K_i \subseteq Z_i$ is immediately satisfied. At the same time, for all $x \in Z_i$ we have that $x \in \text{dom}(C^*)$ and $\Delta(x, u_i) \subseteq \text{dom}(C^*)$. Then from Proposition 3 we have that $x \in \text{dom}(C^*)$ and for all $u_j \leq_U u_i$, $\Delta(x, u_j) \subseteq \text{dom}(C^*)$. Consequently $x \in \text{Pre}(\text{dom}(C^*), u_j, \text{dom}(C^*)) = Z_j = K_j$ for all $j$ such that $u_j \leq_U u_i$. Then from the line 9 of Algorithm 3, we have that $x \in S_i$ and, as a consequence, from line 10, $x \in K_i$.

**Theorem 5** Let $T = (X, U, \Delta)$ be a LISM transition system and let $\text{dom}(C^*)$ be a domain of the maximal safety controller $C^*$ for a lower-closed safety specification $X_s \subseteq X$. Algorithm 3 returns the maximal safety controller $C^*$.

**PROOF.** The statement follows immediately from Lemma 3, Theorem 3 and the fact that $u_i \in C(s)$ if and only if $s \in K_i$ (see lines 11-12 of the Algorithm 3).

**Remark 1** In the case of a total order on the input set $U$, the set $K_i \subseteq K_j$ for all $N \geq j \geq i \geq 1$ (see Fig. 5).

5.2.3 On memory requirements to implement $C^*$:

In symbolic control techniques, the symbolic controller is commonly represented as a look-up table ([27–30]), i.e., for every state controller stores the set of all possible control inputs that can be applied. Consequently, symbolic controllers are quite memory-consuming, which is a problem since they need to run on embedded devices with limited memory.

Some approaches have been proposed in the literature to simplify the symbolic controller representation such as Binary Decision Diagrams [31], Algebraic Decision Diagrams [32] and Decision Trees [33].

Fig. 4. Illustration of the reordering $U = \{u_1, \ldots, u_9\}$ of the input set $U = \{1, 2, 3\}^2$ with respect to the component-wise partial order $\leq$ defined on $\mathbb{R}^2$.

Fig. 5. Illustration of the maximal safety controller $C^*$ for the case of a total order on the input set $U = \{u_1, u_2, u_3\}$ with $u_1 \leq_U u_2 \leq_U u_3$. That $K_j \subseteq \text{dom}(C^*)$ for all $j < i$, and as a consequence $S_i \subseteq \text{dom}(C^*)$ (see line 8). From where $K_i \subseteq Z_i$ is immediately satisfied. At the same time, for all $x \in Z_i$ we have that $x \in \text{dom}(C^*)$ and $\Delta(x, u_i) \subseteq \text{dom}(C^*)$. Then from Proposition 3 we have that $x \in \text{dom}(C^*)$ and for all $u_j \leq_U u_i$, $\Delta(x, u_j) \subseteq \text{dom}(C^*)$. Consequently $x \in \text{Pre}(\text{dom}(C^*), u_j, \text{dom}(C^*)) = Z_j = K_j$ for all $j$ such that $u_j \leq_U u_i$. Then from the line 9 of Algorithm 3, we have that $x \in S_i$ and, as a consequence, from line 10, $x \in K_i$. □
For LISM transition systems and directed safety specifications, one can use the monotonicity property to represent the maximal safety controller $C^*$ efficiently. Indeed, we have from Proposition 2 that for a controllable state $x \in \text{dom}(C^*)$, $C^*(x)$ is a lower-closed set. Hence, for the state $x$, instead of storing all the admissible control inputs $u \in C^*(x)$, one can only store the elements of the basis of $C^*(x)$, which allows a high reduction of the memory required to store the controller without losing its maximality. (cf. numerical examples).

6 Controller synthesis for intersections of upper and lower-closed safety specifications

In the previous sections, we have presented lazy synthesis algorithms to deal with lower (input-)state monotone transitions systems and lower-closed safety specifications. Following the duality between upper and lower-closed sets, the results for upper-closed safety specifications can be obtained using the same approaches.

This part aims to deal with more complex specifications described as intersections of upper and lower-closed sets. Let us mention that from Proposition 1, the intersection of lower (respectively upper) closed sets is again a lower (respectively upper) closed set. Hence, one can use the same approaches presented in the previous sections to deal with unions of lower (respectively upper) closed specifications.

In this section, we will mainly focus on the synthesis of controllers for the intersection of an upper and lower-closed set, which is a natural specification that frequently appears in control systems such as vehicle platoons [34], microgrids [20], traffic networks [35] and temperature regulation systems [14]. The considered setup is the following. Given a (input-)state monotone transition system $T = (X, U, \Delta)$, a lower-closed set $X^L \subseteq X$ and an upper-closed set $X^U \subseteq X$ with $X^L \cap X^U \neq \emptyset$, let us consider the problem of synthesizing the maximal safety controller for the transition system $T$ and safety specification $X^{LU} = X^L \cap X^U$. We first have the following preliminary result.

**Lemma 4** Consider the (input-)state monotone transition $T = (X, U, \Delta)$, the lower-closed $X^L \subseteq X$ and the upper-closed set $X^U \subseteq X$ with $X^L \cap X^U \neq \emptyset$. Let us define the following safety controllers:

- $C^{LU}_{\text{Max}}$ is the maximal safety controller for the transition system $T$ and the safety specification $X^{LU} = X^L \cap X^U$;
- $C^L_{\text{Max}}$ is the maximal safety controller for the transition system $T$ and the lower-closed safety specification $X^L$;
- $C^U_{\text{Max}}$ is the maximal safety controller for the transition system $T$ and the upper-closed safety specification $X^U$.

Then, for all $x \in X$, $C^{LU}_{\text{Max}}(x) \subseteq C^L_{\text{Max}}(x) \cap C^U_{\text{Max}}(x)$.

**PROOF.** Since $X^{LU} \subseteq X^L$, we have that $C^{LU}_{\text{Max}}(x) \subseteq C^L_{\text{Max}}(x)$ for all $x \in X$. Similarly, using the fact that $X^{LU} \subseteq X^U$, we have that $C^{LU}_{\text{Max}}(x) \subseteq C^U_{\text{Max}}(x)$ for all $x \in X$. Hence, we have that $C^{LU}_{\text{Max}}(x) \subseteq C^L_{\text{Max}}(x) \cap C^U_{\text{Max}}(x)$ for all $x \in X$. □

In the classical computation of the maximal safety controller $C^{LU}_{\text{Max}}$ defined above, we use the fixed-point-based approach defined in Algorithm 2, starting from the set $X^{LU} = X^L \cap X^U$ while exploring all the inputs $u \in U$.

The idea here is to exploit the monotonicity property to incrementally synthesize the controller $C^{LU}_{\text{Max}}$ by proceeding in two steps:

1. We synthesize the controllers $C^L_{\text{Max}}$ and $C^U_{\text{Max}}$.
2. We synthesize the maximal safety controller for the transition system $T$ and safety specification $\text{dom}(C^L_{\text{Max}}) \cap \text{dom}(C^U_{\text{Max}})$, where for each state $x \in \text{dom}(C^L_{\text{Max}}) \cap \text{dom}(C^U_{\text{Max}})$, we explore only the inputs $u \in C^L_{\text{Max}}(x) \cap C^U_{\text{Max}}(x)$.

The completeness of the proposed incremental synthesis with respect to the direct synthesis is shown in the following result.

**Proposition 4** Under the preliminaries of Lemma 4, let us define the set $Z = \text{dom}(C^L_{\text{Max}}) \cap \text{dom}(C^U_{\text{Max}})$. Let $C^*_Z$ be the maximal safety controller for the transition system $T$ and safety specifications $Z$. Then, for all $x \in X$, $C^{LU}_{\text{Max}}(x) = C^*_Z(x)$.

**PROOF.** Using the fact that $Z = \text{dom}(C^L_{\text{Max}}) \cap \text{dom}(C^U_{\text{Max}}) \subseteq X^{LU} = X^L \cap X^U$, it follows that $C^*_Z(x) \subseteq C^{LU}_{\text{Max}}(x)$ for all $x \in X$. On the other hand, we have from Lemma 4 that $C^*_Z(x) \subseteq \text{dom}(C^L_{\text{Max}}) \cap \text{dom}(C^U_{\text{Max}}) = Z$. Hence, $C^{LU}_{\text{Max}}(x) = C^*_Z(x)$ for all $x \in X$, which ends the proof. □

In some particular cases, one can obtain the maximal safety controller $C^{LU}_{\text{Max}}$ directly from the controllers $C^L_{\text{Max}}$ and $C^U_{\text{Max}}$, without using the incremental synthesis, which is shown in the following result. (cf. numerical examples).

**Proposition 5** Under the preliminaries of Lemma 4, if for all $x \in \text{dom}(C^L_{\text{Max}}) \cap \text{dom}(C^U_{\text{Max}})$, $C^L_{\text{Max}}(x) \cap C^U_{\text{Max}}(x) \neq \emptyset$, then for all $x \in X$, $C^{LU}_{\text{Max}}(x) = C^L_{\text{Max}}(x) \cap C^U_{\text{Max}}(x)$.

**PROOF.** The first inclusion follows from Lemma 4. To deal with the second inclusion, let us show that the controller $C^{LU}_{\text{Max}} = C^L_{\text{Max}} \cap C^U_{\text{Max}}$ is a safety controller for the transition system $T$ and safety specification $X^{LU}$. First, we have that $\text{dom}(C^{LU}_{\text{Max}}) \subseteq \text{dom}(C^L_{\text{Max}}) \cap \text{dom}(C^U_{\text{Max}}) \subseteq X^L \cap X^U = X^{LU}$. Hence, the first condition of Definition 6 is satisfied. Now let $x \in \text{dom}(C^{LU}_{\text{Max}})$ and $u \in$
Let us start with a definition.

**Definition 7** A discrete-time control system $\Sigma = (X, U, D, f)$, where $X$ is a set of states, $U$ is a set of control inputs and $D$ is a set of disturbance inputs. The function $f : X \times U \times D \rightarrow X$ is called the transition function.

Consider the discrete-time control system $\Sigma$ of the form:

$$x(k + 1) = f(x(k), u(k), d(k)), \ x(0) \in X \ (4)$$

where $x(k) \in X \subset \mathbb{R}^n$ is a state, $u(k) \in U \subset \mathbb{R}^m$ is a control input and $d(k) \in D \subset \mathbb{R}^p$ is a disturbance input. In the following we assume that the set of disturbances $D$ is equipped with a partial order $\leq_D$ and described as a finite union of intervals $D = \bigcup_{i=1}^M [d_{1i}, d_{2i}]_D$. The discrete-time control system $\Sigma$ is said to be state monotone (SM) if its set of states is equipped with a partial order and for all $x_1, x_2 \in X$, for all $u \in U$ and for all $d_1, d_2 \in D$, if $x_1 \leq_X x_2$ and $d_1 \leq_D d_2$ then $f(x_1, u, d_1) \leq_X f(x_2, u, d_2)$. Similarly the discrete-time control system $\Sigma$ is said to be input-state monotone (ISM) if its sets of states and inputs are equipped with partial orders and for all $x_1, x_2 \in X$, $u_1, u_2 \in U$ and for all $d_1, d_2 \in D$, if $x_1 \leq_X x_2$, $u_1 \leq_U u_2$ and $d_1 \leq_D d_2$ then $f(x_1, u_1, d_1) \leq_X f(x_2, u_2, d_2)$.

### 7.2 Box abstraction

In this part, we construct a symbolic box abstraction $T^D_P(\Sigma) = (X_d, U_d, \Delta_d)$ for the original system $\Sigma = (X, U, D, f)$. Then, we show that using such construction, monotonicity property is preserved when going from the original system to its symbolic abstraction.

The construction of the symbolic box abstraction $T^D_P(\Sigma)$ is based on a discretization of the state-space and input sets. We approximate the set of inputs $U$ with a finite number of values $n_u$: $U_d = \{ u_\ell \in U \ | \ \ell = 0, \ldots, n_u - 1 \}$. We discretize the state-space into $n_x \geq 1$ states using a finite partition\(^3\) $X_d$ of the set $X$. Each element $q$ of the partition can be described as an interval $q = [x_1^q, x_2^q]_X$. We define the quantizer $Q_{X_d} : X \rightarrow X_d$ associated to the partition $X_d$ as follows: for $x \in X$ and $q \in X_d$, $Q_{X_d}(x) = q$ if and only if $x \in q$. We make the following assumptions on the discrete states of the set $X_d$.

**Assumption 1** For all $q, q' \in X_d$ if there exists $(x, x') \in q \times q'$ satisfying $x \leq_X x'$, then $x_2^q \leq_X x_2^{q'}$.

**Assumption 2** For all $q, q' \in X_d$ if there exists $(x, x') \in q \times q'$ satisfying $x \leq_X x'$, then $x_1^q \leq_X x_1^{q'}$.

Intuitively, Assumption 1 (respectively, Assumption 2) reflects the fact that the quantizer should preserve the lower (respectively, upper) monotonicity property from continuous to discrete (symbolic) states. Fig. 6 shows examples of partitions satisfying Assumptions 1 and 2.

Keeping in mind Assumptions 1 and 2, we define a partial order $\leq_{X_d}$ over the set of discrete states $X_d$ as follows:

- If Assumption 1 is satisfied, then for all $q_1, q_2 \in X_d$, $q_1 \leq_{X_d} q_2$ if and only if $x_2^{q_1} \leq_X x_2^{q_2}$;
- If Assumption 2 is satisfied, then for all $q_1, q_2 \in X_d$, $q_1 \leq_{X_d} q_2$ if and only if $x_1^{q_1} \leq_X x_1^{q_2}$;
- If Assumptions 1 and 2 are satisfied, then for all $q_1, q_2 \in X_d$, $q_1 \leq_{X_d} q_2$ if and only if $x_1^{q_1} \leq_X x_1^{q_2}$ and $x_2^{q_1} \leq_X x_2^{q_2}$.

### 7.2.1 Discretization

The construction of the symbolic box abstraction $T^D_P(\Sigma)$ is based on a discretization of the state-space and input sets. We approximate the set of inputs $U$ with a finite number of values $n_u$: $U_d = \{ u_\ell \in U \ | \ \ell = 0, \ldots, n_u - 1 \}$. We discretize the state-space into $n_x \geq 1$ states using a finite partition\(^3\) $X_d$ of the set $X$. Each element $q$ of the partition can be described as an interval $q = [x_1^q, x_2^q]_X$. We define the quantizer $Q_{X_d} : X \rightarrow X_d$ associated to the partition $X_d$ as follows: for $x \in X$ and $q \in X_d$, $Q_{X_d}(x) = q$ if and only if $x \in q$. We make the following assumptions on the discrete states of the set $X_d$.

**Assumption 1** For all $q, q' \in X_d$ if there exists $(x, x') \in q \times q'$ satisfying $x \leq_X x'$, then $x_2^q \leq_X x_2^{q'}$.

**Assumption 2** For all $q, q' \in X_d$ if there exists $(x, x') \in q \times q'$ satisfying $x \leq_X x'$, then $x_1^q \leq_X x_1^{q'}$.

Intuitively, Assumption 1 (respectively, Assumption 2) reflects the fact that the quantizer should preserve the lower (respectively, upper) monotonicity property from continuous to discrete (symbolic) states. Fig. 6 shows examples of partitions satisfying Assumptions 1 and 2.

Keeping in mind Assumptions 1 and 2, we define a partial order $\leq_{X_d}$ over the set of discrete states $X_d$ as follows:

- If Assumption 1 is satisfied, then for all $q_1, q_2 \in X_d$, $q_1 \leq_{X_d} q_2$ if and only if $x_2^{q_1} \leq_X x_2^{q_2}$;
- If Assumption 2 is satisfied, then for all $q_1, q_2 \in X_d$, $q_1 \leq_{X_d} q_2$ if and only if $x_1^{q_1} \leq_X x_1^{q_2}$;
- If Assumptions 1 and 2 are satisfied, then for all $q_1, q_2 \in X_d$, $q_1 \leq_{X_d} q_2$ if and only if $x_1^{q_1} \leq_X x_1^{q_2}$ and $x_2^{q_1} \leq_X x_2^{q_2}$.

### 7.2.2 Transition relation

Since we work with (input-)state-monotone discrete control systems [38], we can link the original system $\Sigma$ and

\(^3\) In order to define a partition, the sets of measure zero where intervals overlap can be ignored for notational convenience, (see e.g. [36,37])
its symbolic box abstraction $T_d^B(\Sigma)$ with feedback refinement relation [39], by defining the transition relation $\Delta_d \subseteq X_d \times U_d \times X_d$, as follows: for $q \in X_d$, $u \in U_d$, $q' \in \Delta_d(q, u)$ if and only if there exists $m \in \{1, \ldots, M\}$ such that $[f(x^q_1, u, d_{m}^q), f(x^q_2, u, d_{m}^q)]_X \cap [x^q_1', x^q_2']_X \neq \emptyset$.

We illustrate the construction of the transitions for the box abstraction in Figure 7. In the following result, we show that, under Assumptions 1 and 2, monotonicity of the discrete-time control system $\Sigma$ is preserved when constructing its symbolic box abstraction $T_d^B(\Sigma)$.

**Proposition 6** Let us consider the discrete-time control system $\Sigma = (X, X, U, D, f)$. If $\Sigma$ is an ISM system and if its symbolic box abstraction $T_d^B(\Sigma)$ satisfies Assumption 1, (respectively, Assumption 2), then $T_d^B(\Sigma)$ is a LISM (respectively, UISM) transition system. Moreover, when both Assumptions 1 and 2 are satisfied, then $T_d^B(\Sigma)$ is an ISM transition system.

**Proof.** We only provide a proof for the case of LISM, the cases of UISM and ISM can be derived similarly. We should prove that for all $q_1, q_2 \in X_d$ and for all $u_1, u_2 \in U_d$, if $q_1 \leq_{X_d} q_2$ and $u_1 \leq_{U_d} u_2$, the following is satisfied: for all $q'_1 \in \Delta_d(q_1, u_1)$ there is $q'_2 \in \Delta_d(q_2, u_2)$, such that $q'_1 \leq_{X_d} q'_2$.

Let $q_1, q_2 \in X_d$ and $u_1, u_2 \in U_d$, such that $q_1 \leq_{X_d} q_2$ and $u_1 \leq_{U_d} u_2$. Under Assumption 1, the last is equivalent to $x^q_1 \leq_{X_d} x^q_2$ and $u_1 \leq_{U_d} u_2$. Let $q'_1 \in \Delta_d(q_1, u_1)$, from the monotonicity of $\Sigma$ and the construction of $T_d^B(\Sigma)$, we have the existence of $m \in \{1, \ldots, M\}$ such that $f(x^q_1, u_1, d_m^q) = q'_1$. Let $q''_2 \in X_d$ be such that $f(x^q_2, u_2, d_m^q) = q''_2$. Then $q'_2 \in \Delta_d(q_2, u_2)$, Moreover, there are $\pi = f(x^q_2, u_2, d_m^q)$ and $\bar{\pi} = f(x^q_2, u_2, d_m^q)$, such that $\bar{x} = \pi \in q'_2, \bar{x} \in q''_2$ and since $\Sigma$ is an input-state monotone control system, one has $\pi \leq_{X_d} \bar{x}$. Hence, from Assumption 1, $x^{q'_2} \leq_{X_d} x^{q''_2}$. The last is equivalent to $q'_1 \leq_{X_d} q''_2$. □

We then have the following corollary for SM systems.

**Corollary 2** Let us consider the discrete-time control system $\Sigma = (X, U, D, f)$. If $\Sigma$ is a SM system and if its symbolic box abstraction $T_d^B(\Sigma)$ satisfies Assumption 1, (respectively, Assumption 2), then $T_d^B(\Sigma)$ is a LSM (respectively, UISM) transition system. Moreover, when both Assumptions 1 and 2 are satisfied, then $T_d^B(\Sigma)$ is a SM transition system.

Hence, the monotonicity property is preserved when going from the original system to its symbolic abstraction. Let $X^s \subseteq X$ be a safe set and let us define a safety specification for the symbolic abstraction $T_d^B(\Sigma)$. We say that a state $q \in X_d$ belongs to a safe set $X^s_d \subseteq X_d$ if and only if $q \in X^s_d$.

**Remark 2** Let us remark that the transition relation of the upper sparse abstraction can be equivalently defined as follows: for all $q \in X_d, u \in U_d$, $q' \in \Delta_d^U(q, u)$ if and only $q' \in \max(\cup_{m=1}^M q^m)$, where $q^m$ is such that $f(x^q_2, u, d_m^p) \in q^m$ (see Figure 7 for an illustration).

Although, our definition of upper-sparse abstraction is slightly different from what have been proposed in [21], the transition system $T_d^U(\Sigma)$ is still related to $T_d^B(\Sigma)$ with an upper alternating simulation relation [21].

We first show how to preserve the monotonicity when constructing upper or lower-sparse abstractions.
Proposition 7 Under Assumption 1, if the box abstraction $T^B_d(\Sigma)$ of the discrete-time control system $\Sigma = (X, U, D, f)$ is LISM, then its upper-sparse abstraction $T^US_d(\Sigma)$ is also LISM. Similarly, under Assumption 2, if the box abstraction $T^B_d(\Sigma)$ of the discrete-time control system $\Sigma = (X, U, D, f)$ is ISM, then its lower-sparse abstraction $T^LS_d(\Sigma)$ is also USM.

**Proof.** We only provide a proof for the case of LISM, the case of USM can be derived similarly. Consider $q_1, q_2 \in X_d$, $u_1, u_2 \in U_d$ such that $q_1 \leq X_d q_2$, $u_1 \leq U_d u_2$ and let $q'_1 \in \Delta^US_d(q_1, u_1) = \max(\Delta_d(q_1, u_1))$, then $q'_1 \in \Delta_d(q_1, u_1)$. From Proposition 6, $T^B_d(\Sigma)$ is input-state monotone, then there exists $q'_2 \in \Delta_d(q_2, u_2)$ such that $q'_1 \leq X_d q'_2$. Coupling the last with the fact that there exists $q'_2 \in \max(\Delta_d(q_2, u_2))$ such that $q'_2 \leq X_d q'_2$ (see Definition 1), we finally get that $T^US_d(\Sigma)$ is ISM. $\square$

We then have the following corollary for SM systems.

Corollary 3 Under Assumption 1, if the box abstraction $T^B_d(\Sigma)$ of the discrete-time control system $\Sigma = (X, U, D, f)$ is LSM, then its upper-sparse abstraction $T^US_d(\Sigma)$ is also LSM. Similarly, under Assumption 2, if the box abstraction $T^B_d(\Sigma)$ of the discrete-time control system $\Sigma = (X, U, D, f)$ is ISM, then its lower-sparse abstraction $T^LS_d(\Sigma)$ is also USM.

We now show the equivalence between box and upper-sparse (respectively, lower-sparse) abstractions when dealing with lower-closed (respectively, upper-closed) safety specifications.

Proposition 8 Consider the ISM discrete-time control system $\Sigma = (X, U, D, f)$ introduced in Definition 7. If $X^s_d$ is a lower-closed safety specification, then the maximal safety controller $C^*_B$ for the box abstraction $T^B_d(\Sigma)$ and the safety specification $X^s_d$ coincides with the maximal safety controller $C^*_B$ for the upper-sparse abstraction $T^US_d(\Sigma)$ and the safety specification $X^s_d$. Similarly, if $X^a_d$ is an upper-closed safety specification, then the maximal safety controller $C^*_B$ for the box abstraction $T^B_d(\Sigma)$ and the safety specification $X^a_d$ coincides with the maximal safety controller $C^*_B$ for the lower-sparse abstraction $T^LS_d(\Sigma)$ and the safety specification $X^a_d$.

**Proof.** We only provide a proof for the case of lower-closed safety specifications, the case of upper-closed safety specifications can be derived similarly. Let us show that $C^*_B$ is a safety controller for $T^US_d(\Sigma)$. Indeed, since $C^*_B$ is a safety controller for $T^B_d(\Sigma)$, it is obvious that $\text{dom}(C^*_B) \subseteq X^s_d$. Let $q \in \text{dom}(C^*_B)$, then for all $u \in C^*_B(q)$ the following is satisfied $\Delta^US_d(q, u) \subseteq \Delta_d(q, u) \subseteq \text{dom}(C^*_B)$. Hence, $C^*_B$ is a safety controller for $T^US_d(\Sigma)$ and safe set $X^s_d$. Then, from the definition of maximal safety controller one has $C^*_B(q) \subseteq C^*_U(q)$ for all $q \in X_d$. Let us show that $C^*_U(q)$ is a safety controller for $T^B_d(\Sigma)$. Again, it is obvious, that $\text{dom}(C^*_U) \subseteq X^a_d$. Let $q \in \text{dom}(C^*_U)$, $u \in C^*_U(q)$ and let $q' \in \Delta_d(q, u)$. Then there exists $q' \in \Delta^US_d(q, u) = \max(\Delta_d(q, u))$ such that $q' \leq X_d q'$. Since $\Delta^US_d(q, u) \subseteq \text{dom}(C^*_U)$, we have that $q' \in \text{dom}(C^*_U)$. Moreover, since the safe set $X^a_d$ is lower-closed, we have from Proposition 3 that $\text{dom}(C^*_U)$ is lower-closed and one we get that $q' \in \text{dom}(C^*_U)$. Hence, $C^*_U(q) \subseteq \text{dom}(C^*_B)$ is a safety controller for $T^B_d(\Sigma)$ and from the maximality of the controller $C^*_B$, one has $C^*_U(q) \subseteq C^*_B(q)$ for all $q \in X_d$. $\square$

We then have the following corollary for SM systems.

Corollary 4 Consider the SM discrete-time control system $\Sigma = (X, U, D, f)$ introduced in Definition 7. If $X^s_d$ is a lower-closed safety specification, then the maximal safety controller $C^*_B$ for the box abstraction $T^B_d(\Sigma)$ and the safety specification $X^s_d$ coincides with the maximal safety controller $C^*_U$ for the upper-sparse abstraction $T^US_d(\Sigma)$ and the safety specification $X^s_d$. Similarly, if $X^a_d$ is an upper-closed safety specification, then the maximal safety controller $C^*_B$ for the box abstraction $T^B_d(\Sigma)$ and the safety specification $X^a_d$ coincides with the maximal safety controller $C^*_L$ for the lower-sparse abstraction $T^LS_d(\Sigma)$ and the safety specification $X^a_d$.

Intuitively, the result of Proposition 8 shows that we can use sparse abstractions instead of box abstraction while working with (input-) state monotone systems and directed specifications.

Remark 3 Let us mention that for the proposed incremental safety synthesis procedure in Section 6, where the safe set is given as an intersection of an upper and lower closed sets, we use the different types of abstractions presented in this section. Indeed, in the first step we use an upper sparse abstraction to compute a controller for the lower-closed set. Similarly, we use a lower sparse abstraction to compute the controller for the upper-closed set. Finally, we use the box abstraction while using the previously obtained controllers as a warm point, which allows us to speed-up the computations.

8 Numerical example

8.1 Model description

As an example, we consider two vehicles moving along a straight road. Each vehicle is modeled as a point mass $m$ with velocity changing according to the law

$$m\ddot{v} = \alpha(F, v) = F - (f_0 + f_1 v + f_2 v^2).$$

(5)
In the equation above, $F$ represents a net action of braking and engine torque applied to the wheels, while the second term $f_0 + f_1v + f_2v^2$ describes aerodynamic and rolling resistance effects. The net force $F$ is viewed as a control input $u$ for the follower vehicle and a disturbance for the lead one. It is assumed to be bounded by

$$F_{\text{min}} = -0.3mg \leq F \leq 0.2mg = F_{\text{max}},$$

where $g$ is a gravitational constant. Such a bound is consistent with non-emergency braking and acceleration.

We slightly adapt equation (5) to prohibit a back motion for the follower:

$$m\dot{v} = \begin{cases} 
\alpha(u,v) & \text{if } v > 0 \\
\max(u - f_0, 0) & \text{if } v = 0
\end{cases} \tag{6}$$

For the leader we assume that its velocity $w$ remains in a range $[0, w_{\text{max}}]$:

$$m\dot{w} = \begin{cases} 
\alpha(a,w) & \text{if } 0 < w < w_{\text{max}} \\
\max(\alpha(a,w), 0) & \text{if } w = 0 \\
\min(\alpha(a,w), 0) & \text{if } w = w_{\text{max}}
\end{cases} \tag{7}$$

Combining (6) and (7) with the equation

$$\dot{d} = w - v, \tag{8}$$

which describes the distance between two vehicles, we obtain the final model of the system.

The values of parameters shown in Table 1 are taken from [40]. In the following, the implementation has been done in MATLAB, Processor Intel Core i7-4870HQ, 2.5 GHz, RAM 16 GB.

### 8.2 Control objective and numerical results

#### 8.2.1 Lower-closed safety specification

We start with the objective to synthesize a controller for the follower vehicle, to keep its velocity below $v_{\text{max}} = 30\, m/s$ and to guarantee that the relative distance between the leader and the follower remains larger than $d_{\text{min}} = 10\, m$, while assuming that the leader car acts as a disturbance $a \in [F_{\text{min}}, F_{\text{max}}]$ and $w_{\text{max}} = 30\, m/s$. The following change of coordinates: $h = -d, z = -w$ transform the system (6)-(7)-(8) into a monotone one. Moreover, after this change of coordinates, we get a lower-closed safety specification.

Setting a time step $\tau = 0.8\, s$, we generate a discrete-time model corresponding to the continuous-time system (6)-(7)-(8). We also introduce a Cartesian partition on the state space $X$ and input space $U$ with $n_x = (31, 31, 31)$ and $n_u = 50$ as state and input discretization parameters correspondingly. We then construct a sparse symbolic model and use Algorithm 3 to synthesize the maximal safety controller $C^*$ for the abstraction. Let us remind that if for a state $x \in X$ an input $u \in C^*(x)$ then all inputs satisfying $u' \leq_U u$ are enabled by $C^*$ for this state. Moreover, in our example, we have total order on the input space $U$. Hence, for each state $x = (w, d, v)$, it is enough to store only the maximal safe input to reconstruct the whole maximal safety controller. Consequently, the amount of memory required for the controller implementation is significantly reduced.

We represent the obtained maximal safety controller $C^*$ in Figure 8. The blue color of the color bar corresponds to the minimal input $F_{\text{min}} = -4031.9\, mKg/s^2$ and the yellow color corresponds to the maximal input $F_{\text{max}} = 2687.9\, mKg/s^2$. For a given state $x = (w, d, v)$, Figure 8 shows the maximal allowed control input.

To evaluate the performance of our approach, we compare it with the classical safety synthesis algorithm while exploring different scenarios: we compare the proposed approach in this paper with the box abstractions [1] and the sparse abstractions [21]. We also provide a comparison with lazy synthesis procedure, based on three valued abstractions [15]. In [15], once a safe input is found for a state, the other controls are not explored for this state. The authors start with an empty transition relation and iteratively add new transitions essential for the synthesis purpose. At every iteration, the precomputed part of the symbolic model is explored. Then, one randomly chooses $N_{3e} \in N_{>0}$ states from uncontrollable states,
where $N_{3b}$ is a parameter given by user. For each of chosen states, one randomly picks an unexplored input and adds the corresponding tradition to the abstraction. The algorithm returns only the domain of the maximal safety controller and not the whole maximal safety controller. Indeed, for every state, only one safe input is returned. Moreover, since the usage of sparse abstractions speed-up synthesis process we also use them when implementing the approach from [15].

The evaluation is based on two criteria, the computation time and the memory required to implement the maximal safety controller. We explore two different scenarios. In the first case, we vary the state-space discretization parameter $n_s$ while keeping the input discretization parameter as a constant $n_u = 10$. The results of run time and memory comparison are represented in Table 2 and Table 3. In the second case, we set $n_u = (31,31,31)$ and vary the input discretization parameter $n_u$. The computational results are given in Table 4 and Table 5.

In Tables 2, 4, time $T^m_{in}$ is a running time of Algorithm 3. Time $T^s_{cl}$ is a running time of the classical fixed point algorithm when box abstractions are used [1]. Time $T^s_{cl}$ is a running time of the classical fixed point algorithm when sparse symbolic models are used [21]. Time $T^s_{3b}$ is a running time of the lazy algorithm from [15] implemented for sparse abstractions. For the parameter $N_{3b}$ the value round$(0.6 \times n_v(1) \times n_v(2) \times n_v(3))$ have been chosen. We also store the amount of memory needed for controllers implementation in variables $M^s_{in}, M^s_{cl}, M^s_{cl}$ and $M^s_{in}$ correspondingly. Let us remind that for ISM with directed specifications the controllers synthesised for sparse abstractions and box abstractions coincide, hence $M^s = M^* (column 3 in Tables 3,5)$. However, it is obvious from columns 3 and 4 of Tables 2,4 that sparse abstractions-based synthesis is much faster, so we repeated the result from [21]. Since our controller and 3-valued abstractions-based controller store just one safe input for every state, their memory requirements also coincide (column 2 in Tables 3,5). However, we store the maximal safe input for every state. We can easily reconstruct the maximal safety controller without any computations. In contrast, the three-valued abstractions-based controller store just a random safe input, and to get the maximal safety controller, one should check for all the other inputs if they allow to remain in the controllable domain. The latter is not efficient when the set of discrete inputs is large.

The numerical results highlight the practical speedups and memory efficiency that can be attained using the lazy approach while ensuring completeness w.r.t the classical safety algorithm.

Table 2
Runtime comparison when varying the number of states. $T^m_{in}, T^s_{cl}, T^s_{3b}$ and $T^s_{3b}$ are the running time of Algorithm 3, the classical fixed point algorithm with box abstractions [1], the classical fixed point algorithm with sparse abstractions [21] and the lazy algorithm from [15], respectively.

<table>
<thead>
<tr>
<th>$n_v$</th>
<th>$T^m_{in}$</th>
<th>$T^s_{cl}/T^m_{in}$</th>
<th>$T^s_{3b}/T^m_{in}$</th>
<th>$T^s_{3b}/T^s_{cl}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(15,15,15)$</td>
<td>2.96 s</td>
<td>31.22</td>
<td>15.52</td>
<td>11.18</td>
</tr>
<tr>
<td>$(31,31,31)$</td>
<td>18.16 s</td>
<td>53.35</td>
<td>23.19</td>
<td>14.92</td>
</tr>
<tr>
<td>$(63,63,63)$</td>
<td>118.67 s</td>
<td>85.21</td>
<td>30.85</td>
<td>16.25</td>
</tr>
</tbody>
</table>

Table 3
Memory comparison when varying the number of states. $M^s_{in}, M^s_{cl}, M^s_{cl}$ and $M^s_{in}$ are the required memory to implement the controller resulting from Algorithm 3, the classical fixed point algorithm with box abstractions [1], the classical fixed point algorithm with sparse abstractions [21] and the lazy algorithm from [15], respectively.

<table>
<thead>
<tr>
<th>$n_v$</th>
<th>$M^s_{in}$</th>
<th>$M^s_{cl}$</th>
<th>$M^s_{cl}$</th>
<th>$M^s_{in}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(15,15,15)$</td>
<td>26.4 KB</td>
<td>499.9 KB</td>
<td>18.93</td>
<td></td>
</tr>
<tr>
<td>$(31,31,31)$</td>
<td>232.7 KB</td>
<td>4729 KB</td>
<td>20.32</td>
<td></td>
</tr>
<tr>
<td>$(63,63,63)$</td>
<td>1953.5 KB</td>
<td>41469.3 KB</td>
<td>21.22</td>
<td></td>
</tr>
</tbody>
</table>

8.2.2 Intersection of lower and upper-closed safety specifications

Let us consider another control objective to illustrate the results of Section 6. We want to synthesise a controller for the follower vehicle, which takes its values from $[F_{min}, F_{max}]$, to keep the velocity of the follower below $v_{max}$ and guarantees that the relative distance between the leader and the follower remains larger than $d_{min} = 10 m$ and smaller than $d_{max} = 150 m$, while assuming that the leader vehicle acts as a disturbance $d \in [0.65 F_{min}, 0.65 F_{max}]$ and $w_{max} = 25 m/s$. In this case, we can use the approach proposed in Proposition 4 to speed up the computation by a factor of 3.7 in comparison to the classical approach. Time gain is a result of using a sparse abstraction, instead of a more common box abstraction, to find $C^*_{L}$ and $C^*_{L}$ and then use them as a warm point for the following computations. Since our abstraction is input-state monotone and we have the total order set on inputs, it is sufficient for every state $x$ to store only safe actions $w_{min}^s(x), w_{max}^s(x)$ with minimal and maximal value, because all inputs in a range $[w_{min}^s(x), w_{max}^s(x)]$ are admissible. See the maximal controller in the Figure 9.

If we set up the parameter $d_{max}$ as 200 m the assumption of Proposition 5 is satisfied and $C^*_{L} \cap C^*_{L}$ is in this case we can fully used the benefits of the Algorithm 3, and we are 45.7 times faster than the classical approach.
Table 4
Runtime comparison when varying the number of states. $T_{lm}$, $T_{cl}$, $T_{scl}$ and $T_{s3}$ are the running time of Algorithm 3, the classical fixed point algorithm with box abstractions [1], the classical fixed point algorithm with sparse abstractions [21] and the lazy algorithm from [15], respectively.

<table>
<thead>
<tr>
<th>$n_u$</th>
<th>$T_{lm}$</th>
<th>$T_{cl}/T_{lm}$</th>
<th>$T_{scl}/T_{lm}$</th>
<th>$T_{s3}/T_{lm}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>18.19 s</td>
<td>54.01</td>
<td>23.42</td>
<td>15.06</td>
</tr>
<tr>
<td>20</td>
<td>20.56 s</td>
<td>95.08</td>
<td>41.08</td>
<td>25.96</td>
</tr>
<tr>
<td>40</td>
<td>25.26 s</td>
<td>154.03</td>
<td>66.67</td>
<td>43.25</td>
</tr>
</tbody>
</table>

Table 5
Memory comparison when varying the number of states. $M_{lm}$, $M_{cl}$, $M_{scl}$ and $M_{s3}$ are the required memory to implement the controller resulting from Algorithm 3, the classical fixed point algorithm with box abstractions [1], the classical fixed point algorithm with sparse abstractions [21] and the lazy algorithm from [15], respectively.

<table>
<thead>
<tr>
<th>$n_u$</th>
<th>$M_{lm}$</th>
<th>$M_{cl}$</th>
<th>$M_{scl}$</th>
<th>$M_{s3}/M_{lm}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>232.7 KB</td>
<td>4729 KB</td>
<td>20.32</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>232.7 KB</td>
<td>6200.1 KB</td>
<td>26.64</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>232.7 KB</td>
<td>9141.8 KB</td>
<td>39.29</td>
<td></td>
</tr>
</tbody>
</table>

9 Conclusion

In this paper, we have presented an efficient approach to controller synthesis for monotone transition systems and directed safety specifications. First, we presented a lazy algorithm for the computation of predecessors, based on which lazy synthesis algorithms are proposed allowing us to explore ordering on the states (and inputs). Then an incremental controller synthesis approach is presented, allowing to deal with intersections of directed specifications. Numerical results highlight the practical speedups and memory efficiency that can be attained using the proposed approach while ensuring completeness w.r.t. the classical safety algorithm.

In future work, we will develop more general algorithms allowing to extend the approach to other types of directed specifications, such as reachability, stability, or more general properties described by a temporal logic formula.
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