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RTProb - Real Time Probabilsitic Tool for
Probabilistic Schedulability Analysis using Markov
Chain

Jasdeep Singh, Luca Santinelli, Guillaume Infantes, Davidseamnd Julien Brunel
ONERA -DTIS Toulousenarne. sur nane@ner a. fr

Abstract—This paper presents a probabilistic schedulability jobs could be given as probability distributions, theresexi
analysis tool for probabilistic Real-Time Systems (pRTS). By probabilistic backlogs in the system. That means that there
pRTS we intend a real-time system in which at least one of its exists a probability that certain job imposes a backlog to

arameter is defined using a probability distribution; in our case . I - .
ltohis parameter is the tasfwé)rst CaseyExecution Time (WCET) other jobs. The probabilistic schedulability analysisetminto

which is the probabilistic, probabilistic WCET (pWCET). The  account such probabilistic backlogs to provide a probgbili
tool implements a formalism which is based on formal methods for the system to meet its timing constraints.

for modelling and analysis of pRTSs. It uses pWCETs to  The pWCET can be given as a continuous or discrete
construct Continuous Time Markov Chain models, one per task 5 opapility distribution. A continuous distribution gisethe

job. For each job, the CTMC describes the job execution by . . . L
taking into account all the interferences (probabilistic delays) probability that the execution time takes a value within two

that might exist. The tool also interface with model checkers for limits. On the other, a discrete distribution gives the jattaitity
checking the models built. The results of the analysis as given that the execution time takes certain discrete value. [H], [
by the tool are the probability of deadline miss and the response show that the result of measurement based probabilistiagim
tquigeiwe'?egﬁg:ogsbkilizgg fOF';:;C_Pi FLO: O;tr;?e:Y?SkSlWCET analysis (MBPTA) is a continuous distribution. Thus, the
Markov Chain, Continuous Probability Distri)tl)utionl, Igormal '+ schedulability analysis which use these continuous Bisiion
Methods must be developed.

Some works are proposing probabilistic schedulabilityl-ana
yses and experience the complexity of combining probabilit
distributions [8]. This is because there can be numerous

As the complexity of the real-time systems increases, ac@uebabilistic interactions to consider and offer guarast&he
rate determination of the worst case execution (WCET) alsomplexity increases by a very large magnitude if the input
becomes difficult. This is augmented by increasing usage digtributions are continuous.
multi-core and commercial-off-the-shelf implementasoB)]. In this paper, formal methods are used to model pRTS
The deterministic WCET contains large pessimism becaustere the pWCETs are described with continuous distribu-
actual execution times of the tasks may rarely be equal to tliens. Formal methods have a mathematical foundation, and
WCET. In order to quantify this pessimism, research is cdrri¢ghus have a way to apply the underlying theorems for building
out on statistical methods to determine the execution tiofiesthe system model. This would help overcome the complexity
the task [[8], [[1]. The result of such research is the notiokith continuous distribution since mathematical condtouns
of probabilistic worst case execution time (pWCET) that iapply. Moreover, a model constructed using formal method
a probability distribution which upper bounds all the pb&si can be subject to verification and model checking to obtain
execution times of a taskl[4]. The use of probabilities to elodsafe results a.k.a. pessimistic.
real-time tasks can potentially result to an efficient reseu  This paper presents an implementation with formal meth-
usage by reducing the pessimism involved in designing aods for schedulability analysis of pRTS using Continuous
guaranteeing a real-time system. A real-time system in lwhiGime Markov Chain (CTMC). CTMC is a set of states and
at least one parameter is represented by a probabilityilmistr transitions labeled with parameters of continuous prditgbi
tion, and is not a deterministic value, is called a probatidi distribution. In particular, CTMC is labeled with rates of
real-time system (pRTS). exponential distributions. CTMC possesses memorylessnes

The schedulability analysis is performed on a given reglroperty, i.e. to determine the future state, no knowledge
time system to ensure that all the timing constraints of jolus past is required and knowledge in the present state is
and tasks are met. As the jobs execute, they may delay theemeugh. CTMC is able to model non-determinism (choice in
ecutions of other jobs, in turn missing a timing constrdiitt  the system) and probability (weight to the choices) and both
deterministic schedulability analysis which uses the WCEGT these aspects are necessary to model pRTS. The continuous
the value of these delays, also called backlogs, is relgtivggWCET distributions can be directly mapped onto CTMC state
simpler to determine. However, since the execution of thensitions, and the CTMC models can be formally checked.

I. INTRODUCTION



The objective is to obtain the probability of deadline miss f « pjj is the job priority, zero being the highest priority. The
the jobs in the system as well as their response time curves. job priority gets assigned depending on the scheduling
The implementation presented in this paper is named RT- policy used.
Prob. It is based on the CTMC modelling of jobs in a pRT&iven is a task set afn tasksl" = {11,T2,...,Tm}.
from [11], [10]. The formalism uses the pWCET of the jobThe hyperperiochp=lem(T;), T € T, i = 1,2...m, gives the
and takes into account for the probabilistic delays thatesast scope of the schedulability analysis for EDF or FP.
between jobs in the system. RTProb builds CTMC models,Earliest Deadline First (EDF) or Fixed Priority (FF) [2]
interfaces with model checking, and computes the proligbilscheduling policy on a uniprocessor machine can be chosen.
of deadline miss and response time for each job and each tasle policy is preemptive, i.e. arrival of a higher prioritybj
Section[]) introduces the notations used in this paper agdn cause the already executing lower priority job to pause
the assumptions for the probabilistic schedulability wsial while the higher priority job finishes execution. The jobs ar
proposed. Section Il briefly explains the model behind theuspended if their execution reaches their respectivelidead
implementation. Section IV elaborates on the working of thEhis is to avoid theoretical problems given the pWCET is
tool. SectiorlLV concludes this paper with closing remarks amlefined in[0, «).
future work. .
A. Assumptions
[I. NOTATIONS AND ASSUMPTIONS The CTMC formalisation requires some assumptions. In
articular two, such that:
géumptionl: The pWCET distributions are continuous dis-
ributions. This is because, as already stated, the resiilts
MBPTA approaches are continuous distributions. Moreover,
we want to avoid converting from continuous to discrete,
« Probability Density Function (PDF): fx(x) of X gives \yhich could be complex and would require some knowledge
the probability that a value extracted frokhlies between on the system behavior: which are the discrete values to
aandb, Pr(a<x <b). impose?[[5] Continuous distributions are directly appheith
« Cumulative Distribution Function (CDF): Fx(x) of X cTMCs and operations between them benefit from CTMC
gives the cumulative probability fox < x. mathematical background.
« Inverse Cumulative Distribution Function (ICDF):  Assumption2: The pWCET distribution is assumed to be
Fx(x) of X gives the exceeding threshold probability &xponentialEXP(A). This is because we want to interface
x as the probability thaf( > x. CTMCs in which the transitions between the states of the
The case in which the pWCET is represented by tHeTMC are labelled with exponential rates. Not having an
exponential distribution withh as the rate parameter, PDFexponential distribution would increase the complexity be

This section introduces the notations used and the assu
tions made to apply CTMCs into the probabilistic schedlll-lab{
ity analysis of pRTSs.

Given a continuous random variabke defined in|[0, +oo)

fx(X) = Ae™; CDFFx(x) = 1—e™; and ICDFF(x) = cause the model looses the memorylessness property. More-
e, all supported on the intervéd, +o|. The PDF is referred over, imposing exponential distributions does not limie th
to asEXP()). applicability of the CTMC modelling to pRTSs, since it is

Convolution: For two PDFsfx(x) andgy(y), their convolu- always possible to find an exponential distribution thaterpp
tion is denoted byw, refers to the summation of the randonbounds a pWCETL[10]. Formal and parametrized exponential
variablesx and9” generally given ast ®g(z) The convolution upper bounding will be developed in future work. To note
of more than two PDFs is represented @s;. Convolution that measurement-based approaches [[7], [3], [3], [1] esém

operation is computationally costly. RTProb is conceived PWCET as distributions with exponential shapes. In those
reduce the use of convolution by observing a sequence tha€S: the exponential distribution assumption does ren ev
exists in the execution of jobs in the pRTS. This is elabaratdntroduce further pessimism. Finally, we outline that ituld

in later sections. Convolution is still required for jobsieing 2Ways be possible to decompose a distribution into expo-

synchronously. nential ele_ments_ and see th_is as job decomposition. Such
Task: A taskT; is a tuplet; = {G,T,,Di}, i = 1,2...m where decomposition will be dealt with in future studies.

« (G is the continuous PDF given by an exponential distri- I1l. JOoB MODELING

bution with rateA; which represents the pWCET; RTProb models and evaluates all the possible interferences

« Ti is the period; that a job can receive and which can delay its execution, in

« Dj is the task deadline such tha < T;. turn increasing the probability of deadline miss. To eadh jo
Job: These tasks execute periodically and thth periodic Jj, there are three ways in which its execution can be delayed:
instance of a task is a joBij. A job is defined as}; = Casel - Preceding jobA job that precedes jod;j in terms of
{Ti, dj,aj, pij } where priority is the setIP(J;) ! {Jgh : Pgh < Pij,agh < &; } and

« T; is the task to which the job belongs; Pgh — Pij is minimum implying the previous job not released

e 8 = (j—1)Ti is the job arrival time; synchronously. The preceding job (the one befggis the

o dij = jT; is the job deadline; only job giving backlog to the victim job. This is because the



process of analysis is sequential in the order of decreasiigemption by considering all the possible interferencesf
job-priority. Thus, the cardinaliﬂlof Jprd(\]ij) is always one, higher priority jobs until the end of execution.
card(JPd(J;)) = 1; the set representation is for a general FOr a job Jij, a set of states are defined a§j =
notation. The pWCET and arrival time of jaly, € Jprd(Jij) Po,Pl,...,PKij,F}, in which statePy represents execution

BrdsN Tordr 1\ without preemption (after the eventual initial postponathe
are represented aS[J"(J;)] = Ggn and alJP(Jj)] = agn R, represents exec_ution aftetth preemption, anit represents
respectively. the end of executionJ;; suffersK;; number of preemptions.
Case2 - Synchronous job A set of jobs arriving syn- The Q-matrix of size((Kij +2), (Kij +2)] is given as:

.S def
chronously toJ;j is J¥9Jj) = {Jgn: agh = a@j, Pgh < Pij }- P P, R F k22
The total push to the jol;; by the jobs inJ¥9J;) is given EO f(Apooﬂfo) L 0H o g ;m
by the convolution of the pWCETSs of all the jobs in the set | _ A G :
C%"(Jij). The pWCET and arrival time of joldgh € IY(Jj) : : : R :
are represented a8[J%%(Jj)] = Cgn and alJ¥J;j)] = agn, i o 5 A A

respectively.

Case3 - Preempting job A set of preempting jobs is definedWhere the subscript of denotes i) the final statd, if it goes

—Sm def ) “Srm to stateF or k if it goes to P state, and ii) thek-th state
as IP"™(Jij) = {Jgh: 8gh > &j, Pgh < Pij>agh < dij}- IP™(Jj)  from which it goes out. For examplay, denotes the rate of
is ordered in increasing arrival times of its constituemtsjoA .- «ition from staté®, to stateF.

k—th job Jgn of JP™(J;) is represented a%lfr;]‘]prm(‘]”)] - In the process to calculate the rates of Q-matrix, the backlo
Joh W'thT)‘)r\rf]VCET and arrival time a€lk, JPM(Jj)] = Gon  from JPd(3)),I%YJ;),IP™M(J; ) is used. Jodi; CTMC model
and afk, JP™(Jj)] = agn respectively.K; is the maximum {Xj,Qij}, while the set of CTMC models of all the jobs in
number of preemptiong;j can have and is given a§j = o hyperperiod {X; }, {Qij}} defines a pRTS
mei. ) '

card(JP (‘]'J))' L _ - Formal model checking is performed on the CTMC models
_ These job classifications are depicted in Fidure 1 for eaghajiqate and build them. We have developed an iterative
Jo.b\]ij.T.he job executions are represented |nth.e .IC.DF form B?ocess adding a new preemption state and transitions per
differentiate the case of pWCETSs from deterministic WCETge aion and the preemption property is validated via etod
In here, the worst-case execution is described with a rand%ﬁ‘eeking. The preemption property is: ‘maximum probapilit
variable, and the ICDF captures the distribution law as W%Hat the job is preempted at arrival of the preempting
as the probgbilistic behaviour that jobs follow. job’. The ‘response time distributio®T;; for each jobd;

To each interference, we have develop upper boundsilo.omnpyted by checking the CTMC against the property:
represent them and interface with CTMCs. Some details g€, yimum probability that the job ends execution by a time

given in [10], more will come in future work. t, 0 <t < Dj. The case wher¢ > D;, the schedulability
analysis gives the probability of deadline mi3#/;; for a job
J—syc(Jij) \ Jij. We remind that the response time distribution computed
0 with CTMC is the probabilistic Worst-Case Response Time
Fm(3;) [ a m ) (PWCET) as the probability distribution that upper boundg an
07N possible job response time.
Ji [_\ ~ Figure [2 presents the CTMC model for a generic job.
07N a L . The model has all the states that could occur: execufign
_ 'E Toi o execution after a first preemptidd, etc.. In total, it haK
Jprd(Jii)lj\ preemptions, and thuk + 2 states; the state transitions are
! alJPrd(3;)] time represented with exponential distributions and rateGigure[3

Fig. 1: JobJ;j, job setJ_p'd(Jij), job setJ_syC(Jij), and job set joins all the CTMC job models in the hyperperiod ordered by
JPM(J;) are represented with interactions between them. priority: for each job there is a CTMC model associated. €hes
elements are ordered in the sequence of decreasing pridrity
the jobs. The backlog from one model is propagated to the
A. CTMC next.

Continuous Time Markov Chain is a set of states and The CTMC models are used to Tepres?”‘ the jOb.5. in the
transitions between them with each transition labelledhait schedule. The pWCRT and deadiine miss probability are

exponential raté. The CTMC possesses the memorylessneggrzp:"ted ;rom them. m(éévpo'e prO(I:Iess gf béjll.ldmg .CTMCb
property. The set of transitions between the states is +e els and compute p S as Well as deadfiné miss prob-

sented through a Q-matrix, which describes the transitisn fabilities is what we call probabilistic schgdulability aﬁas
each couple of states as exponential distribution. Therepo 1€ overall approach is safe because (i) the pWCET is used

tial rates represent the execution of a job before and aftgr 40 ach job, which represents worst case execution; (€) th
analysis takes into account the worst cases (upper bouoids) f

1Given a setS, the cardinality ofS is represented asard(S) which gives baCqugs \_NhiCh delay the execution of a job; (iii) formal nebd
the number of elements i checking is performed at every step.



highest priority job block ‘Response Time’ performs this model checking in the
PRISM model checker. The Algorithfd] 1 summarizes the

\ (R~ F) schedulability analysis process.
fo
D
ﬂ 0‘ procedure MODEL_ANALYSE_PRTS¢asks policy)
Order_Jobs{obspolicy) > OrderJobsby their increasing priority
backlog for each job inJobsdo B B
X Define JP"(J;j), J¥%J;j), IP™(Jj), To(&j) > The higher priority jobs sets
DeclareX;; = {Po,F};Q;; ={0,0;0,1} > Initial CTMC
Ao =Backlog Jj, IP™¢(%;),I¥J;j)) > Backlog effects

Qij = {—As0,A0;0,1} _ _
for each preemptive joB[k,JP™(J;)] in JP®(J;) do > Preemption effects
Pr = P(Jj, R tf) > k-th preemption

Auond Buionpal

backlo Computerates dtk,Apk, Pr)_
* 9 M ke1 = Delta Pre(J;j, J[k, JP™(J)])
e UpdatéXij, Qij, k)
Pr(DM;j) = 1— T(Jij,FA,tS‘j*l) > Probability of deadline miss

e for time t do
Fr; (t) =PRISM_ Verify (J;, F.t) > Function of response time curve
ﬂ @‘ for each task irtasksdo

Pr(DM;) = maxPr(DM;}))
Fry (t) = max(Fry; (1))

Fig. 2: Job CTMC model; the pré&ig. 3. Joining CTMC
emption effects are added and v@b models with backlog _ _
dated. propagation. Backlog Jij,JP"®(J),J%%J;)): determines the backlog to
the job(Jj) depending on the sef&%(J;), JP"(J;), IP™M(Jj).
Delta Pre(J;j,J[k,JP"M(J;j)]) calculates the exponential rate
IV. RTPrROB TOOL for execution after preemption. Computatesi i, Apk, Pr )
computes the transitions rates for the new transitionsr afte
€the addition of a new state. Updai¥(, Qij,k)) updates the

RTProb is the tool which implements th

fornrahsm . brlef_ly eﬁplalnelzd above. d It_ IS _IaSICTMC matrix by adding the new state and the corresponding
'mp emﬁntat!;)/? In_pyt c]()r) angu/ageb a?] d 'f avallabigyies at the appropriate positior3( job, statetime) returns
at ttps./fforge.onera.fr/projects/probscheduling, e t"{he probability of job being in statstate at time instance

repository: | https://git.onera.fr/probscheduling. Theseu
must have Python 3.0 with packaghlsnPy, os, tinme and
pypl ot .
A task set is given as input to RTProb, with the rate o
exponential which represents the pWCET and the deadli'éé PRISM Model Checker
(equal to period). The task periods are used to determinePRISM model checkel [6] is used throughout the modelling
the hyperperiod which is the scope of the analysis. The jopsocess. It is a tool for formal model checking and analysis
are determined from the tasks, the number of jobs in tloé systems that posses random or probabilistic behaviaur. F
hyperperiod are calculated from the given tasks. Followirthe following, whenever a model is checked in PRISM, the
this, the scheduling policy, EDF or FP, assigns priorities required property is typed and saved as text file. A system
the jobs, forming a list of jobs in the order of their decregsi command is executed using ttes package in python to
priority. execute PRISM by giving the text files of the model and the
The first step is to determine the backlog for each job. To dgwoperty to check. The result is saved in a text file by PRISM.
s0, the setgPd(J;)), I¥%(J;) andJP™(J;) are identified from This text file is scanned and the value afResul t: is read
the jobs list for each jold;j. The job sets are the preceding jobvhich is the probability demanded from model checking.
in terms of priority (Casel), the synchronously releasdat jo 1) PRISM Scripting: The process of building CTMC for
(Case2), and the preempting jobs (Case3), respectiv@]y,[1 each job begins from the highest priority job. A text file is
The Figure[## shows the overall working of the RTProbreated which contains the script for the CTMC model in the
tool. The block RTprob represents the implementation wehalanguage of PRISM model checker. The PRISM script begins
made. Because PRISM model checker is used, an importasith the name of the formal methoat nt. This is followed
step consists of a PRISM script for CTMC model of each joby the name of the moduleodul e Min the next line.
The constant interaction between the PRISM model check&tiate and state transitions.The number of states of the
and RTProb is made through a PRISM script of the CTMCTMC are declared. The number of states required is equal to
model and a property to be checked. PRISM in returnke number of preemptions that the job has, plus two. The stat
provides the probability value for the property that is dtext variable for the script i%. Moreover, an initial state is required
To develop the script, certain information is required frdma  to be declared. For our modelling, we declare that a diate
CTMC model of other jobs like backlog. is the finishing staté- and the executing staté®,Py,... are
Once all the jobs are modelled, they are checked to obtalaclared 12, .., respectively. Since there akg; preemptions
the probability of deadline miss in the block ‘Analysis’. &h to the jobJ;, the script becomes:: [0.. Kjj+2] init 1;.

or time intervaltime These functions constantly use PRISM
model checker to obtain the probabilities.


https://forge.onera.fr/projects/probscheduling
https://git.onera.fr/probscheduling

RTProb

P,), 3,), ) PRISM model checker

Scripting .
= 1 PRISM script | |PRISM resulf
PRISM scripting Property
—>PRISM Property
i T Backlog
Job CTMC models
Property i _
: Response Time¢|PRISM resulf
Analysis
y B Probability

Fig. 4: The RTProb tool.

The transitions between the states are defined. The first rate mdule M

. P x:[0..2] init 1;
of transition between the initial stat& andF (state 1 and 0) [] e -> 0,0318: (x' =2) + 5.039: (X' =0) -
has to account for backlog from the previous high prioritygo [] x=2 -> 10.133: (X' =0);

These are the higher priority jobs which have arrived earlie ~ endmdu'e

and have not yet finished execution and/or the jobs that haliee process formerly listed continues until the last siafeis
arrived synchronously. These are defined in the 3&t§J;) added where;; is the number of preemptions for the jdp.
and J%9(J;), respectively. After the addition of the last states and transitions, théACT
For the job which is arrived earlier (Casel), the CTMC mod#nodel for the job is complete. This process is repreating for
representing that job is checked to determine the prolséibili all the jobs in the hyperperiod.

backlog. This is the probability that the earlier arriveth jo B. Analysis

executing when the job under observation has arrived. It is
always possible to find this job because the CTMC modelling Once the CTMC model is available for each job, the set
is performed in the sequence of decreasing priority. Mazeovof models is analysed to extract the value of probability of
for the synchronously arrived jobs (Case2), the convatuti¢leadline miss and the response time distributionss.

operation is performed. The probabilistic backlog and the The probability of deadline miss for a job is the probability
convolution are combined to determine the safe exponentiigt it does not finish execution by the time it reaches the
upper bound distribution. The rate of this exponential uppéeadline. In order to know the probability of deadline miss
bound is the label of the transition between the st&eand for the job, the CTMC model is checked using property ‘the
F. Say this rate i\},, the PRISM statement in the script isProbability that the staté (finished) is not reached by the

[1 x=1 -> Ay (x* =0);, which means that from the state 1deadline’, in the format of the PRISM model checkerp=?

(Py), the next state is state &) and the rate of the transition[ F=deadl i ne x=0] (state x=0 isF — finished execution).

is N The response time distribution of a job gives the probabilit

If there are preemptions to the job (Case3), a new deate that the job finishes execution by some timeThe same

is added; it isx=2. This adds two new transitions to theproperty as before can be checked for different times which
existing CTMC. The transitions fron® to F and P, to F  gives the response time distribution for the job. That isMCT

are calculated by splitting the rad, into Ao andAfo. This model for a job can be checked using a property that demands
is done by checking the latest CTMC model (which is iithe probability that the stat€ is reached by time'. In the
construction) to obtain the probability that the job notdired format of the PRISM model checkef=? [F<=t x=0] (state

and will move to the new stat®. The rate of transition; X=0 is F) and 0<t < deadline.

from P, to F is calculated by checking the CTMC model An example task set has two tasks; and T2

of the preempting job. Here also, the CTMC model of th&ith period 1 and 2 and pWCET with exponential
preempting job is available because it has higher pricfiys rates 5 and 6 respectively. In the tool they are

the previous statement in the PRISM script changdg ta=1 declared as task. append(tasks. Task(5,1)),
=> Apot (X' =2) + Agg: (X' =0) ;. A new statement is added! ask. append(tasks. Task(6,2)) with policy="EDF .
to model the stat® (x=2) as[] x=2 -> A¢p: (X' =0); . There are two jobs of;, Ji1 andJ12, and one job fory, Jos.
An example PRISM script for a job is: The PRISM script fordyy is:

ctnc ctnc



number of non synchronous jobs increase and the number of
preemptions increase.

modul e M

x:[0..1] init 1;

[T x=1 ->5.0:(x"=0) ;
endrmodul e

that of Ji» is:

ctnc
module M 3
x:[0..1] init 1;
[1 x=1 -> 4.933385407918634: (x' =0) ;
endrmodul e

and that ofJy; is:
ctnc
modul e M

x:[0..1] init L Fig. 9: Computational complexity for different interfecsn
[1 x=1 -> 3.954772344013123: (X’

endmodul & scenarios; in the ordinate the computation time in seconds,

The probability of deadline miss for each job is produced al the abscisse the number of jobs that interfere.

Task: 1 Job: 1 = 0.0067379726200286205
Task: 2 Job: 1 = 0.00036725651068525433
Task: 1 Job: 2 = 0.007202100327258765

#iobs #jobs #jobs

(a) Computation timgb) Computation timgc) Computation time
for the backlog fromfor the backlog fromfor the interference
previous job synchronous jobs from preempting jobs

=0) ;

V. CONCLUSION

RTProb has been here briefly described. It performs prob-
abilistic schedulability analysis of pRTSs in which task ex
ecution is described with pWCET. RTProb implements a
formalism based on formal method CMTC modelling of the
jobs of each task. The working of the tool is presented
which involves interactions with the probabilistic fornmabdel
checker PRISM. The tool is currently applied on a variety of
: projects.

Future works will be in the direction of removing some of
the assumptions. In particular, the assumption that pWCET

— =Task 1
s Task 2

k 3
ask 4

. Tas|
———Task 5

Probability

2.5 0 05 1 15 2 25

3 35
time

Fig. 5: EDF: response timEig. 6: FP: response time for

3 35
time

for{,[,?” Fhe Eaﬁsks. al!!mthe tasks. is an exponential distribution will be removed. A hybrid
o modelling method will be proposed which is flexible to the
é"‘fl‘;’ Foms e type of the input distribution (continuous or discrete) atiger
Zoms 2z . execution conditions.
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