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On Building a CNN-based Multi-view Smart Camera
for Real-time Object Detection

Jonathan Bonnard1, Kamel Abdelouahab2, Maxime Pelcat1,3, François Berry1

Abstract

Multi-view image sensing is currently gaining momentum, fostered by new
applications such as autonomous vehicles and self-propelled robots. In this
paper, we prototype and evaluate a multi-view smart vision system for object
recognition. The system exploits an optimized Multi-View Convolutional Neural
Network (MVCNN) in which the processing is distributed among several sensors
(heads) and a camera body.

The main challenge for designing such a system comes from the computa-
tionally expensive workload of real-time MVCNNs which is difficult to support
with embedded processing and high frame rates. This paper focuses on the
decisions to be taken for distributing an MVCNN on the camera heads, each
camera head embedding a Field-Programmable Gate Array (FPGA) for pro-
cessing images on the stream. In particular, we show that the first layer of the
AlexNet network can be processed at the nearest of the sensors, by performing
a Direct Hardware Mapping (DHM) using a dataflow model of computation.

The feature maps produced by the first layers are merged and processed
by a camera central processing node that executes the remaining layers. The
proposed system exploits state-of-the-art deep learning optimization methods,
such as parameter removing and data quantization. We demonstrate that accu-
racy drops caused by these optimizations can be compensated by the multi-view
nature of the captured information.

Experimental results conducted with the AlexNet CNN show that the pro-
posed partitioning and resulting optimizations can fit the first layer of the multi-
view network in low-end FPGAs . Among all the tested configurations, we pro-
pose 2 setups with an equivalent accuracy compared to the original network on
the ModelNet40 dataset. The first one is composed of 4 cameras based on a
Cyclone III E120 FPGA to embed the least expensive version in terms of logic
resources while the second version requires 2 cameras based on a Cyclone 10
GX220 FPGA. This distributed computing with workload reduction is demon-
strated to be a practical solution when building a real-time multi-view smart
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camera processing several frames per second.

Keywords: CNN, FPGA, MVCNN, Smart Camera, Real-Time

1. Introduction

Multi-view vision systems can address several challenges in computer vision
such as 3D reconstruction, depth map sensing and object classification [1, 2, 3].
Significant progress have been made in the domain of object recognition by us-
ing deep learning algorithms, and more specifically, Convolutional Neural Net-5

works (CNNs) that constitute the state of the art algorithms since Krizhevsky et
al. [4] achieved a top-5 test error below 20% in the 2012 ImageNet competition.
Several major contributions to deep learning have introduced significant changes
with respect to the first AlexNet model, proposing deeper networks [5, 6, 7] to
improve recognition rate and architectures that are more suited for the computa-10

tional power of embedded systems [8, 9]. In addition, Multi-View Convolutional
Neural Networks (MVCNNs) have recently emerged, motivated by the fact that
additional features extracted from multiple point of views of an object (e.g.
depth maps or 3D points coordinates) provide more representative data on a
scene than a single view flat image. In a multi-view context, previous publica-15

tions demonstrate that state of the art CNNs become more accurate in terms
of object classification when exposed to multiple views [10, 11, 12, 13, 14, 15].

In both single-view and multi-view CNNs, training and inference tasks are
typically performed by Graphics Processing Units (GPUs) which are faster by20

several orders of magnitude when compared to conventional CPUs for the same
level of programming complexity (eg. using the CUDA or OpenCL program-
ming languages). In the mean time, Field-Programmable Gate Arrays (FPGAs)
are garnering increasing attention for accelerating machine learning algorithms.
Indeed, the massively parallel structure of FPGAs, their low power consumption25

and their low and controllable processing latency, are making them top candi-
dates for CNN inference, even in a context of cloud computing [16]. However,
the main challenge of FPGA-based CNN inference comes from the millions of
weights that need to be stored in on-chip memory (e.g. 6.8M weights for the
GoogLeNet CNN). To tackle with this challenge, researchers have introduced30

different approximate computing methods including the quantization of convo-
lutional weights [17], the reduction of operand bit-width down to 2 bits[18],
the introduction of accelerators based on SIMD architectures [19], some hard-
ware/software hybrid solutions built from OpenCL [20, 21, 22], or full hardware
solutions using high level synthesis [23]. These studies have shown that FPGAs35

are competitive platforms for CNN inference and can be optimized to simplify
their implementations with reduced hardware resource utilization. Still, the
Direct Hardware Mapping (DHM) of a CNN to an FPGA [24], i.e. the one-to-
one translation of neurons to hardware without time multiplexing, of an entire
state-of-the-art CNN onto an FPGA, remains impossible even on the largest40
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FPGA devices, although it is the most performing use of the FPGA structure,
optimizing data locality to the limit. As a consequence, when targeting DHM,
methods are needed to split processing between multiple systems and fit the
sub-networks into several sub-systems [25]. On the particular problem of phys-
ical object recognition from multiple camera-captured views, this method can45

be particularly appropriate, as the processing of different sources of data can be
delegated to different front-end sub-networks, accelerated close to their respec-
tive sensors.

In this context, the present study aims at applying multi-view deep learning,50

as introduced in [10], within an environment composed of a set of synchronized
smart cameras based on Field-Programmable Gate Array (FPGA) and a back-
end sub-system which can be either an FPGA, a CPU or a GPU, as depicted in
figure 1. The main contribution of the paper is a design method for multi-view
vision systems that jointly optimizes the multi-system porting of the computa-55

tional workload, and the accuracy of the implemented vision task. The resulting
multi-view camera combines front-end near-sensor processing of the first CNN
layer(s) and a back-end processing of the remaining CNN layers. A real pro-
totype of the camera smart heads is built and assessed. Using the advanced
diversity offered by multiple views, we demonstrate that the built CNN, in spite60

of a front-end/back-end decomposition and network optimizations and degra-
dation, is equivalent to a monocular CNN, but is also able to deliver real-time
performance for our camera setup4 thanks to the DHM of convolutions and to
workload reduction.

65

The paper is organized as follows :

• Section 2 gives an overview of previous studies in multi-view object recog-
nition with CNNs. In a second part, the two main FPGA-oriented com-
putation paradigms of CNNs are introduced, which both are exploited for
building the multi-view camera system70

• Section 3 details the proposed multi-view vision system design method,

• Section 4 describes the conducted optimizations of AlexNet architecture
in this multi-view context,

• Section 5 reports the performance of the proposed method on the built
prototype system.75
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(a) Single view camera setup with real-time inference

(b) Proposition : Multi-view camera setup with equivalent
real-time inference

Figure 1: Figure (a) depicts a single-view camera capturing a scene and a back-end
performing the full computation of a mono-view CNN for object recognition. In Figure (b),

the proposed evolution introduces 4 synchronized smart camera heads as part of a
multi-view smart camera, providing different points of view while pre-processing CNN data
in a distributed way. A front-end network is severed from the main CNN and sliced between

the camera heads. Using standard labelling, Conv designates convolutional layers, ReLU
designates non-linear functions, Pool designates data dimensional reduction and FC refers to

the fully connected, non-convolutional layers used for classification.

2. Related works

2.1. Multi-View Object Recognition with CNN

While classical inference CNNs work on a single view (figure 2), methods
have recently been proposed to process 3D data representing objects with syn-
thetic 3D meshes [13], depth maps [26], point clouds [27] and multiple views.80

In particular, multi-view networks are gaining an increasing research interest,
particularly for classifying and retrieving 3D shapes5.

The first study related to multi-view CNN shape recognition was conducted
by Su et al. [10]. It relies on a graph depicted in figure 3. In this scheme,
several virtual cameras surround an object to get different view points and each85

4In this work, we are aiming at a real-time performance of 30 Frames Per Second (FPS)
with up to 4 views.

5In this paper, the ”multi-view” term refers to views from different points of view, not
from multiple scales
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Figure 2: Conventional architecture of the AlexNet CNN. The first layer is composed of N1
convolutions acting on the 3 color planes (C1) of the input frame with a kernel size of K1

to extract different features. ReLU decides whether the input of a neuron (feature maps) is
relevant or not for the current detection. Then, the pooling layer downsizes the feature map
to let the next layers detect larger features in the original image.
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Figure 3: The multi-view setup introduced by Su et al.

view is coupled to the convolutional part of a CNN where deep feature maps
are regrouped into a single one by a view pooling layer. View pooling operates
similarly to a usual max pooling, keeping the maximum value out of a set of
inputs, with the difference that the maximum value is no longer that of the
direct local neighborhood of a N ×N window of activations, but the maximum90

pixel to pixel value of each view. The following (fully connected) layers perform
a classification equivalently to a single view CNN and estimate the class of the
object. The gain in classification rate reaches 4.8% with 12 cameras compared
to a VGG-M CNN using a single view.

Feng et al. [11] have demonstrated that each view perspective in a multi-95

view CNN contributes differently to the shape descriptor. As a result, authors
advocate to classify perspectives according to their degree of importance in the
description of the object to be classified. While the authors’ proposed network
adds some computational overhead due to the grouping module, this architec-
ture is more accurate by 3.2% compared to the multi-view CNN mentioned100

above. Kanezaki et al. [15] propose a solution for estimating the pose of an
object based on a multi-view framework similar to the previous studies. Pose
estimation is performed in an unsupervised manner and classification is per-
formed at the same time. This training method considers the view points as
variables optimized during the training sequence. This work reaches the same105

performance level as a 80 view MVCNN while requiring only a few different
point of views of an object.
These studies have demonstrated that multi-view architectures can bring per-
formance improvement over traditional networks for recognizing objects. This
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performance is however obtained at the cost of more computational resources,110

as the convolution section of a network is duplicated as many times as there are
views in the system or views are batched into the memory of a single inference
system (GPU, CPU or FPGA accelerator) with the consequence of increasing
inference time. The camera setup we propose in the current study follows a
different multi-view inference strategy. The design of embedded smart cameras115

very quickly shows the limits of current computational technologies in terms of
convolutional network computation capabilities, especially when this inference
is performed on low-end FPGAs. These limits force the designer to optimize the
CNN architecture, for instance by decreasing the number of features, but these
optimizations impact classification quality. Building on the work mentioned120

above, i.e. on capturing an object from several viewpoints in order to increase
the rate of classification, we propose a method to jointly optimize the number
of features, convolution kernels and the quantification of data, and to map one
or more front-end layers on a CNN into FPGAs using a dataflow representation
of the network.125

In order to fit object classification into the built multi-view smart camera,
the study has consisted in separating a front-end and a back-end network and
optimizing the resources needed by front-end networks implemented near their
respective sensors. The CNN features that have been deeply modified are:130

• the number of feature maps within all layers that has been drastically
reduced,

• the size of the kernels in the front-end convolutional layer that has been
strongly reduced.

These two operations have a negative impact on classifier performance.135

Nonetheless, this study demonstrates that the multiple views acquired by our
camera system compensate most of the detection degradation due to network
optimizations. The novelty of this work comes from the Multi-view camera op-
timization that manages, by combining state-of-the-art methods, to fit real-time
deep learning in an FPGA-based multi-view camera. As a result, workload can140

be balanced between the front-end and the back-end in order to accelerate the
computation.

2.2. CNN inference on FPGAs

As highlighted in [28], convolution layers are the most computationally in-
tensive parts of a CNN. Indeed, the execution of these layers requires many145

Multiply Accumulate (MAC) operations. The number of MACs occurring on a
convolution layer is expressed in eq.1,

W = W ×H ×N × C ×K ×K (MAC) (1)

where N is the number of output feature maps, (W,H) the width and height of
output feature maps, C the number of input feature maps and K ×K the size
of the convolution kernels.150
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Figure 4: A simplified view of a CNN accelerator architecture on FPGA. A CPU or a spe-
cialized finite state machine schedules the overall layer computations of a CNN with a set of
specialized Processing Elements (PEs) performing layers’ computation. A direct memory ac-
cess (DMA) engine fetches input feature maps and convolution weights into PEs while another
DMA stores output features into an external memory bank.

Several studies leverage on the FPGA computational power to accelerate the
execution of convolution layers [29]. In particular, two computational paradigms
exist [30]:

• On one side of the spectrum, computation engines (figure 4) are widely
present in the literature [31, 32, 16], and support a large variety of CNN155

workloads. Computation engines are based on a fixed architecture that
typically takes the form of a systolic array of Processing Elements (PEs).
In the case of convolution layers, each operation corresponds to a sequence
of micro-instructions executed by the hardware accelerator. The limita-
tions of such architectures come from 2 factors: the number of avail-160

able PEs that execute convolutions, and the external memory latency to
fetch/store pixels, convolutional weights, and processed data as pointed
out in [33]. However, these processing engines have a good flexibility and
support a large variety of CNN models.

• On the other side of the spectrum, dataflow architectures with Direct165

Hardware Mapping (DHM) [34, 35, 24] map one distinct hardware block
for each layer of the target CNN. The blocks are then pipelined for them
to process data in a streaming fashion. As a consequence, dataflow CNN
accelerators deliver an overall better performance at the price of a lower
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flexibility. As will be detailed in the next section, the multi-view system of170

the current study leverages a dataflow architecture, and aims to rationalize
use of the resources available in a pool of smart camera heads based on
low-end FPGAs, so as to achieve real-time performance (30 FPS) for the
object recognition task.

3. Technical Choices when Building the Camera175

As shown in the figure 5, the inference model of a single view CNN (2) is
described as the composition of two functions H and FC. H represents the
entire convolutional section of the CNN extracting the features from the image
of a camera. FC is the fully connected layer performing classification.

Figure 5: Generic CNN model of inference with accelerator with a single camera

NETsv = FC ◦H(input(camera)) (2)

The multi-view architecture model of Su et al [36] assumes that several V180

views are concurrently processed by the convolution and pooling parts of the
MVCNN (figure 3). Next, a view-pooling layer gathers data from all views and
forwards them to the rest of the CNN for classification. This model can be
written as :

NETMVCNN = FC ◦G ◦Hv(input(camerav)), 1 < v < V (3)

where Hv represents the entire convolution section of a CNN which is duplicated185

in respect to the number of views v and G refers to the view-pooling layer
introduced in the previous section.

This model provides better classification accuracy when compared to a single-
view setup as the number of available view points increases. However, MVCNNs
are prohibitive and inefficient for embedded systems since the whole convolu-190

tional part of the network has to be processed independently for each view before
the classification stage.

The method presented in this paper is a modified version of this model.
First, it introduces a splitting parameter m that divides a network into two
sub-networks: A front-end (Fm) that implements the first CNN layers on the195

camera head and a back-end (HM−m+1) that executes the remaining layers.
This can be formalized as:

NETsv = FC ◦HM−m+1 ◦ Fm (4)
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In a context of multi-view system, the previous model can be extended by200

duplicating the front-end sub-network across V smart-camera heads. In this
case, the view-pooling function (G) merges the features from the front-end and
feeds the back-end, as written in equation 5:

NETMVCNN = FC ◦HM−m+1 ◦G ◦ Fm
v with 1 < v < V (5)

205

With the formalism introduced in Eq.5, the front-end layers are added with-
out any additional latency cost, as they are processed in parallel with the previ-
ously evoked DHM strategy. Conversely, back-end layers are shared by all views
and do not cost more than the respective layers in a single-view CNN. Note
that the value of the parameter m greatly impacts the computational workload210

of a given multi-view CNN. Indeed, the smaller this parameter is, the less layers
will be replicated and, consequently, the lower the computational workload will
be. However, low-end FPGA devices such as the ones employed in the camera
heads still can not map the front-end network, sometimes not even the first
layer when m = 1 [37]. In this case, the cost of layer F 1 in terms of multipliers215

is given by Equation(6).

Costhw(F 1) = N1 × C1 ×K2
1 (Multipliers) (6)

To tackle this problem, a possible solution is to reduce the number of pa-
rameters of the front-end and back-end. The derived degraded sub-networks,220

respectively F̂m and ĤM−m+1, result in an accuracy drop that aims to be com-
pensated with multi-view nature of the input data. The degraded model can be
written as:

NETMVCNN = FC ◦ ĤM−m+1 ◦G ◦ F̂m
v with 1 < v < V (7)

225

As a proof of concept, a prototype of multi-view camera is built based on
the same architecture as a state of the art AlexNet CNN as depicted in figure
6. Then, the number of the CNN parameters is gradually decreased in order to
fit front end networks into near-sensor FPGAs. This works only considers the
first layer of this CNN as a front-end (m = 1). By decreasing the number of230

operations by a factor d in the front-end part of the camera, it becomes possible
to embed all its operations following a dataflow DHM partitioning method, as
shown in 8.

Costhw(F̂ 1) = d×N1 × C1 ×K2
1 � Costhw(F 1),∀d ∈]0; 1[ (8)

235

In the next sub-sections, we detail the introduced optimizations and the
corresponding hardware architecture.
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Figure 6: CNN model distributed between multiple smart cameras with dataflow model of
computation and an accelerator back-end

3.1. Near-sensor Hardware Acceleration through Direct Hardware Mapping

DHM takes advantage of the data-path nature of CNNs feed forward propa-
gation and leverages a representation of the CNN with a dataflow model of com-240

putation. In this paradigm, the CNN is modelled as a dataflow graph wherein
the nodes correspond to processing actors and the edges correspond to com-
munication channels. Each actor follows a purely data-driven execution model
where execution is triggered only by the availability of input operands [38]. The
resulting dataflow accelerators infer one distinct hardware block for each actor245

of the CNN as illustrated in Figure 7. By taking this paradigm to the extreme,
the Direct Hardware Mapping (DHM) method consists of physically mapping
the whole graph of actors onto the target device [24] and delivers new outputs
on each clock cycle. As a result, each of the operations involved in a CNN layer
becomes a computing unit with its specific hardware instance on the FPGA.250

In the case of convolution layers, DHM fully unrolls the processing of MAC
operations producing N results per clock cycle6. To deliver this throughput,
a dataflow accelerator physically maps the amount of multipliers described in
equation 6.

As pointed-out in [24], dataflow architectures with direct hardware mapping255

catch all the parallelism patterns exhibited by CNNs, resulting in a high com-
putational throughput. Moreover, DHM exempts from the main constraints
limiting the performance of embedded CNN accelerators as weights and in-
termediate data do not require to be fetched and stored in external memory.
However, the major downside of DHM is related to the scalability of the ac-260

celerator. Indeed, a CNN mapping can rapidly be bounded by the available
resources present in a given FPGA. In particular, DHM can not implement
layers or networks that involve more multiplications than the number of multi-

6Thus, the dataflow accelerator requires U ×W clock cycles to process the full layer
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Figure 7: An example of the first layer directly mapped into N ×C×K×K multipliers. The
pipeline delivers data after 2×Tclk

pliers available on a given FPGA. This is in contrast with the time-multiplexed
computation engines, which favour scalability and flexibility over customization265

and computational throughput.
For the reasons evoked above, this work considers the two computation

paradigms represented by the accelerated part Ĥ and the dataflow part F̂ in the
model (7) . The first CNN layer F̂ 1, which mapping tends to have the lowest
resource requirements (Table 1), can be implemented in a DHM fashion using270

dataflow and reduced data representations7. By contrast, the deep layers Ĥ,
which tend to be more computationally intensive, can be implemented either on
an FPGA device or an embedded GPU by means of a computation engine, as
discussed in the previous section.

Alexnet(convolutional Layers) L1 L2 L3 L4 L5

Multipliers (8bits) 35K 614K 885K 1327K 885K

Logic Elements (LEs) 800K N.C N.C N.C N.C

Table 1: Amount of multipliers and logic elements required for each layer of AlexNet CNN in
a dataflow model of computation using 8-bit inputs, weights and output data.

3.2. Data quantization275

The other limiting factor of CNN inference on FPGA comes from the data
quantization used in state of the art networks. Considering the large number of

7Only the first layer could be synthesized with the Intel Quartus software. The other layers
synthesis requested more than the 160GB of RAM resources available on our server
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operations to perform and the amount of data to fetch and store into memory
on each layer of a deep neural network, previous studies led to optimizations
on data and weight quantization. This feature has been widely discussed in280

the literature, proposing to downsize the simple precision floating point (FP32)
data representation to half precision floating point (FP16) [22], 8 bits float-
ing points [16] and even 8 bits integer [39, 40] representations with low impact
on classification accuracy, denoting a strong resistance to quantization noise of
CNN.285

This aspect is important on FPGA devices given the limited number of float-
ing point Digital Signal Processing (DSP) blocks. Conversely, the number of
hardwired 8-bit multipliers is significantly higher (each FP32 DSP block can
implement up to three concurrent fixed point multiplications) and can be ex-290

panded further using the logic fabric of a FPGAs, especially through the direct
hardware mapping strategy evoked above. In order to fit the first layer F̂ 1 of
our CNN into the camera heads, this work exploits an 8-bit quantization of the
convolution weights and output data. In addition to processing gains, such pa-
rameter size reduction impacts the computational energy consumption [41, 42]295

as the amount of data to transfer from a layer to its neighbour (or to external
memory) is reduced.

3.3. Camera heads and their FPGA

Our multi-view system prototype (Fig. 8) is divided into two parts with a300

front-end system composed of multiple smart cameras heads and a back-end
system as depicted in the figure 1b of section 2. The back-end is used as the
central system, sending commands to the camera heads through a data-link, in
our case a gigabit Ethernet communication layer. The back-end sends simulta-
neous trigger commands to the camera heads, each embedding an Intel Cyclone305

III FPGA. Each head processing system translates the command (setting image
size, frame rate, etc.) to its attached global shutter CMOS sensor. Next, the
FPGA converts the raw data to an RGB image which is down-scaled to match
with the input of the CNN.

Each of the smart cameras heads executes the front-end layer F̂ 1 of the CNN310

with a dataflow DHM strategy. This means that the first layer is processed at
the image sensor clock rate, delivering feature data at the same rate. The fea-
ture maps resulting from head embedded processing are streamed through raw
Ethernet packets to the back-end system in charge of computing the remaining
layers of the CNN. Next sections detail the method employed to deploy the315

CNN on the multi-view smart camera, as well as experimental results.

4. Proposed method to optimize CNN inference in the camera

In this section, the challenges encountered when building a multi-view smart
camera with dataflow DHM are explained, as well as a proposed method to

12

                  



Figure 8: A setup example. The front-end camera heads (Cyclone III) and a test back-end
connected through an Ethernet switch

tackle them. The proposed method iteratively reduces the number of chan-320

nels and parameters. Indeed, network compression is widely advocated in the
literature to speed-up the inference stage [43, 44]. As slimming networks af-
fects classification performance, this study investigates the trade-off between
network degradation and the multiplication of camera heads to maintain the
original accuracy.325

4.1. Dataset and training methodology

The training step of a specific CNN architecture for 3D shape retrieval or
multi-view recognition requires a special database of CAD objects or a set of 2D
images with attached intrinsic and extrinsic parameters of the camera capturing
the object. For our study, we leverage the ModelNet40 dataset [26] that gathers330

12k shapes from 40 different classes of objects in a mesh format. This format
provides a set of points describing the volume of each object in the 3D space. The
surface of each object can be rendered using either voxels, a Phong shading[45]
or a ray tracing[46] algorithm to smooth the object shape and to give a more
realistic visual perception. In this work, we used a balanced version of this335

dataset where each category has an equal number of object and views. The
dataset comprises 3200 objects for training and 800 for validation. 12 virtual
cameras are equally distributed around the Z-axis (one every 30 degrees) of
the object with a pitch of 30 degrees (Figure 9). All of the CNN architecture
variations presented in this paper are trained from scratch for 60 epochs using340

the Pytorch framework [47]. The initial learning rate for the Adam solver is set
to 10−4 and the weight decay regularization parameter is set to 10−4. For each
30 epochs, the learning rate is divided by 2.

4.2. Direct network compression

As highlighted in eq. 6, reducing the computational complexity of a convo-345

lutional layer involves modifying the on of two variables N , K or both, which
respectively represent the number of generated features and the size of convo-
lution kernels. As a first step, we reduced the number of features in the first

13

                  



Figure 9: A 12-camera setup to render object files of the dataset

Figure 10: 2D views from the simulation of 4 cameras

layer of the CNN by lowering the parameter N1 of the front-end8 F 1 by a fac-
tor d (d ∈ [ 34 ; 2

3 ; 1
2 ]). In parallel, the back-end of the network is set in two350

modes. The first one, namely H has the same number of parameters as the
original AlexNet architecture with (N2, N3, N4, N5) = (256, 384, 384, 256) con-
volution kernels. The second, ĤM has half the parameters with respectively
(128, 192, 192, 128) output feature maps. In this second network architecture,
we make the assumption that the combination of multiple viewpoints of the ob-355

ject will have a compensating effect on classification accuracy. More precisely,
each feature extracts more informative features from the occluded parts of an
object, so that the number of parameters Ni (i ∈ [2; 3; 4; 5]) can be reduced
compared to the single view CNN.

360

For each new architecture, the network is trained on a subset of the Mod-
elNet40 dataset, then the classification results on the validation subset are
reported. We also report the accuracy of the trained networks on the Ima-
geNet dataset for the least (ĤM ) and the most (HM ) computationally expen-
sive back-end architectures. This intends to outline the accuracy gap between365

architectures on different datasets. Figure 11(a) shows the network response to
parameter reduction while maintaining a constant kernel size (K1 = 11). The
configurations for the first layer of the network are given on the x-axis according

8From now, F 1 represents the first layer of the original CNN and F̂ 1 refers to the first
layer of the modified CNN.
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Figure 11: (a) The classification accuracy of 2 back-end networks (layers 2 to 5) and 4 different
front-end setups (N1). (b) The FPGA synthesis resources of the 4 front-end setups with a
dataflow implementation.

to the combination of ĤM (half back-end) and HM (full back-end). As shown in
this figure, the maximum difference of performance between both architecture370

reaches 1.85% in terms of classification accuracy on the ModelNet40 dataset and
3.9% on ImageNet. The classification accuracy gap for the lightened architec-
ture can be explained by the fact that a classifier requires much more parameters
to solve ImageNet (1000 classes) than ModelNet40 (40 classes). As a conclusion,
we decide to stop compressing the number of features of the network front-end375

F̂ 1 to N1 = 48 and the back-end to Ĥ to (N2, N3, N4, N5) = (128, 192, 192, 128).
In terms of resource utilization, figure 11(b) reports the number of logic

resources mapped by the synthesizer for the front-end F̂ 1 with a variable number
of feature maps (N1) and constant kernel size (K1 = 11)9. As expected, the
amount of resources grows linearly with the number of features, resulting in380

400K logic elements mapped for the lightest architecture (F̂ 1(N1 = 48,K1 =
11)) and 800K for (F 1(N1 = 96,K1 = 11)). This resource utilization clearly
exceeds the amount of logic elements made available on the targeted FPGAs
(reported in dashed lines in the previous figure), which demonstrates that this
layer should be further optimized by tuning the front-end convolution kernel385

size in order to map F̂ 1 into the smart camera heads.

4.3. Deeper optimization : Tuning the kernel size of the first convolutional layer

The other factor of degradation given by Equation (6) is ki. As the hardware
cost for each kernel size grows in K2, we retrain the minimal network ĤM ◦ F̂ 1

9Results reported by the Intel Quartus 19.3 software using 8-bit-inputs multipliers.
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with different kernel size for the front-end layer. We keep the nominal K1 = 11390

as a reference point and report the training results for K1 ∈ [3; 5; 7; 9]. How-
ever, the size of the features (Equation 9) at the output of this layer should is
maintained constant across all the experiments in a way that the total amount
of computations for the back-end Ĥ remains the same for all configurations of
F̂ 1. Maintaining a constant back-end computational workload also requires to395

decrease the input resolution to Win ∈ [219; 221; 223; 225], as shown in equa-
tion 9 where p and s respectively stand for the padding and stride parameters
of the convolution layer.

Wout =
Win + 2× p−K

s
+ 1 (9)

Figure 12(a) displays the performance variations due to kernel size shrinking.
This time, the dataflow required resources of the layer F̂ 1 with a kernel size of400

K1 = 3 and K1 = 5 are within the range of a smart camera capacity based on a
Cyclone III FPGA, or K1 = 7 for a more recent technology like Cyclone 10GX
devices.
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Figure 12: (a) Kernel size impact on the accuracy of the minimalist network Ĥ(N = [128,
192, 192, 128]) according to 4 feature configurations for the first layer. (b) Synthesis results
of 5 kernel size for the front-end dataflow implementation.

Equation (10) introduces a Hardware mapping Efficiency metric, HEindex,
that highlights the most efficient CNN in terms of logic utilization and accu-405

racy compared to the reference AlexNet architecture (FC ◦ HM ◦ F 1(N1 =
96,K1 = 11)). The numerator represents the hardware cost difference between
the reference AlexNet network and the tuned networks whereas the denomina-
tor leverages the difference of accuracy, for the first layer mapping. With this
metric, more hardware saves and small accuracy drops translate into a high410
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HEindex, as shown in Figure 13. This figures shows that the (N1 = 48,K1 = 5)
setup has the highest HEindex, and delivers the best trade-off between accuracy
losses and resource gains. In the next studies on multi-view merging, we keep
all networks with the first layer F̂ 1 below N1 = 48,K1 = 7, namely, all con-
figurations where the first layer can be potentially mapped into the front-end415

FPGA logic.

HEindex =
Costhw(HM , F 1)− Costhw(ĤM , F̂ 1)

Acc(HM , F 1)−Acc(ĤM , F̂ 1)
× Acc(HM , F 1)

Costhw(HM , F 1)
(10)
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Figure 13: The hardware mapping efficiency index for all trained networks considering the
first layer F̂ 1. All values in the figure are normalized with the best architecture index
(N1 = 48,K1 = 5). Higher HE highlights a better trade-off between hardware Cost and
accuracy loss.

4.4. Boosting CNN performance with multi-view data merging and cost analysis

According to the constraints described in section 3, our multi view system is
composed of several smart camera heads with the unique ability to process one
layer (F̂ 1) of a CNN at sensor speed. From the results of the previous section,420

this kind of architecture can be implemented on relatively small FPGAs at the
cost of performance degradation compared to the baseline CNN. In this section,
we introduce the concept of [10] to boost the network classification accuracy to
reach the same level of performance than a single view AlexNet, considered as
a strong baseline. Unlike MVCNN, our system is constrained by the number of425

hardwired multipliers embedded on the smart camera, thus the function G (i.e
view-pooling) regroups the data from each F̂ 1(θi) where F̂ 1 is the first layer of
the CNN whereas the original MVCNN work suggests to regroup the features
from the last layer of the convolution section of AlexNet. We fine-tuned the pre-
vious single view network with 2 to 6 views as presented in the figure 14(top).430

We keep only the first layer dataflow architectures for which the network ac-
curacy drop is less then 0.5% to discuss about the efficiency of the multi-view
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system on the ModelNet40 dataset. In equation 11, we introduce a simple met-
ric, the multi-view normalized hardware efficiency index, to outline the most
efficient F̂ 1 architecture in respect to the number of views needed to recover435

from previous damages done to the original network. A low number of camera
with a high count of logic resources difference from the reference architecture F 1

will give the best efficiency index. There are 3 configurations that potentially
fits a smart camera based on a Cyclone III 120KLEs to reach out the AlexNet
accuracy baseline(83%) with only 2 views. The least resource expensive layer440

F̂ 1(N1 = 48,K1 = 3) requires 4 cameras to recover from degradation. The most
efficient solution calls for 2 cameras at the cost of a larger kernel size (K1 = 5)
but the number of features remains the same.
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Figure 14: The upper figure shows the multi-view accuracy of all 9 setups from 2 to 6 views.
The lower and upper bounds represent the limits at which we consider the system to be
equivalent to the original AlexNet network. At the bottom, the multi-view network hardware
efficiency (at equivalent accuracy) highlights the setups with the lowest resource cost and the
lowest number of camera. (The higher the better)
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MVNHE|Acc'AccAlexNet
=

Costhw(HM , F 1)− Costhw(ĤM , F̂ 1)

Costhw(HM , F 1)× V (11)

5. Experimental Results on Camera Performances and discussion on
the back-end system445

We chose 2 front-end FPGAs to map 2 different layer configurations:
Cfg1 (N1 = 48,K1 = 3) and Cfg2 (N1 = 48,K1 = 5). The first one is a

Cyclone III with 120 KLEs using Cfg1 while the second is a Cyclone 10GX with
220 KLEs for the other configuration. Both configurations are translated from
the Pytorch model to VHDL using the DELiRium DHM tool10450

All convolutions are directly mapped intoN1×K1×K1 8 bits hardware multi-
pliers while the weights are stored in registers. The synthesis results are shown in
Table 2. As a result of previous optimization, the layer with (N1 = 48,K1 = 3)
fits the target FPGA and requires 59% of logic elements for the 4 cameras setup
using Cfg1 on Cyclone III FPGA. The second, Cfg2, requires approximately455

twice the resources of Cfg1. However, as shown if figure 11, it demands half the
cost in terms of camera needed to recover from the degradation. Both setups
are able to run at sensor clock rate.

Table 2: Front-end synthesis results on a low-end FPGA : The full design includes the sensor
configuration state machine, the image preprocessing, the communication IP and L1 on the
Cyclone III based smart camera head.

(N1, K1) Conv1 Full design(% Total ) Bandwidth
MB/s (30 img/s)

(48,3) 70806 LEs + 28740 Registers 59% (Cyclone III) 1.001
(48,5) 146180 LEs + 113920 Registers 109% (Cyclone III) 1.001
(48,5) 39561 ALMs + 112681 Registers 69% (Cyclone 10GX) 1.001

The resulting smart camera is able to accelerate the first layer of this CNN
in real time (i.e 30 fps) with a sensor base clock at 53MHz. Images of the Model-460

Net40 dataset are injected into the cameras heads for testing. Each line coming
from the max-pooling layer (27x48 bytes) are formatted into 27 Ethernet frames
and sent to the back-end. At 30 images per second, the communication consumes
1MBytes/sec of the available gigabit Ethernet bandwidth, which is far below
the capacity of the theoretical Giga Ethernet bandwidth (125MBytes/sec). For465

sake of study completeness, the second to fifth layers and the classifier inference
are ported on three different embedded platform’s for our experiments. First,
we choose a Jetson Nano development boards in CPU and GPU mode because
it supports a straight forward replication of the training and evaluation proce-
dures with native supports of the Ubuntu OS and Pytorch frameworks. The470

last platform is an Intel Cyclone V SoC 77 KLEs programmed with an OpenCL

10http://sma-rty.com/delirium-2/
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based accelerator (PipeCNN [48]) to reflect at most the real performance of our
future complete prototype of multi-view smart camera.

Table 3 summarizes the inference time of the different setups. As the num-475

ber of MAC operations of the custom CNN back-end Ĥ is much lower(0.205
GMACs) than the the original AlexNet(0.66 GMACs), the processing time is
2× faster on both CPU and GPU mode. More interestingly, it is 75% faster
with PipeCNN on a Cyclone V SoC FPGA where the first configuration Cfg1

catches 4% of the total computational time. This must be put in perspective480

with the actual inference time of the whole AlexNet CNN at equivalent accu-
racy. In the second context Cfg2, the total time to compute the whole CNN
is approximately the same than Cfg1 but the first layer catches 9% of the pro-
cessing time. Remind that we compare our solution against the conventional
AlexNet CNN which first layer in PipeCNN is the second most time intensive485

sequence (69.39 ms) behind the layer 2 (108.34 ms). In a full FPGA accelera-
tor context and considering 4 standard cameras, the system should record all
input images into its memory (4×3×219×219 bytes) and stores them into the
accelerator memory before the sequence of operations starts. Conversely, our
system has already processed the first layer at no additional time cost but the490

pipeline latency to output the first data. After receiving a line of the feature
map from the 4 smart cameras, the central FPGA accelerator gathers the data
in real time via a VHDL description of the function G(view-pooling) right after
the data link, and calls for no more than four 8-bits comparators in a 4 view
setup. Finally, the resulting feature of size 48× 27× 27 bytes (34 Kbytes) can495

be stored into the external memory or can be directly processed by the second
layer.

Table 3: Inference time on ARM Cortex A57, embedded GPU, FPGA (PipeCNN) and Intel
CPU when running the MVCNN optimized for the target camera.

ARM Jetson Nano Cyclone V SoC
Device Cortex-A57 MaxN PipeCNN

1.43 GHz 0.92 GHz 150 MHz

AlexNet CNN 221.6 ms 31.5 ms 367.5 ms

(48,3, Ĥ) CNN(all layers) 119.5 ms (-46%) 13.7 ms (-56%) 91.3 ms (-75%)
Cfg1 CNN(w/o 1st layer) 106.2 ms (-52%) 0.5 ms 88.1 ms (-76%)

(48,5, Ĥ) CNN(all layers) 120.1 ms (-46%) 13.8 ms 96.0 ms (-73%)
Cfg2 CNN(w/o 1st layer) 104.7 ms (-52%) 0.6 ms 87.6 ms (-76%)

6. Conclusion and Future Works

This paper has detailed the design of a multi-view smart camera based on
FPGAs and efficiently distributing the inference of a CNN with a near-sensor500

multi-FPGA accelerator architecture. We demonstrated that it is possible to
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reduce the number of AlexNet parameters with a recognition rate equivalent to
a baseline AlexNet network on the ModelNet40 dataset. By strongly optimiz-
ing the network, the first layer is fully ported to the camera heads, configuring
each head to output new convolution results at each clock cycle of the image505

sensor. The head output data is transferred to a GPU or an FPGA that carries
out the inference of the optimized network. Experimental results show that
the proposed design method can produce a network with similar accuracy to a
baseline single-view AlexNet with a number of convolutions divided by a factor
of 3 at the price of inserting 4 camera heads in the system. A future work510

will consist in studying the benefits of this algorithm and architecture co-design
method on deep networks consuming natively very few MAC operations such
as MobileNetV1 [8], MobilenetV2 [49] or ShuffleNet [50] in order to embed even
more layers on the camera heads, and to increase the camera performance on
both classification and processing speed. Finally, a full custom camera based on515

FPGA-powered head and body will be prototyped. More precisely, the central
computing node will be based on a full custom FPGA accelerator perfectly syn-
chronizing frame captures and continuing the inference up to the classification
stage.
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on FPGAs: A Survey, Tech. rep., Université Clermont Auvergne (2018).
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