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Abstract—Virtual simulation is considered a crucial step in
assuring the safety of highly automated vehicles. Significant
challenges however remain in producing valid evidence of real-
world system performance from virtual simulation and doing
so in a robust, efficient manner. A system architecture for
virtual verification of highly automated vehicles is implemented
in the VeriCAV project and described here, with a focus on
the interfaces between system elements. The framework includes
elements for test generation and assessment, virtual simulation,
realistic virtual actors as well as the automated driving system
being tested.

Index Terms—Scenario-based testing, virtual verification, au-
tomated vehicles

I. INTRODUCTION

A highly automated vehicle (HAV) is a safety-critical
system - whose failure would result in injury or fatality to
occupants or those in the environment of the vehicle. Ensuring
HAV safety is challenging due to the complexity of the
systems coupled with the almost limitless complexity and
variability of the road operating environment. New methods
for producing safety cases are required and this paper presents
a test framework to support the development and implemen-
tation of methods to build safety case evidence with virtual
simulation.

There is wide industry acceptance that HAVs will need
to be verified and validated using a combination of virtual
simulation, closed-road testing and public road trials [1], [2].
Regulatory forums such as the United Nations Economic
Commission for Europe (UNECE) also propose this approach,
described by the UNECE working group on Validation Method
for Automated Driving (VMAD) as the “multi pillar approach”
[3].

The physical testing element is expensive and time-
consuming, particularly when considering the extent of testing
required to demonstrate sufficient safety. Maximising the use
of virtual simulation, where suitable, can reduce the need
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for physical testing. Virtual simulation is already used exten-
sively during early development and testing of the Automated
Driving Systems (ADSs) that control HAVs due to the cost
of prototype systems and the consequences of failure in a
physical test. The need for virtual testing to form a larger
proportion of the system development lifecycle is increased as
ADS software development is becoming increasingly iterative.
Changes to software occur regularly with practices such as
Continuous Integration [4] resulting in more frequent repeat
testing. Virtual testing can identify design flaws earlier in the
development cycle than physical testing.

Virtual simulation in this context is commonly proposed in
conjunction with scenario-based testing [5], [6]. A scenario,
as defined in [7] can be described by road information,
stationary objects, movable objects and their movements and
environment conditions. This can be extended to include
vehicle state such as load, connectivity related conditions and
the wider scenario environment. This scenario-based testing
allows challenging, rare, recently observed and/or standardised
sets of scenarios to be the focus of ADS testing while avoiding
extended periods of routine, unchallenging driving that exist
in on-road testing. The extensive use of machine learning
algorithms in ADSs also means that comprehensive scenario-
based testing remains a viable option where existing formal
verification methods are not suitable [8].

It has been suggested that the amount of on-road testing
required to demonstrate the safety of a HAV is in the order of
hundreds of millions of miles [9], if not more. Such an onerous
approach is clearly not feasible on the road, however a com-
bined approach including virtual simulation makes extensive
testing possible by exploiting parallelism [2]. Even with the
benefits of virtual simulation, such testing requires significant
effort and resource. Efficient, targeted scenario generation is
necessary to enable a viable testing programme [10].

The Verification of Connected and Autonomous Vehicles
(VeriCAV) project addresses the practical challenges that
remain for virtual testing and these are discussed in the
following section. The project outputs are expected to support
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the combined testing approach ultimately leading to verified
and validated HAVs. VeriCAV1 is a £3m, 2-year collaborative
research and development project consisting of four organisa-
tions: Connected Places Catapult, HORIBA MIRA (as industry
lead), University of Leeds, and Aimsun.

II. KEY SIMULATION CHALLENGES

There is a wide range of safety aspects that will need to
be addressed with the introduction of HAVs, including new
passive safety for new vehicle types and safety assessment
in the field. Here the focus is on the safety of the ADS
decision making. Standards are being developed to address
this area including ISO/PAS 21448 Safety of the intended
functionality (SOTIF) [11] and the IEEE project developing
P2846 - Formal Model for Safety Considerations in Automated
Vehicle Decision Making [12]. Scenario based testing supports
building a HAV safety case and is the focus of ongoing
ISO standardisation efforts as ISO/WD 34502 Road vehicles
— Engineering framework and process of scenario-based
safety evaluation [13]. While these standardisation efforts are
welcomed, creating a fully evidenced safety case for a HAV
is still an unsolved challenge - virtual simulation is part of the
answer.

The challenges for scenario-based virtual testing addressed
in the VeriCAV project are:

1) How can scenarios be described in a way that:
a) captures the complexity of diverse scenario sets,
b) allows automated scenario creation,
c) and can be unambiguously interpreted by simula-

tion tools? [14]
2) How can the onerous activity of manual scenario gen-

eration be automated and made more efficient?
3) How can validity and fidelity of the virtual simulation

be ensured?
4) How can the use of the virtual simulation system be

maximised across a range of different ADSs?
5) How can virtual simulation coverage be ensured in an

efficient manner?
6) How can test success be assessed in virtual simulations?

Each of these challenges are addressed in the functional sub-
systems of the VeriCAV system architecture outlined in the
following section.

III. VERICAV TEST FRAMEWORK

The VeriCAV system is made up of several complex sub-
systems developed by the consortium partners outlined in
Figure 1. The system architecture includes core components:

• a Test Generator, to produce scenarios to test,
• a Simulation Master, to interface a simulation tool to the

rest of the system,
• a Test Oracle to analyse test results and direct the test

generator.
Additionally, the VeriCAV system architecture includes com-
ponents that can be exchanged:

1https://vericav-project.co.uk/

• a Simulation Tool, in which the virtual scenario unfolds,
• a Smart Actor Controller, to provide realistic actor be-

haviour
• the System under Test, the ADS.

bdd VeriCAV System

VeriCAV

Test Generator
1

Sim MasterTest Oracle System Under
Test

Smart Actor
Controller

Sim Tool
1

1..* 1..*1...*1

Fig. 1. Main components of the VeriCAV system expressed in SysML. The
components that compose the core of the VeriCAV framework are shown on
the left, with black diamond connector. The aggregated components (those
with white diamonds) are modular components for which the framework is
designed to be agnostic to their selection (i.e multiple simulation tools).

A. Test Generator

To address Challenge 2, an automated Test Generator is
developed. The automated generation of test scenarios involves
programmatically creating and combining the elements that
make up a suitable scenario. The complexity in this process
comes from the size of the scenario parameter space in
terms of both variance within individual parameters and the
number of parameters, or dimensions, of the parameter space
– “the curse of dimensionality” [15]. The optimal selection of
scenario parameters will be informed by the results of previous
tests, provided by the Test Oracle and this optimisation is a
rich area of research. While the VeriCAV consortium partners
are exploring this area in the project, having the remaining
elements of the test framework in place is critical to enabling
future work on search space optimisation to move from the
theoretical to the practical.

The output of the test generator is used by the Simulation
Tool to execute the requested scenario-based test. To address
Challenge 1 and maximise re-usability of interfaces, the sce-
nario is described using the OpenSCENARIO [16] scenario
description language (SDL). The OpenSCENARIO standardi-
sation process undertaken by the Association for Standardiza-
tion of Automation and Measuring Systems (ASAM), which
Connected Place Catapult are involved in, is expected to result
in wide use of the format.

B. Simulation Tool

Many commercial and open-source simulation tools are
available for virtual ADS testing [17]. The VeriCAV project is
using the Prescan commercial simulation tool from Siemens
[18] to test the framework concept. The open-source simula-
tion tool CARLA [19] will also be used to assess the feasibility
of interchanging the simulation tool in the test framework. The
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project requirements for the simulation tool have been defined
by industrial partners and allow Challenge 3 to be addressed
objectively. These requirements consider visual and sensorial
realism of the environment, physics models for the HAV and
compatibility with commonly used standards. The ongoing
and rapid development of simulation tools has been closely
followed and the ability to upgrade the Simulation Tool to take
advantage of this is key to the success of the test framework.

The interface between the Simulation Tool(s) and the ADS
being tested is crucial in addressing Challenge 4. Publicly
available ADSs such as Baidu Apollo [20] and Autoware
[21] provide examples to test ADS interfacing in the absence
of public information on commercial ADSs. Baidu Apollo
is used in the VeriCAV test framework and involvement
in interface standardisation working groups such as ASAM
Open Simulation Interface (OSI) [22] will inform the interface
development and ensure the framework is appropriate for state-
of-the-art ADSs.

C. Smart Actors

The increase in realism of virtual simulation tools in recent
years, with realistic looking models, has not been reflected in
the behaviour of the actors occupying the virtual scenes. This
is key in addressing Challenge 3. Actors such as pedestrians,
cyclists or other vehicles have historically been controlled
by relatively simple single-aspect models such as vehicle
following or by pre-defined trajectories. The behaviour of
an ADS being tested should not be known a-priori and this
presents a challenge when the ADS interacts with other actors.
An actor should react realistically to the range of possible
behaviours the ADS may exhibit, something not achievable
with basic actor models. A ‘Smart Actor’ can be any actor
in a scenario that demonstrates behaviour which is more
complex and nuanced than simple trajectory following or
random movement [5]. A goal of VeriCAV is to have smart
actors which demonstrate human-like behaviour but can also
be constrained to a degree such that the test scenario maintains
its integrity as expected by the Test Generator and Oracle.

Testing ADS decision making and path planning is the focus
for the VeriCAV project, so the Smart Actor development
is focused primarily on the behavioural realism rather than
visual. This development includes data-driven models such as
those that use machine-learning trained by real-world driving
data [23] as well as top-down cognitive [24] and game
theoretical models [25], [26]. Consortium partner, University
of Leeds, are building on their experience in this field and
the VeriCAV project will investigate assessment methods to
validate the Smart Actor models such as [27]. To balance
testing efficiency, realism, and validity of a given scenario,
not all actors need to be equally complex - actors that are
not scenario-critical or background traffic can be implemented
with less processing overhead. A critical design decision
being investigated is whether Smart Actor models are to be
deterministic or probabilistic. A benefit of a deterministic
model is that the same scenario can be repeated, and the Smart
Actor behaviour will be the same, which is useful for re-

testing. However, a probabilistic model allows the variance
in real human behaviour to be represented. Smart Actors
that can utilise either approach are likely needed to fulfil the
requirements of scenario-based testing.

D. Test Oracle

Automating test generation enables many complex scenarios
to be tested in quick succession. The VeriCAV test framework
advances this with smart actors which increase the complexity
of scenarios. This makes assessing test success a challenge
which consortium partner HORIBA MIRA are tackling with
the development of a Test Oracle.

The automated analysis of test results is achieved by imple-
menting a range of objective metrics by which test scenario
performance is judged. These objective metrics are fed by data
provided by the Simulation Master at the conclusion of each
test scenario. Initially this work will focus on implement-
ing existing metrics in literature such as the Responsibility-
Sensitivity Safety (RSS) model [28] in an automated manner
and subsequently developing further metrics focused on dif-
ferent aspects of ADS performance [29], [30]. This will also
expose some of the practical challenges of extracting the re-
quired information from a virtual simulation and its automated
processing in the Test Oracle. The Test Oracle is also used to
inform subsequent test generation. While OpenSCENARIO is
being used for the project SDL, it currently lacks a method
for describing the criteria for success in a given scenario.
Formal SDLs that do include criteria for verifying success have
been presented [14] with conversion to OpenSCENARIO for
executing and the Test Oracle development will be informed
by the state-of-the-art. The definition of success criteria, the
format in which the criteria are described and the method
by which success is assessed are all areas of research by the
VeriCAV consortium with the test framework used to provide
practical, experimental results and inform further research.

Automating the analysis of single test scenarios is critical,
however it is also critical to assess how each test scenario
result contributes to the overall assessment of the ADS per-
formance, a concept referred to as coverage and highlighted
in Challenge 5. Running many test scenarios that only vary
a small amount doesn’t provide useful evidence of ADS
performance away from the narrow subset of scenarios tested
but as noted previously the parameter space is simply too
large to test every possible combination, therefore a reliable
assessment of coverage is critical. Using existing literature in
the area of coverage based testing [31], [32] and capitalising
on novel methods from other fields, the VeriCAV project aims
contribute to this important field.

IV. SUMMARY

In order to progress virtual verification as a pillar of a struc-
tured ADS testing programme, a framework of robust, modular
interfaces needs to be in place. The framework presented here
enables this within an end-to-end system representative of
industry ADS testing, while also enabling solutions to the
particular practical challenges of virtual verification to be



explored. The significant areas of research are discussed and
the VeriCAV approach to modular interfacing, test generation
and assessment and smart actors has been outlined. The
pragmatic approach taken in the project acknowledges that
significant developments in Simulation Tools and ADSs will
occur within and beyond the lifetime of the project. However,
by developing the framework and sub-systems in a modular
manner, future developments in virtual verification methods
can be incorporated into the test framework. By balancing
the short term objectives of demonstrating an end-to-end test
system with the longer term objectives of creating a flexible,
modular framework, the VeriCAV project aims to advance
virtual verification and support the deployment of HAVs. The
authors believe that scenario based testing in virtual simulation
will play a vital role in ensuring HAV safety. Engagement
with the wider safety community to ensure the test frame-
work outlined here aligns with research, development and
demonstration of verification techniques is a key activity of
the VeriCAV project.
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