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Abstract 

To investigate face individuation (FI), a critical brain function in the human species, an oddball 

fast periodic visual stimulation (FPVS) approach was recently introduced (Liu-Shuang et al., 

2014). In this paradigm, an image of an unfamiliar “base” facial identity is repeated at a rapid rate 

F (e.g., 6 Hz) and different unfamiliar “oddball” facial identities are inserted every nth item, at a 

F/n rate (e.g., every 5th item, 1.2 Hz). This stimulation elicits FI responses at F/n and its harmonics 

(2F/n, 3F/n, etc.), reflecting neural discrimination between oddball vs. base facial identities, which 

is quantified in the frequency-domain of the electroencephalogram (EEG). This paradigm, used in 

20 published studies, demonstrates substantial advantages for measuring FI in terms of validity, 

objectivity, reliability, and sensitivity. Human intracerebral recordings suggest that this FI response 

originates from neural populations in the lateral inferior occipital and fusiform gyri, with a right 

hemispheric dominance consistent with the localization of brain lesions specifically affecting facial 

identity recognition (prosopagnosia). Here we summarize the contributions of the oddball FPVS 

framework towards understanding FI, including its (a)typical development, with early studies 

supporting the application of this technique to clinical testing (e.g., Autism Spectrum Disorder). 

This review also includes an in-depth analysis of the paradigm’s methodology, with guidelines for 

designing future studies. A large-scale group analysis compiling data across 130 observers provides 

insights into the oddball FPVS FI response properties. Overall, we recommend the oddball FPVS 

paradigm as an alternative approach to behavioral or traditional event-related-potential EEG 

measures of face individuation. 
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1. Introduction 

Here we review the research performed over the past few years with a paradigm in which 

images of one unfamiliar human facial identity are repeated at a rapid fixed rate and interspersed 

at regular intervals with images of different unfamiliar facial identities (Figure 1). Neural (typically 

electrophysiological) recordings during this fast periodic visual stimulation (FPVS) mode reveal a 

response at the frequency of identity change that reflects a critical brain function in the human 

species: face individuation (FI). Our goals in this review are to (1) illustrate how we can use this 

approach to probe FI in the human brain, essentially as an alternative or complementary measure 

to behavioral and standard event-related potential (ERP) methods, and to (2) provide a better 

understanding of human FI through this paradigm. 

 

Figure 1. The oddball fast periodic visual stimulation (FPVS) face individuation paradigm.  

A. Schematic illustration of the paradigm (first reported in Liu-Shuang et al., 2014) in which one repeating 

unfamiliar human facial identity is presented through sinusoidal contrast modulation at a 6 Hz rate, and 

different unfamiliar facial identities of the same sex are inserted as every fifth stimulus (i.e., 1.2 Hz). (See 

also a short stimulation movie here: https://face-categorization-lab.webnode.com/products/aaab-

stimulation/) The repeated facial identity is usually randomly selected from a large pool of unfamiliar faces 

(Figure 2) and changes every stimulation sequence. While neural activity at 6 Hz and its harmonic 

frequencies (12 Hz, etc.) reflects the general response to visual (face) stimulation, a response at 1.2 Hz and 

its specific harmonic frequencies (2.4 Hz, etc.) is taken as a measure of face individuation. B. Typical 

stimulation sequence structure. A sequence is usually presented for about one minute during EEG recording. 



Rossion, B., Retter, T.L., Liu-Shuang, J. (2020). European Journal of Neuroscience, in press. 

 7 

In most studies, it is flanked by a 2-5 s fixation period without stimulation, followed by 2 s in which the 

maximal contrast of the face stimuli gradually ramps up/down. These time windows aim to reduce artifacts 

related to the sudden onset/offset of flickering stimuli and are not included for response quantification. 

Throughout the stimulation sequence, participants typically perform an orthogonal task in which they detect 

rare (6-8), random color or shape changes of the central fixation cross. 

 

At a theoretical level, we consider understanding human FI and its neural basis as a step 

towards understanding the more general human brain function of categorization, or recognition1, 

which is key for a biological organism’s successful interaction with the environment. To achieve 

categorization/recognition, the central nervous system must be able to provide different responses 

to different sensory inputs (i.e., discriminate) and identical or similar responses to the same input 

appearing under different viewing circumstances (i.e., generalize). Individual human faces provide 

an ideal type of signal to investigate categorization/recognition in the human brain since: 1) they 

are complex visual stimuli (i.e., they vary in terms of multiple visual cues interpreted in terms of 

shape, texture and color, both at the level of their local features and the relative positions of these 

features); 2) they are visually homogenous and yet objectively different, even when external 

features are removed (Figure 2); 3) faces are ubiquitous in our natural and digital environments, 

and play a central role in social interactions; 4) they need to be categorized/recognized at the level 

                                                 
1 In a standard cognitive framework that draws a sharp border between the extraction of (a) visual representation(s) 

of a stimulus and its representation(s) in memory, “categorization” and “recognition” are often used to refer to 

different processes/functions (i.e., “perceptual categorization” is general ly thought to rely on objective physical 

properties of the stimuli, while “recognition” would involve the comparison to a mnesic representation derived from 

past experience). In the present framework, we consider instead the terms “categorization” and “recognition” as 

synonyms, referring to the central nervous system’ production of a response to an environmental stimulus that is 

both selective (i.e., discriminant; behavioral or neural) and reproducible (i.e., generalizable) across different 

instances of that stimulus. In this theoretical framework, “perception” is defined as the subjective (conscious) 

experience of recognition (see Rossion & Retter, 2020). 
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of individual exemplars in the human species; and, 5) their level of familiarity can vary immensely 

within observers, across observers, and across time.   

At a methodological level, various forms of so-called “oddball” paradigms such as the one 

reviewed here have been used extensively in cognitive neuroscience research (since Ritter et al., 

1968 in the auditory domain; Ritter & Vaughan, 1969 for both auditory and visual stimulation). 

There is also a great deal of debate and interest regarding the type of (electrophysiological) 

responses elicited in such designs and the neural mechanisms that they reflect. We consider that - 

and will discuss how - these issues can benefit from a review focused on the measure of FI with 

FPVS. 

 

Figure 2. Example of a set of homogenous individual female faces used in face individuation 

paradigms (from Retter et al., in preparation).  

Pictures are taken under the same condition in terms of head pose, expression, and lighting conditions, and 

cropped for external features while preserving face size (Laguesse et al., 2012). The stimuli are typically 

presented in color, and sometimes equalized in terms of global luminance. Despite the absence of external 

features in this relatively homogenous set, the unfamiliar facial identities are clearly distinguishable for 

neurotypical adults.  

2. The importance of human unfamiliar face individuation 

This review focuses on human face individuation (FI) of unfamiliar facial identities. 

Investigating FI in humans is particularly important, because expertise at FI may be unique 

to the human species. Although many non-human animal species, such as sheep, fish, wasps, or 

bees, can be trained through operant conditioning to behaviorally individuate pictures of faces of 
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conspecifics or even of humans (Peirce et al., 2001; Newport et al., 2016; Sheehan & Tibbetts, 

2011; Dyer et al., 2005), their performance is limited, and heavily dependent on image-specific 

features, often external to the face (e.g., antennae or ears, see Sheehan & Tibbetts, 2011; Peirce et 

al., 2001, respectively). This also applies to macaque monkeys, an animal species that is considered 

by many neuroscientists as a very good model of the human visual system, and face processing in 

particular (e.g., Di Carlo & Cox, 2007; Tsao et al., 2008). In reality, macaque monkeys perform 

poorly at relatively simple behavioral FI tasks, their performance differs qualitatively from humans 

(i.e., they depend on image-specific features and are not specifically affected by stimulus inversion 

and long-term familiarity), and they do not possess a human-like cortical circuitry for efficient FI 

(Parr, 2008; Rossion & Taubert, 2019; Griffin, 2020, for reviews).  

There are at least two main reasons why FI is more important for humans than other animal 

species. First, in humans, individuation is based primarily on the face, which is clearly visible 

during most interactions and shows elevated phenotypic and genetic inter-individual variability 

compared to other body parts (Sheehan & Nachman, 2014). Second, humans constantly view 

numerous unfamiliar (as well as familiar) faces: most human societies are characterized by the 

presence of a large group of individuals and fission–fusion dynamics, i.e., a tendency to change 

(the number of) experienced individuals over time. In modern human societies, individuals are 

further exposed to thousands of additional facial identities through digital media. In these 

conditions, compared to other species, neurotypical human adults truly excel at individuating faces 

of conspecifics (Rossion, 2018a). Importantly, this ability is “learned naturally”; young children’s 

face individuation abilities appear limited (at least as measured in behavioral tasks) but they 

improve spontaneously during development, in the absence of formal training (e.g., Carey, 1992; 

Mondloch et al., 2006; Hills & Lewis, 2018; Mardo et al., 2018). Human FI is also fast (e.g., within 

1-2 fixations, Hsiao & Cottrell, 2008; emerging around 160 ms after stimulus onset, Rossion & 

Jacques, 2011), and automatic (i.e., occurring without the intention to do so and without the ability 

to be suppressed; Palermo & Rhodes, 2007; Yan et al., 2017). 
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Although it is clear that long-term familiarity with specific facial identities substantially 

improves our behavioral ability to individuate these faces (e.g., Bruce, 1982; Bruce et al., 2001; 

Jenkins et al., 2011; see Ramon & Gobbini, 2018; Young & Burton, 2018 for reviews), our ability 

to individuate unfamiliar faces is particularly important, since picking up the idiosyncratic visual 

features of faces (Figure 2) when we first encounter them forms the basis for subsequently 

recognizing the face of a familiar person. Indeed, even for unfamiliar faces, FI implies that the 

specific neural response elicited by the face of a unique individual can be repeated reliably – 

although not necessarily identically – when this individual is encountered again. Moreover, 

contrary to familiar faces, individuation of unfamiliar faces cannot be based on encoded 

multimodal associations (i.e., semantics), allowing the isolation and thus better characterization of 

the visual processes involved in this function (Rossion, 2018a). 

3. Measuring face individuation 

3.1. The desired virtues of a face individuation measure 

Characterizing FI in neurotypical human adults is an important goal of cognitive 

neuroscience research and requires addressing many questions: which stimulus properties drive 

face individuation?; how are facial features combined into integrated visual representations?; how 

fast is FI?; how much does it depend on attentional processes?; etc. Ultimately, we aim to 

understand human FI in terms of its neural mechanisms, and to characterize how this function 

develops in the normal population and how it is affected in neurological and neuropsychiatric 

conditions.  

To achieve these objectives, a proper measure of human FI must fulfill a number of criteria. 

First and foremost, it must be valid, i.e., it must measure a specific brain function that is 

behaviorally relevant in the real world. Consequently, even though explicitly recognizing familiar 

facial identities in a natural environment depends on many factors beyond FI, the FI measure should 

be able to clearly identify someone who has marked difficulties at recognizing facial identities in 
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real life. Second, this measure must be reliable, i.e., stable over time at both the group and 

individual level. Reliability is the pedestal of scientific research, since it is key for replicating 

results and for building solid knowledge. Reliability is particularly important in clinical and 

developmental studies, which aim to identify genuine impairments and the specific evolution of a 

function across time, respectively. Yet, perhaps because of the constant drive for novelty in 

cognitive neuroscience research, the reliability of behavioral and neural measures is often 

neglected. The FI measure should also be as objective as possible, leaving little room for subjective 

methodological decisions leading to variability in the same measure taken by different 

experimenters. Last but not least, the measure should be highly sensitive, i.e., clearly discriminating 

the process of interest (FI) from noise in a minimal amount of time. This latter point is especially 

critical in the context of clinical and developmental studies. 

3.2. The difficulties of explicit behavioral measures 

Traditionally, unfamiliar FI is measured in terms of the accuracy (and response time) of 

observers asked to judge whether two pictures represent the same facial identity or not, or to match 

two or more pictures of the same facial identity presented alongside different distractor identities. 

Hundreds of studies have reported such experimental measures of FI since their appearance in the 

mid-1960s, initially as paper-and-pencil assessment tools for patients with occipital and temporal 

brain damage (de Renzi & Spinnler, 1966; Benton & Van Allen, 1968; Milner, 1968). 

Subsequently, researchers developed behavioral tests with schematic faces or photographs of 

unfamiliar faces in order to evaluate and characterize FI ability in neurotypical populations (e.g., 

Yin, 1969; Laughery et al., 1971; see Ellis, 1975 for a review of early studies). Many laboratories 

developed a variety of computerized assessments of this function in the following decades, and a 

number of these digital tests are now widely available, together with normative data (e.g., the 

Cambridge Face Memory Test (CFMT): Duchaine & Nakayama, 2006; Bowles et al., 2009; see 

also Russell et al., 2009 for a longer version of the test, the CFMT+; the Cambridge Face Perception 
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Test (CFPT): Duchaine et al., 2007;  the Glasgow Face Matching Test (GFMT): Burton et al., 2010; 

the Caledonian Face Test: Logan et al., 2016; the Kent Face Matching Test (KFMT): Fysch & 

Bindemann, 2018; and the computerized version of the Benton Face Recognition Test (BFRT): 

Rossion & Michel, 2018, adapted from the original test of Benton & Van Allen, 1968). However, 

whether these behavioral tests possess the virtues listed above for adequately measuring FI, 

especially in terms of high validity, is questionable.  

The validity of these tests is problematic foremost because explicit behavioral performance 

at any face recognition test depends on many general factors besides FI, namely task understanding, 

motivation, general visual memory encoding, short-term memory maintenance and retrieval, 

spatial attention, visual search, decision making, motor coordination, etc. Hence, low accuracy, or 

particularly long response time, at these behavioral tests may not necessarily imply poor FI ability. 

This may particularly be the case for performance at the widely used CFMT, a (purposefully) very 

difficult test involving many of the cognitive processes listed above (see Duchaine & Nakayama, 

2006; Russell et al., 2009 for descriptions of the test requirements). For instance, although it has 

been claimed that the CFMT captures a highly domain-specific ability (Wilmer et al., 2012), 

performance at this test depends on general intelligence, and more specifically short-term memory 

and lexical knowledge ability (Gignac et al., 2016). Performance and speed at other explicit 

behavioral face recognition tests also depend considerably – although not completely – on general 

cognitive abilities (Wilhem et al., 2010; Hildebrandt et al., 2011). As for the BFRT, it has long 

been known that brain-damaged patients with substantial impairment for language comprehension 

show a notably high frequency of defect at this test (Hamsher et al., 1979). As a consequence of 

this uncertain validity, it is unclear whether the large inter-individual variability observed with 

these tests (e.g., in the CFMT: Bowles et al., 2009; Palermo et al., 2017; CFMT & GFMT: 

McCaffery et al., 2018; BFRT: Rossion & Michel, 2018) or with other explicit behavioral measures 

of FI (e.g., Wilhem et al., 2010; Bindemann et al., 2012; Estudillo & Bindemann, 2014; Stacchi et 

al., 2020) in the normal population reflects genuine variability at the FI function or variability of 
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these general factors2. Since performance is only modestly correlated across different behavioral 

tests in the normal adult population (e.g., Wilhem et al., 2010; McCaffery et al., 2018; Stacchi et 

al., 2020), the weight of general factors involved in these various tasks could be predominant. 

Even when the task is simplified to simultaneous unfamiliar face matching in order to 

reduce the contribution of general cognitive factors, as in the GFMT (Burton et al., 2010), these 

validity issues remain, and can be exacerbated by stimulus selection and control. For instance, 

stimuli are often selected to artificially regulate similarity, which sometimes differs between targets 

and distractors to decrease performance and avoid ceiling effects (e.g., a selection of face pictures 

of the same target individual that are markedly different and face pictures of different distractor 

individuals that are highly similar in the GFMT, see Bruce et al., 1999) (see also Duchaine et al., 

2007; Logan et al., 2016). 

Importantly, these explicit behavioral tests are further limited in their ability to validly 

capture two key aspects of FI: automaticity and rapidity. While FI is sometimes performed 

explicitly in a natural setting (e.g., when actively searching for somebody in a crowd), typical 

human adults generally individuate faces automatically, i.e., unintentionally and involuntarily. In 

fact, spontaneously recognizing the face of an unexpectedly encountered familiar person (“the 

butcher-in-the-bus” phenomenon) is perhaps the most challenging operation, and failure to do so 

is a common mistake reported by neurological patients with prosopagnosia. Although we may 

seldom be conscious of individuating unfamiliar faces in natural settings, we nevertheless 

recognize unfamiliar faces as unfamiliar, and we readily notice when this process is challenged, 

                                                 
2 Attempts to control for inter-individual variability of other factors can be made by asking participants to run 

the same behavioral task with another material, e.g., pictures of cars (Dennett et al., 2012) and normalizing the 

data obtained on faces by the data obtained with pictures of the other material. However, this procedure 

assumes that the general factors are independent of the material used, which is unlikely. Most importantly, 

instead of eliminating them, such procedures are likely to introduce additional sources of inter-individual 

variability in the measures. 
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e.g., when we see faces of identical twins for the first time. Automaticity is not measured when an 

explicit behavioral task is imposed. Moreover, such non-automatic tasks may introduce response 

biases (e.g., being influenced by feedback) that vary across populations (e.g., White et al., 2014).  

In regards to rapidity, in a real-world social setting, FI must take place within a few 

hundreds of milliseconds to facilitate smooth interactions with others. Yet, most behavioral tests, 

as referred to above, typically use long stimulus presentation durations that do not account for 

speed of processing, because time pressure in explicit unfamiliar FI tasks can deteriorate behavioral 

performance even in healthy adult participants (Bindemann et al., 2016; Fysh & Bindemann, 2017), 

and would be particularly problematic when testing children or clinical populations (e.g., Powell 

et al., 2019). Additionally, the absence of time constraints in these tests could also favor unnatural, 

analytical processing of the face images or other deviant task strategies (e.g., focusing exclusively 

on the mouth or hairline). Sensitivity is also limited in behavioral tests that do not consider response 

time, which certainly carry relevant information about FI ability (Wilhelm et al., 2010; Rossion & 

Michel, 2018; but see Meyer et al., 2019). However, accuracy and response time are difficult to 

combine or interpret together (Bruyer & Brisbaert, 2011; Liesefled & Janczyk, 2019). 

For all these reasons, despite their usefulness in fundamental research and clinical 

evaluation, behavioral tests relying on explicit instructions and observer responses are limited at 

adequately capturing the FI function. This makes it particularly challenging to compare FI ability 

between individuals (see Stacchi et al., 2020), as well as to assess this ability across development 

and in clinical populations. For instance, these tests are often not suitable to capture the 

development of FI in children: instead of being used in their original format, they have to be 

adapted to test children from 5 years of age (e.g., the “CFMT-C”, Croydon et al., 2014), yet again, 

general developmental factors and stimulus limitations could still heavily influence performance 

(Croydon et al., 2014). These limitations also impair behavioral tests’ usefulness to understand the 

neural basis of the FI function. For instance, an extensive lesion–deficit mapping technique on a 

large group of focal brain-damaged patients performing the BFRT points primarily to the posterior–
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inferior parietal region (specifically, in the angular gyrus), i.e., a region that is typically not 

associated with prosopagnosia but may be critical to support (visuospatial) attention and visual 

search processes that are required for the BFRT (Tranel et al., 2009)3. 

The limitations of behavioral tests have led to endless scientific debates and contradictions 

in the field of human face recognition. Most significantly, while the vast majority of studies use 

pictures of unfamiliar faces, these pictures are more difficult to match for their identity than pictures 

of familiar(ized) faces (Bruce, 1982), even for simultaneously presented stimuli (Bruce et al., 1999; 

Megreya & Burton, 2006; Jenkins et al., 2011). These observations have led a number of prominent 

researchers in the field to consider that unfamiliar FI ability of human adults is relatively poor and 

essentially based on low-level, “pictorial” cues of images (Hancock et al., 2000; Megreya & 

Burton, 2006; Jenkins et al., 2011). In contrast, developmental studies in newborns and young 

infants often describe their ability to individuate unfamiliar faces as being impressive (e.g., Pascalis 

& de Schonen, 1994; Turati et al., 2008), albeit using only simple tasks with very few stimuli and 

no quantitative measure of performance, thereby making it virtually impossible to compare their 

FI ability to that of older children and adults. This is an example of a clear contradiction that is not 

addressed in the field of human face recognition. Moreover, while behavioral studies point to a 

long developmental trajectory of FI (Carey, 1992; Mondloch et al., 2006; Hills & Lewis, 2018; 

Mardo et al., 2018), it is still completely open to debate whether this development is due to general 

factors or specific to FI, and whether it essentially depends on genetic factors or experience 

(Mondloch et al., 2006; Crookes & McKone, 2009; McKone et al., 2012; Mardo et al., 2018).  

In the same vein, behavioral studies point to a large degree of inter-individual variability in 

the unfamiliar FI ability of neurotypical human adults (e.g., Bowles et al., 2009; Wilmer et al., 

                                                 
3  The late Arthur Benton himself acknowledged that accuracy scores at his test were not diagnostic of 

prosopagnosia, but attributed that to the use of unfamiliar rather than familiar faces in his test (Benton, 1990). 

This does not appear to be the key contributing factor (see section 5.1.4 on Neural specificity and sources). 
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2010; Bindemann et al., 2012; McCaffery et al., 2018; Stacchi et al., 2020), but the source of this 

variability remains unknown and may essentially reflect general task factors, as noted above. 

Hence, finding a significantly higher correlation of scores between monozygotic twins than 

dizygotic twins at the CFMT (Wilmer et al., 2010) should not be taken as evidence for a high 

genetic contribution specific to FI ability. Finally, the ability to individuate pictures of unfamiliar 

faces has been reported as being deficient in various neurological and neuropsychiatric pathologies, 

such as Alzheimer’s disease (Lavallée et al., 2016), or Autism Spectrum Disorder (Weigelt et al., 

2012), but these observations and their interpretations remain constantly questioned, essentially 

due to difficulties of comparing explicit behavioral performance across populations (Tang et al., 

2015; Powell et al., 2019).  

3.3. The difficulties of event-related-potential measures of face individuation 

Implicit neural measures may be used to try to overcome the issues outlined above to 

advance our understanding of human FI. Recording electrical waves from the scalp, namely 

electroencephalography (EEG, since Berger, 1929), is a technique with high extendibility across 

populations tested. Standard EEG paradigms consist of presenting stimuli at relatively long, 

random intervals to isolate voltage changes over time, termed Event-Related Potentials (ERPs), 

after averaging across trials in the time-domain (Dawson, 1954; Luck, 2014). This approach, also 

applied to magnetoencephalography (MEG) to identify Event-Related Magnetic Fields (ERMF), 

can provide highly valuable information about the time-course of face recognition in general, 

including FI (for reviews: Rossion & Jacques, 2011; Schweinberger & Neumann, 2016). 

However, we argue that this typical approach is limited in providing sensitive, reliable, and 

objective FI measures at the individual level. For instance, a number of studies have found that the 

face-sensitive, occipito-temporal N170 ERP is reduced following the immediate repetition of the 

same individual face (e.g., Heisz et al., 2006; Jacques et al., 2007; Caharel et al., 2009; Vizioli et 

al., 2010). Although the N170 itself is a sharp and readily identifiable face-selective deflection in 
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the EEG signal, with reliable amplitude and latency within participants (Kaltwasser et al., 2014; 

see also Gaspar et al., 2011), the N170 face identity repetition effect remains relatively small at the 

group level (Rossion & Jacques, 2011). Moreover, test-retest reliability of this FI effect is 

unknown, and it is virtually impossible to obtain at the single-subject level in a large majority of 

individuals, even when tested with a large number of trials (Jacques et al., 2007). A later ERP 

component, the N250, has been also used in similar repetition paradigms as a FI marker (i.e., the 

N250r, “r” for repetition effect; e.g., Schweinberger et al., 2002; Tanaka et al., 2006; 

Schweinberger & Neumann, 2016 for review), but suffers from the same limitations. Additionally, 

it is sometimes difficult to identify at the individual level, and in contrast to the N170, the face-

selectivity of the N250 time-window is unclear (Engst et al., 2006; Kaltwasser et al., 2014).  

For these reasons, while EEG measures obtained during slow, jittered, stimulation can 

sometimes distinguish subgroups of good and poor face identity recognizers (Towler et al., 2012; 

Parkteny et al., 2015; Turano et al., 2016; Fisher et al., 2017) and are undoubtedly useful for 

characterizing the time-course of FI processes at the group-level4, they cannot serve as robust 

diagnostic markers at an individual level. It is especially difficult to objectively compare ERP 

components or time-windows of interest across developmental groups due to changes in latency, 

shape, and/or polarity (e.g., Taylor et al., 2004; Kuefner et al., 2009). In general, the weak 

sensitivity to FI and low reliability of such ERP components/time-windows also prevents their use 

as measures of immature or deficient FI processes during typical and atypical development (Vettori 

et al., 2019a). 

                                                 
4 In recent years, measures of the time course of unfamiliar face individuation in EEG or MEG have also been 

reported, capturing differences between responses to individual faces across time and space using multivariate 

pattern analysis techniques (e.g., Nemrodov et al., 2016; Vida et al., 2017). However, since there is no reason to 

expect differences in absolute global EEG/MEG signals between different facial identities, these measures 

essentially capture, just above chance level, image-based low-level effects that are found usually very early (e.g., 

onset latency < 100ms) and inconsistently across studies. 
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3.4. The value of fast periodic visual stimulation 

A potential solution is to turn to an alternative stimulation and data analysis approach in 

EEG. This approach takes advantage of a periodically presented stimulus driving a periodic 

response of the brain’s electrophysiological activity. Resultantly, the temporal frequency of the 

brain’s response matches that of the stimulus presentation (e.g., a flickering light at 17 Hz in the 

initial study of Adrian & Matthews, 1934). As Adrian himself noted, this stimulation mode 

provides high objectivity in identifying the response of interest: “…by making the field more or 

less uniform and lighting it with a flickering light, the nerve cells are forced to work in unison at 

the frequency of the flicker, and we can record their electrical activity through the skull up to 

frequencies of about 30 a second. This gives us a method of tracing the visual messages in the 

brain, for by means of the flicker rhythm they can be made easy to recognize.” (Adrian, 1944, 

p.361). Regan (1966) subsequently named this approach “steady-state visual evoked potentials” 

(SSVEPs) and applied the Fourier Transform to express these digitally-captured periodic EEG 

responses (typically located over medial occipital channels) in the frequency-domain. Regan and 

others noted the substantial advantages of this EEG approach in terms of objectivity (“easy to 

recognize”) and sensitivity (high signal-to-noise ratio, SNR) of the responses. Yet, although this 

stimulation approach preceded the report of the first ERPs (following the invention of the trial 

averaging method in EEG by Dawson, 1954), until recent years, SSVEPs remained essentially 

confined to studies of low-level sensory responses (i.e., following changes of stimulus luminance, 

contrast, and orientation) and their modulation by attentional factors (for reviews, see Regan, 1989; 

Norcia et al., 2015). 

Over the last decade, this “frequency-tagging” or “fast periodic visual stimulation” (FPVS) 

approach5 in human EEG has been extended to measure higher-level functions, and in particular 

                                                 
5 The term “SSVEP” is not used here because it refers to the type of response obtained rather than the approach, and 

is a loaded term, with different researchers having different views on what is and what is not a “SSVEP” (as opposed 
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FI (Rossion & Boremanse, 2011). The present paper focuses on a specific FPVS paradigm based 

on a periodic “oddball” sequence developed over the past few years (since Liu-Shuang et al., 

2014), that aims to go beyond overt behavioral or ERP measures to investigate FI.   

4. Face individuation with an oddball FPVS paradigm and EEG 

4.1. The oddball FPVS paradigm 

The current oddball FPVS  design draws inspiration from several sources. First, so-called 

adaptation/habituation paradigms, in which responses to repeated visual stimuli are contrasted with 

responses to differing stimuli, have been used for a long time in human EEG research (Ritter & 

Vaughan, 1969) in particular to describe visual discrimination responses (Simson et al., 1977). In 

the domain of face recognition, specifically, ERP repetition paradigms leading to 

adaptation/habituation effects have been used for decades, with various stimulation parameters 

(e.g., Barrett et al., 1988; Kovacs et al., 2006; Jacques et al., 2007; Schweinberger & Neumann, 

2016). Single neuron recordings to face stimulus repetition have also been described in the monkey 

superior temporal sulcus (Rolls et al., 1989; Li et al., 1993), and in human ventral occipito-temporal 

face-selective brain regions with functional magnetic resonance imaging (fMRI; Gauthier et al.,  

2000; Grill-Spector & Malach, 2001). Second, a study by Rossion and Boremanse (2011) showed 

that FPVS and EEG, coupled with stimulus repetition, could be used successfully to study higher-

level processes such as FI, with high sensitivity in a short amount of time. In that study, a periodic 

3.5 Hz EEG response was much larger for a stimulation sequence in which different facial identities 

were presented at every 3.5 Hz cycle compared to a sequence in which the same facial identity was 

repeated at that rate (see also Rossion et al., 2012; Alonso-Prieto et al., 2013). Third, these two 

methodological EEG approaches, adaptation/habituation and FPVS, have been previously 

                                                 
to a transient ERP; e.g., see Retter & Rossion, 2016 for discussion). The term “frequency-tagging” is more appropriate, 

although often used in the context of spatially distinct stimuli flickering at different frequencies (Regan & Heron, 1969; 

see Norcia et al., 2015) and this is why the term “FPVS” is preferred here. 
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combined in oddball designs in a handful of studies in which periodic visual changes are introduced 

within a stream of periodic repeated stimuli (Braddick et al., 1986; Braddick et al., 2005; Heinrich 

et al., 2009; Hönegger et al., 2011). However, only simple grating stimuli and salient low-level 

stimulus changes (e.g., orientation) were used in these studies, and in some studies participants 

were required to explicitly attend to oddball stimuli (Heinrich et al., 2009; Hönegger et al., 2011) . 

In the specific oddball FPVS-EEG paradigm reviewed here (Liu-Shuang et al., 2014; 

Figure 1), one facial identity is randomly selected from a large set of faces (usually 25 – 100 

individual exemplars, e.g. Figure 2). This “base” facial identity (A) is repeated at a constant rate 

F Hz, through contrast modulation (from 0 to 100% luminance contrast; either graded, e.g., 

sinusoidal, as in most studies so far, or abrupt, e.g., squarewave) over a stimulation sequence of 

about one minute. Throughout this sequence, “oddball” facial identities (i.e., those remaining in 

the original face set: identities B, C, D, E…, selected at random) are inserted among the base face 

presentations at regular intervals of every nth face (e.g., often 1/5). As a result, facial identity 

changes occur periodically at F/n Hz (e.g., if F = 6, and n = 5, at 6/5 Hz = 1.2 Hz). Hence, in a 

design with a base frequency of 6 Hz and an oddball frequency of 1.2 Hz (6/5), the pattern of face 

identities is AAAAEAAAACAAAAFAAAAHAA… (usually with a different base facial identity used 

in each stimulation sequence). Typically, observers complete an orthogonal task while viewing the 

image sequences (i.e., detecting brief and random color or shape changes of a central fixation cross 

overlaid on the image stream). Two to four sequences are usually presented for each experimental 

condition, leading to a total of only 2-4 min. testing duration per condition. See again Figure 1 for 

the full illustration of this paradigm. 

Crucially, each the F and F/n frequency selectively “tags” the responses evoked at that rate 

in the EEG signal (see Figure 3A&B). That is, F Hz is the general visual stimulation frequency 

and F/n Hz is the facial identity change frequency: the EEG responses to visual stimulation thus 

occur at F, and to facial identity change occur at F/n. Since F/n is a proportion of F, if the identity-

change response is not different from the responses to the repeated base facial identity, no F/n 
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response would be produced (e.g., this is the case in a well-known brain-damaged case of 

prosopagnosia: Liu-Shuang et al., 2016; see Section 5.1.3). For this reason, the identity-change 

response is a differential response, reflecting the difference in neural activation to oddball vs. base 

faces. Note that any systematic (i.e., periodic) deviation between the responses to the oddball faces 

vs. the responses to the base face could generate a response at F/n. Theoretically, this deviation 

could be an increase of response amplitude, a decrease and/or even a phase shift (i.e., a delay or 

acceleration of the response) introduced by the appearance of the different facial identity (see 

Section 6 below, on mechanisms).  

In order to identify the frequency-tagged EEG responses, following minimal preprocessing 

steps, EEG data is transformed from the time-domain into the frequency-domain via Fourier 

analysis (Regan, 1966; this may be done rapidly with a standard Fast Fourier Transform (FFT)) 

(Figure 3C).  
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Figure 3. Basics of time to frequency domain representations for oddball FPVS with EEG.  

A. The stimulation sequence, with face images presented at frequency F, and facial identity changes 

occurring every n images, i.e., at frequency F/n. B. EEG recording. Stimulus-driven electrophysiological 

responses occur to each stimulus presentation, with distinctive responses to oddball as compared to repeated 

base faces. Neural responses are thus “tagged” at each the F and F/n stimulation frequencies (e.g., Fig. 6 of 

Liu-Shuang et al., 2014). C. The discretely sampled EEG signal is transformed into the frequency domain 

by means of a Fast Fourier Transform (FFT). The frequency-domain signal is constructed with a 

combination of sinewaves, each with its own amplitude and phase properties. A perfectly sinusoidal 

response would be captured in a single harmonic (at 1F, i.e., the fundamental frequency). More complex 

neural responses are described in the spread of the signal at not only F, but across its harmonic frequencies, 

that are uniquely periodic in terms of F (i.e., occurring at the second harmonic frequency = 2F, third 

harmonic = 3F, etc.; see Box 1). The sum of these sinewaves represents the original signal. D. The resulting 

frequency amplitude spectrum (note that the corresponding frequency phase spectrum can similarly be 
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computed). Its range is equivalent to ½ of the sampling rate, and its frequency resolution is equivalent to 

the inverse of the sequence duration (e.g., 1/60s = 0.0166 Hz; here, 1/5s = 0.2 Hz was used for display 

simplicity). E. Multi-harmonic response amplitudes can be combined (here, summed) along with a range of 

their surrounding frequency bin “noise” amplitudes (here, 5 bins below and above the target signal, defining 

a range of -1 to 1 Hz), with a baseline correction (here, a subtraction, such that the noise level = 0 µV), in 

order to quantify/test the complete EEG response (Retter & Rossion, 2016 see also Box 2). Note that 

harmonics of F/n coinciding with F are left out of the FI measure.   

 

In the resulting frequency amplitude spectrum, peaks (i.e., stand-out amplitude values) are 

predicted at the relevant base (F Hz, e.g., 6 Hz) and oddball (F/n Hz, e.g., 1.2 Hz) frequencies, as 

well their harmonic frequencies (i.e., integer multiples of these fundamental frequencies; Figure 

3D; see Figure 4 for actual data; see also Box 1). To quantify and evaluate these distributed multi-

harmonic responses, the fundamental and harmonic responses are combined: the amplitude of the 

combined “signal” is considered relative to the combined “noise” amplitude of nearby frequencies, 

indicative of baseline EEG activity (Figure 3E; see also Section 8.2.2). 

Responses at the F stimulus presentation frequency and its harmonic frequencies, reflecting 

the visual system’s responses to the image stream, are a mixture of both low-level (e.g., periodic 

luminance changes that are not intrinsically characteristic of face stimuli, size changes) as well as 

higher-level processes (i.e., shape-related change and face-specific responses). This general F Hz 

response is typically centered over medial occipital channels (Figure 5A), similar to SSVEP 

studies using low-level visual stimuli, or even for face stimuli when the exact same facial image is 

periodically repeated (e.g., Gruss et al., 2012; Wieser et al., 2012; Alonso-Prieto et al., 2013). By 

contrast, the response at the F/n facial identity change frequency and its harmonic frequencies 

directly index FI and is typically located over lateral occipital and occipito-temporal channels, with  

a right hemisphere dominance (Figure 5B). Thus, throughout this review, we refer to responses at 

F and its harmonics as general visual responses, and responses to F/n and its specific harmonics 

as FI responses. 
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Box 1. Harmonic frequency responses 

The harmonic frequency responses observed at in the current paradigm are due to multiple 

factors. In general, harmonic EEG responses can be interpreted as the result of non-linearities of stimulus 

presentation and/or neural responses. That is, under the ideal conditions of perfectly sinusoidal stimulus 

presentation, a perfectly linear neural response (i.e., sinusoidal, amplifying or decreasing input without 

distortion) would be generated in the time domain, which would be represented by a single frequency in 

the frequency domain. This is certainly not the case here. By using complex stimuli (i.e., images of faces 

containing numerous pixels of varying luminance values) instead of a uniform light field, and due to 

technical limitations (i.e., monitor refresh rate and mode), the visual stimulation is not perfectly sinusoidal 

and inherently contains power at multiple harmonic frequencies. Moreover, brain processes at multiple 

levels of organization (synaptic transmission, single neuron firing, neural population responses, etc.) are 

to a large extent non-linear (e.g., Regan, 1989; Carandini & Heeger, 2011; Zhu & Rozell, 2013). These 

non-linearities in stimulus-factors and the brain’s responses both predict multi-harmonic responses.  

Empirically, the harmonic responses observed in the oddball FPVS paradigm do not appear to be 

driven by stimulus-factors: similar harmonic response amplitude distributions have been produced for 

(imperfect) sinewave vs. squarewave stimulus presentations (compare, e.g., Figure 4A (sinewave) to Yan 

et al., 2019 (squarewave); for different within-study comparisons, see: Retter et al, 2016: Dzhelyova et 

al., 2017). The FI harmonic responses may thus be considered mainly in light of the non-linear, complex 

neural responses elicited from the presentation of an oddball face in the time-domain (Figure 19; Liu-

Shuang et al., 2014; Dzhelyova et al., 2014b; Yan et al., 2019). Crucially, such complex neural responses 

in the time domain predict complex harmonic amplitude distributions in the frequency domain. This is in 

line with complex signals being captured in Fourier analyses through the combination of sinewaves at 

multiple frequencies: in the case of periodic stimulus presentation, the only relevant frequencies are those 

periodic to the stimulation and its harmonics.  

Importantly, the complexity of the EEG response is affected by the amount of processing time 

allowed, which is related to the stimulus presentation frequency, F. In the case of high frequencies of 

stimulation, interference occurs between consecutive neural responses that overlap in time (Keysers & 

Perrett, 2002), i.e., when the duration of the recorded neural response (e.g., about 400 ms for faces among 

visual objects) is longer than the duration of the stimulus presentation (i.e., F > 1/0.4 s = 2.5 Hz for faces 

among objects; Retter & Rossion, 2016). This neural interference between successive evoked responses 

suppresses the response amplitude and distorts latency, driving responses to follow an oversimplified, 

i.e., more sinusoidal, pattern (see Keysers et al., 2001; Retter et al., 2016; Retter et al., 2018).  Thus, when 

F is relatively high, the bulk of the response amplitude will typically be generated at the fundamental 
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harmonic (i.e., 1F), with little response at the subsequent harmonic frequencies (e.g., see the moderately 

sinusoidal time-domain responses to fast stimulus presentation, F = 6 Hz, in Figure 19A, which are 

represented in the frequency domain with a predominant first harmonic amplitude, in Figure 14A; for 

further examples across stimulus presentation rates: Alonso-Prieto et al., 2013; Retter & Rossion, 216; 

Zhou et al., 2016; Bekhtereva et al., 2018 ; Retter et al., 2020). Indeed, at 15 Hz, EEG responses to visual 

stimulus presentation recorded on the scalp can appear as nearly perfect 15 Hz sinusoids. Such sinusoidal 

responses are sometimes considered to be “true SSVEPs”, i.e., as having reached a “steady-state”. 

However, this is not a requirement for recording frequency-tagged responses (see again Footnote 2).  

In contrast, slower stimulus presentation rates, with less neural interference, lead to more 

complex temporal responses, with rich harmonic frequency amplitude distributions. This is the case with 

the present FI responses at F/n using the oddball FPVS paradigm, in which the F/n is typically at a low 

rate (e.g., 1.2 Hz; see Figure 4 for distributed harmonic response amplitudes; together with Figure 19 

for the corresponding, complex time-domain responses). Again, these harmonic frequency responses 

(each defined by amplitude and phase) reflect the shape (deflections of voltage across time) of the neural 

response, the combination of which reconstructs the dynamics of the original neural response (see Figure 

3C). To measure the complete neural response, these distributed harmonic responses may be summed 

(Retter & Rossion, 2016; see Figure 3E; section 8). 

 

4.2. Large-scale group analysis 

Including the initial study published six years ago (Liu- Shuang et al., 2014), this paradigm 

has been used in 20 published studies to date, with a number of reports in preparation (see Table 

1). One objective of this review is to provide deeper insight into the properties of FI as measured 

with the current paradigm. To this end, we included findings from yet unpublished studies from 

our group (the Face Categorization Lab) in our discussion. 

 Study Topic 

1 Liu-Shuang et al., 2014, Neuropsychologia Original paradigm, effects of inversion and contrast 

reversal 

2 Dzhelyova et al., 2014a, BMC* Parametric effect of size variation 

3 Dzhelyova et al., 2014b, Journal of Vision Effect of surface and shape cues 

4 Liu-Shuang et al., 2016, Neuropsychologia Single-case of prosopagnosia (patient PS) 

5 Xu et al., 2017, JOCN N=50, Correlation with CFMT 

6 Lochy et al., 2017, JOCN Individuation of artificial objects 

7 Feuerriegel et al., 2018, Biological Psychology Effects of expectation on the FI response 

8 Jonas et al., 2018, Cortex Palinopsia (intracerebral electrical stimulation) 
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9 Barry-Anwar et al., 2018, Neuropsychologia FI to monkey faces in 6- and 9-month olds 

10 Hagen & Tanaka 2019, Neuropsychologia Bird experts 

11 Dwyer et al., 2019, Vision Research Autism Spectrum Disorder (adults) 

12 Vettori et al., 2019, NeuroImage Clinical Autism Spectrum Disorder  (8-12 years old) 

13 Dzhelyova et al., 2019, Visual Cognition* Test-retest reliability at 2 months interval 

14 Stacchi et al., 2019, NeuroImage 6 months test-retest, variation of fixation position 

15 Yan et al., 2019, Neuropsychologia Task-related effects 

16  Stacchi et al., 2019, J. Neuroscience Link between foveation of features and FI  

17 Damon et al., 2020, NeuroImage FI to human and monkey faces, upright and 

inverted, in adults 

18 Dzhelyova et al., 2020, Perception  Correlation with the BFRT  

19 Lochy et al., 2020, Developmental Science  Pre-schoolers, effect of inversion  

20 Verofsky et al., 2020, Biological Psychology Comparison of unfamiliar and familiarized faces 

21 Jacques et al., submitted Human intracerebral recordings 

22 Bottari et al., submitted Congenital Deaf signers 

23 Hagen, Laguesse et al., in preparation*+ Inversion training 

24 Retter et al., in preparation Viewing time for face individuation 

25 Rossion et al., in preparation Electrophysiological composite face effect 

26 Or, Liu-Shuang et al., in preparation* Sensitivity to head orientation variations 

 

Table 1. List of the 26 studies reviewed here, in which the oddball FPVS paradigm was used to 

measure FI. * Data included in the large-scale group analysis; + inverted face data included in the large-

scale group analysis. The dataset of the group analysis is provided in the form of pre-processed cropped 

sequences, before time-domain averaging and FFT (http://doi.org/10.4121/uuid:8e8cfaf2-ab00-45b2-90a0-

623fabf75ca9). 

Moreover, we performed a large-scale group analysis on data compiled from seven different 

studies (total N = 130; 79 females, mean age = 21.58 ± 2.21) within the Face Categorization Lab 

using the oddball FPVS technique outlined above with high-density EEG recordings. Two of these 

studies are published and two are in preparation for publication: these studies are starred in Table 

1; another three studies represent currently unpublished data: please see the Acknowledgements). 

A subset of 79 participants (48 females) also completed a condition with faces presented inverted, 

i.e., upside-down (the studies containing inverted face data used in this analysis are labeled with a 

plus sign in Table 1). The data were analyzed together for an integrated presentation of the results 

(see Supplementary Material for details; see section 8 for methods; dataset available here upon 
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publication of the paper: http://doi.org/10.4121/uuid:8e8cfaf2-ab00-45b2-90a0-623fabf75ca9). 

Upfront, this large-scale group analysis provides a rich characterization of the FI response’s 

amplitude distribution across harmonic frequencies (Figure 4), summed-harmonic amplitude 

quantification across the scalp (Figure 5; and occipito-temporal ROI: see Figures 7D & 12A), and 

hemispheric lateralization (Figure 6), at both the group- and individual-participant levels. 

 

Figure 4. Harmonic frequency composition of the face individuation response (large-scale group 

analysis). 
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A. Frequency spectra of occipito-temporal channel PO10 from an example subset of 40 participants who 

were shown stimulation sequences with a base rate F = 5.88 Hz (adjusting to a 100 Hz refresh rate monitor) 

and an oddball rate of F/n = 5.88 /5 = 1.18 Hz. Responses at these frequencies and their specific harmonics 

are highlighted in black (F) and orange (F/n), respectively. The top row displays the raw EEG amplitude 

values while the middle row displays the baseline-corrected amplitudes (i.e., with the average surrounding 

noise subtracted; see section 8). Unless specified otherwise, all further mentions of response amplitude refer 

to these corrected amplitudes. The bottom row displays the signal-to-noise ratio (SNR) of the EEG 

amplitude (see Methods), with SNR=1 being equivalent to noise level. B. Example amplitude spectra from 

6 individual participants, shown to convey the amount of individual variability in the composition of the 

EEG spectrum and the robustness of the evoked periodic EEG responses. The different patterns of 

harmonics reflect the various shapes of the FI response in the time domain. C. Analysis of the harmonic 

frequency amplitude composition of the oddball frequency F/n reflecting face individuation (based on scalp 

average amplitudes). The amplitude of the harmonic frequencies decreases sharply after 5 Hz, such that the 

bulk of the FI response (86%) can be accounted for by harmonics within the 1-5 Hz range. Note that the 

harmonic frequency amplitude distribution is identical across the 1/5 (1.2 Hz) and 1/7 (0.86 Hz) oddball 

ratios used here (far right panel). D. Topographical distribution of individual oddball harmonics within 

relevant frequency ranges, scaled according to their individual maxima. Note that a bilateral occipito-

temporal topography persists up to ~15 Hz, after which the harmonic response amplitudes become 

negligible.  

 

In regards to the group-level FI scalp topographies, across all of the EEG studies that have 

used this paradigm so far, the FI response consistently peaks in amplitude over bilateral occipito-

temporal electrodes, more strongly over the right than the left hemisphere (for examples: Figures 

5-9; but see also all studies reported in Table 1). In the present large-scale analysis, 43% of the 

overall scalp response is accounted for by relatively focal bilateral regions over the occipito-

temporal cortex: 25% in the right hemisphere, and 18% in the left hemisphere (Figure 5B&C). 

Importantly, given the inherent uncertainty regarding the localization of the generators of 

electrophysiological responses recorded on the scalp (Nunez & Srinivasan 2005; Luck 2014), this 

topographical pattern does not imply that the sources of the scalp response originate only or mainly 

from (right lateralized) ventral occipito-temporal regions thought to be responsible for FI from 

lesion studies of prosopagnosia (e.g., Meadows, 1974; Sergent & Signoret, 1992; Bouvier & Engel, 
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2006; Barton, 2008). Yet, responses recorded on other electrode sites are not only weaker6 but also 

more broadly distributed, suggesting that they may merely reflect source diffusion on the scalp 

(“signal leakage”), dipolar scalp projections of neural activity in face-individuating regions, or an 

effect of the common average reference calculation in EEG (Luck, 2014). The neural sources of 

the FI response, as explored more appropriately with intracerebral EEG, are addressed in Section 

5.1.4. 

At the individual level, in 90% of individuals tested, the channel producing the maximal FI 

response amplitude is one of only 18 bilateral occipito-temporal channels (out of 128 channels, i.e. 

14% of channels; for individual scalp topographies, see Figure 6B). Further, right lateralization is 

found in the majority of individuals: 73% of observers in the current group analysis, with a ±8% 

standard deviation (Figure 6A). Overall, the FI response scalp topography is quite homogenous 

across individuals (e.g., Xu et al., 2017; Figure 6B; Figure 9), indicating that similar neurophysio-

anatomical networks are recruited to individuate faces with this paradigm. 

 

                                                 
6 Technically, one could argue that, at the group level, the majority (i.e., 57%) of the FI EEG response is recorded 

outside of the typical occipito-temporal ROIs, thus carrying “information” about individuation of faces. This 

forms the rationale for analyses carried out across the whole scalp with multivariate pattern analysis (MVPA) 

in EEG or MEG (e.g., Grootswagers et al., 2017), which could be applied to responses measured in the presently 

reviewed approach. However, these fluctuations of amplitude outside of the ROIs associated with the maximal 

response may be essentially due to signal leakage, which is problematic for MVPA analyses (Gohel et al., 2018). 

In line with this, in the present paradigm the responses of these “outside-ROIs” show little reliability (Figure 

13). Accordingly, contrary to responses measured in the ROIs, there is no evidence that they could account for 

significant modulations of the FI response with experimental variables as tested across studies (Table 1). 
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Figure 5. Scalp topographies of face individuation EEG responses (large-scale group analysis). 

A. Group-averaged 3D and 2D scalp topographies of the general visual response (stimulus presentation rate 

F and its summed harmonics), showing a peak over medial occipital channels (often channel Oz of the 10-

20 system). On average, responses within a medial occipital (MO) ROI reach 1.99 µV (± 0.91 µV standard 

deviation; see Supplementary Material). This scalp topography is typical of low-level “SSVEP” responses 

that are observed even for complex stimuli when the same image is repeated at a relatively high frequency. 

B. Group-averaged 3D and 2D scalp topographies of the face individuation response (oddball rate F/n and 

its summed specific harmonics), displaying bilateral occipito-temporal activity with a right hemisphere 

lateralization (mean ± standard deviation in the OT ROI used in further analysis = 1.19 ± 0.81 µV; see 

Supplementary Material). C. Proportional distribution of the face individuation response across scalp 

regions (each subdivision contains 8 to 18 channels). The largest amount of response amplitude is 

concentrated in the right occipito-temporal region, and the bilateral occipito-temporal regions account for 

43% of the total face individuation response. 
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Figure 6. Lateralization of the face individuation response (large-scale group analysis). 

A. Distribution of the lateralization index of the FI response ((Right-Left)/(Right+Left)x100) across either 

all 130 participants (left) or only participants with significant responses at a conservative threshold (Z-score 

threshold=3.1; N=106). In both cases, the bulk of participants (~70%) show right-lateralized responses, with 

an amplitude increase on average between 32% (only significant responses) and 63% (all responses) of 

hemispheric response difference. In contrast, left-lateralized responses are much rarer and show less strong 

hemispheric amplitude differences (18 to 23% on average). Note that all individuals here are right-handed, 

as assessed with an electronic version of the Edinburgh Handedness Inventory. The left and right channels 

composing each ROI are shown on the topography display on the right. B. 3D back view scalp topographies 

of the FI response across individual participants (scaled to individual maxima), demonstrating the 

consistency of the (right) lateralized occipito-temporal response.  
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In the remainder of this review, we discuss the strengths and limitations of the oddball 

FPVS approach at the theoretical and methodological levels, including further results from the 

current large-scale group analysis, and draw implications for future research. Importantly, we 

present the oddball FPVS approach of measuring FI as an alternative or complementary measure 

to overt behavioral measures, rather than a measure that directly provides information about the 

neural basis and time-course of this function. However, specific recording and analysis procedures 

can be applied to also provide information about these aspects of FI, as will be illustrated in 

Sections 5.1.4 and 7.5. 

5. Advantages of the approach 

Is the FPVS oddball approach advantageous in terms of the criteria listed in Section 3.1, 

for providing a valid, reliable, objective, and sensitive measure of human FI? In the first section 

(Section 5.1), we will give an in-depth overview of the validity of the approach (i.e., does it truly 

measure FI?), which it is arguably the most important aspect and yet has the most ambiguous 

criterion, requiring an accumulation of evidence from multiple sources. We begin with a discussion 

of validity in view of the key characteristics of the F/n FI response as an automatic, visual 

recognition process in neurotypical human adults (Section 5.1.1). We will also critique the ability 

of the paradigm to effectively exclude FI driven by low-level image-based cues, both from a 

theoretical (Section 5.1.2) and an empirical perspective. Thus, we will present evidence from low-

level controls with inversion and contrast reversal, generalization across head orientation, as well 

as the significantly reduced FI responses in prosopagnosia (Section 5.1.3). We will also examine 

validity in regards to the specificity of neural FI signals and their potential neural sources (Section 

5.1.4). Finally, we will comment on the validity of this oddball FPVS paradigm in terms of the 

neural mechanisms of frequency-tagged responses more generally (Section 5.1.5). The remaining 

criteria for a useful FI measure will be addressed in Section 5.2: objectivity (5.2.1), sensitivity 

(5.2.2) and reliability (5.2.3). 
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5.1. Is it a valid measure of face individuation? 

5.1.1. Discrimination and generalization, automaticity, and time-constraints 

Can the electrophysiological response recorded in this paradigm be taken as a valid index 

of FI, i.e. does it truly measure this function? FI, as defined above, refers to the ability to 

discriminate, i.e., to provide different responses to different signals (here, different facial 

identities), while generalizing, i.e., providing the same (or a similar) response to different signals 

(the same individual face appearing under different viewing conditions). In the current paradigm 

(Figure 1), a F/n (e.g., 1.2 Hz) response can only emerge in the EEG spectrum if the individual 

facial identities appearing every nth stimuli generate a discriminable neural response, compared to 

a response evoked by the repeated facial identity at F (e.g., 6 Hz). As mentioned above, if no 

discrimination occurs at F/n, only a response at F and its harmonics is expected, as is, for example, 

the case of the prosopagnosic patient PS (Liu-Shuang et al., 2016). The paradigm also measures 

generalization because the response generated by each instance of facial identity change has to 

consistently differ (i.e., be larger, smaller, or qualitatively different, see Section 6 on mechanisms) 

from the response to the repeated facial identity (Figure 3). In this way, the paradigm can be said 

to truly capture a neural categorization/recognition response, as defined at the beginning of the 

present review.  

The FI response reflects automaticity as well, largely because FI is measured implicitly, 

i.e., in the absence of an explicit task related to face individuation (participants usually perform an 

orthogonal fixation cross task, as described in Section 4). Additionally, the fast presentation rate 

(e.g., F = 6 Hz equals an SOA = 167 ms) only allows for a single fixation per face presentation, 

forcing the system to individuate faces under tight temporal constraints and thereby preventing 

unnatural, feature-by-feature analysis strategies to discriminate the facial identities. 
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5.1.2. A high-level FI response despite identical base face images? 

Since the typical FPVS FI paradigm is based on repeating the exact same picture of an 

unfamiliar base facial identity, in contrast to different, unfamiliar oddball facial identities, mere 

image-based processing at the level of the retina, the lateral geniculate nucleus, or the early visual 

cortices could potentially contribute to the F/n response recorded on the scalp. While the processes 

performed in these structures are critical for face individuation, the goal of the research is to isolate 

higher-level processes, ideally specific processes, involved in this function. Several aspects of the 

present paradigm minimize the influence of low-level image cues to the neural FI response.  

First, typically all face images (both base and oddball) vary randomly and substantially in 

size for each presentation (generally between 80-120% of the original size, i.e., about ~5x3 - ~8x5 

degrees of visual angle; Figure 1). Hence, the paradigm is not strictly an oddball paradigm (where 

the exact same stimulus is repeated), and is sometimes described as an “oddball-like” paradigm. 

This stimulus size change leads to large fluctuations of pixel intensities at every stimulus 

presentation that are orthogonal to the facial identity changes. Hence, a cell in the retina or the 

primary visual cortex with a limited receptive field is stimulated with very different inputs at every 

base stimulus presentation, and is therefore “blind” to the identity change at the oddball rate. 

Empirically, this manipulation effectively decreases the FI response by about 23% for a 10% size 

variation (e.g. 95-105%), with no further decrease for a 20% size variation (Dzhelyova & Rossion, 

2014a). A balance needs to be found between minimizing pixel overlap and reducing the sensitivity 

of the paradigm to capture FI. For example, larger size variations of 80% reduce response amplitude 

by half, but probably affected both low-level and higher-level processes (Dzhelyova & Rossion, 

2014a).  

Second, the paradigm requires the repeated base facial identity (e.g., face A) to be 

individuated from multiple different facial identities (i.e., face B, face C, face D, etc.; Figures 1 & 

2). Hence, the neural discrimination response is based on different cues at every oddball 

presentation, and cannot be due to the specific features differentiating only two individual faces. 
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Of course, if, by chance, the randomly selected base face differs from all other face identities in 

terms of global luminance level or contrast, these cues will contribute to the FI response. However, 

a systematic contribution of these cues is minimized by averaging data recorded across several 

stimulation sequences with different base faces, and also varying the selection of base faces across 

observers. Note that even when these cues are available for individuating faces, there is no reason 

to expect that a neurotypical human adult, who is an expert at FI, would predominantly rely on 

such cues rather than on higher level face-specific processes (Sergent, 1989). 

Finally, the FI response with this paradigm has been obtained with various stimulus sets, 

such that it is not tied to the repetition of certain image-specific physical features (e.g., custom in-

lab face set: Liu-Shuang et al., 2014; human faces from the PrimFace database: Damon et al., 2019; 

Max Planck 3D scanned faces: Or et al., in preparation). 

5.1.3. A high-level FI response: empirical evidence 

In the following subsections, empirical evidence demonstrating the effectiveness of this 

paradigm to measure high-level FI is reviewed and explored through the current group analysis 

(see Section 4.2). Specifically, we address the impact of inversion and contrast negation, the 

generalization of FI across head views, and the (lack of a) prosopagnosic FI response. 

Contrast negation & inversion  

One approach to demonstrate that the FI response reflects high-level processes is to 

preserve physical differences between the stimuli but show that the FI response is nevertheless 

severely deteriorated (a complimentary approach to that in which physical differences between 

stimuli are varied and the FI response is preserved, as described in the next section).  

Contrast negation, whereby the luminance values of an image are flipped (i.e., black pixels 

become white and vice versa), is an image manipulation that preserves global contrast but 

significantly worsens the ability of neurotypical adults to perceive facial identity compared to other 

object categories (Bruce & Langton, 1994; Russell et al., 2006). When comparing sequences 



Rossion, B., Retter, T.L., Liu-Shuang, J. (2020). European Journal of Neuroscience, in press. 

 36 

containing greyscale and contrast negated face stimuli, even though physical differences between 

faces remain identical, the FI response amplitude to contrast negated faces is substantially 

decreased (Liu-Shuang et al., 2014). This observation supports the involvement of  high-level 

processes in the FI responses. A drawback of contrast negation is the exclusion of relevant color 

information. Also, contrast-reversed faces typically have a lower overall luminance than normal 

faces, biasing direct comparison between the two types of stimuli. To overcome this issue, mean 

luminance could be equalized between positive and negative contrast faces (see Liu-Shuang et al., 

2015 for a discussion of this issue). 

By comparison, picture-plane inversion (i.e., turning an image upside-down either by 

mirroring the image along the midline or rotating by 180°) retains the natural appearance of a face 

and reflects a change of appearance that can occur in the real world, albeit very rarely. This image 

manipulation is extremely useful to exclude the contribution of low-level visual cues to the FI 

response. Indeed, even if low-level cues are not fully preserved by stimulus inversion, the physical 

difference between different individual faces is strictly preserved across inversion. Despite this, 

inverting image orientation substantially deteriorates the ability of neurotypical adults (who have 

developed expertise at individuating upright faces only) to recognize facial identities. This “face 

inversion effect” has been demonstrated across a wide variety of experimental paradigms and 

stimulation conditions, both for familiar and unfamiliar faces (Hochberg & Galper, 1967; Yin, 

1969; Freire et al., 2000; Collishaw & Hole, 2000; for review see Rossion, 2008).  

Here we summarize the effect of inversion on the FI response in the oddball FPVS paradigm 

with our large-scale group analysis (79 neurotypical adult participants; see Supplementary 

Material for details). When faces are inverted, the EEG FI response amplitude reduces to only 

47% of the response to upright faces (Figure 7; see also Damon et al., 2020). Critically, this does 

not mean that 47% of neural FI response is elicited by low-level visual cues (a common 

misinterpretation)! Indeed, inverted faces are structured stimuli that also activate high-level visual 

regions of the human brain, including face-selective areas of the fusiform gyrus (Haxby et al., 
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1999) or non-face high-level visual brain regions (Rosenthal et al., 2017), and these regions may 

also contribute to the inverted FI response (see Section 5.1.4 on the neural basis). Nevertheless, 

these findings show that more than half (i.e., 53%) of the FI EEG response cannot be attributed to 

objective physical differences between images. Compared to the typical size of inversion effects 

reported in behavioral studies (a drop of around 20% in accuracy, see Rossion, 2008), the effect 

observed in the present paradigm is particularly large, potentially thanks to the fast presentation 

rate, which prevents detailed exploration of local features (see Section 5.1.1.). Interestingly, when 

removing the common FI response to upright and inverted faces, the right hemispheric 

lateralization of OT regions increases (i.e., 29% for right OT vs. 15% for left OT as compared to 

25% vs. 18% as shown in Figure 5).  

Another interesting observation is that the (Pearson) correlation of FI amplitude across 

individuals (N=79) between upright and inverted faces, while being highly significant (p<0.001), 

is relatively modest (r=0.55)). Given that the test-retest reliability of the measure for upright faces 

with 4 sequences is very high (section 5.2.3), this indicates that a large part (1-r2, i.e. 70%) of the 

variability in response amplitude between individuals is not accounted for by low-level cues. In 

comparison, correlations observed between performance for upright and inverted faces in 

behavioral face matching tests such as the GFMT are significantly higher (Megreya & Burton, 

2006), probably due to the contribution of general cognitive factors in these tasks. 
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Figure 7. Effect of picture-plane inversion on the face individuation response (large-scale group 

analysis). 

A. The distribution of amplitude at oddball harmonic frequencies is similar for upright and inverted faces, 

but inversion significantly reduces the amplitude of harmonic frequency amplitudes below 10 Hz. These 

multi-harmonic responses were summed for the following panels (see Section 4.1). B. Relative to the upright 

condition, inversion also decreases the proportion of participants with significant FI responses by about 20-

30%. C. Topographical analysis of the FI response for upright and inverted faces. Left: 3D & 2D scalp 

topographies scaled to the maximum amplitude in the upright condition, demonstrating a substantial 

decrease in response amplitude. Right: Difference between scalp topographies for upright vs. inverted faces, 

showing that inversion mostly attenuates responses over the right occipito-temporal channels. D. Left: 

distribution of individual subject FI responses for upright and inverted faces (only subjects with significant 

responses in the upright condition at a threshold of Z>3.1 are included). Mean values are indicated by the 

large dot. Right: distribution of the percentage of response decrease for inverted faces relative to upright 

faces ((UP-INV)/UP). On average, inversion decreases FI EEG responses over the right occipito-temporal 

cortex by ~53%. 
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Recent studies have shown that the FI inversion effect is due to knowledge of stimulus 

orientation derived from experience. In a developmental study, 5-year-old children had significant 

FI responses but showed only a small amplitude reduction with inversion (11%; Lochy et al., 2020). 

In contrast, 8 to 12-year-olds tested with the same stimuli already show a much larger, almost adult-

like face inversion effect (Vettori et al., 2019b; see Section 7.4 on development below). In a study 

with human adults, Damon et al. (2020) found that the FI response was substantially reduced 

following inversion for human faces but not for unexperienced monkey faces. Finally, observers 

who were intensively trained to individuate inverted faces over two weeks showed a significant 

increase of the response for inverted faces (reducing the effect of inversion by about half; Hagen, 

Laguesse et al., in preparation), in line with previous behavioral evidence (Laguesse et al., 2012). 

Taken together, these results support the view that the face inversion effect is essentially due to 

experience, as opposed to a pre-disposed (i.e., inborn) sensitivity of high-level visual regions to 

differences between upright facial patterns.  

Generalization across head view variations 

Another way to test the high-level nature of the FI response in this paradigm is to use 

pictures of the same unfamiliar facial identity taken under different viewing conditions. For 

instance, although the low-level visual input is quite different between a frontal and a side view of 

an unfamiliar face, the FI response should generalize across these view variations even for 

unfamiliar faces (Figure 8). Damon and colleagues (2020) presented oddball FPVS sequences 

containing human faces that varied in head pose (e.g., tilted down, looking upward, to the side, 

etc.). Critically, head pose was manipulated orthogonally to identity change: while facial identity 

changes were introduced at regular intervals, pose varied randomly at every stimulus presentation. 

Hence, a FI response could only arise if the system was both able to generalize across the variable 

poses of base faces (i.e., to consider them as being of the same individual) and to detect the identity 

changes despite unrelated head pose changes. The results of this study see also Bottari et al., 

submitted for changes of facial expressions at every base rate cycle) not only show a robust neural 
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FI response for human faces that validates the involvement of high-level processes in this 

paradigm, but also underline the specificity of such image generalization to human faces, as FI 

responses were absent for monkey faces presented under the same conditions. 

To more systematically examine the extent to which the neural FI responses generalize 

across head view variation, multiple amounts of head view variation, ranging from 0° (no change, 

all full-front faces) to ±90° (faces could appear at any view between the left and right profile), were 

tested in 5° increments in a recent study (Figure 8; Or et al., in preparation). Importantly, here too 

facial identity change occurred independently from view change. Results showed that FI responses 

remained significant for all viewpoint variation conditions, again demonstrating that the F/n FI 

response goes well beyond simple low-level image discrimination. There was, however, a linear 

decrease of the response over the right occipito-temporal cortex with increasing viewpoint variation 

(Figure 8), indicating that this response is viewpoint-dependent to some extent. Note that this result 

does not imply the existence of viewpoint-dependent representations of unfamiliar face identities 

(i.e., neurons coding for facial identity only under specific views), as sometimes interpreted7. A 

more parsimonious explanation is that the same population of neurons carries out FI across various 

change in head views, but is less successful at associating identities when fewer cues match 

between the unfamiliar face exemplars. 

                                                 
7 This interpretation of viewpoint-dependent representations of unfamiliar face identities comes essentially from non-

biologically plausible computational models of vision (e.g., Chung et al., 2006; Abudarham & Yovel, 2020) as well as 

from monkey physiology studies, with face-selective neurons in the monkey superior temporal sulcus (STS) often 

responding to specific views of faces (Perrett et al., 1988; Freiwald & Tsao, 2010). However, these neurons may have 

nothing to do with a coding of facial identity – they may instead code for head orientation (in relation to gaze direction), 

a much more important cue for social interactions in macaques (Emery et al., 1997; see Rossion & Taubert, 2019). 
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Figure 8. Generalization of the face individuation response across changes in head views (from Or et 

al., in preparation).  

A. Stimuli were a set of 11 female facial identities from the MPI database of 3D scanned faces. For each 

face, 37 head views were used: -90° (left profile) to 90° (right profile) in steps of 5°. In the experimental 

paradigm, face stimuli were shown at a rapid 6 Hz rate (i.e., 6 images/s) through sinusoidal contrast 

modulation, and varied randomly in size at each presentation. A randomly-chosen base facial identity (A) 

was repeated throughout the sequence, with different facial identities (C, F…) inserted as every 7th face 

(0.86 Hz). Example sequences from three view conditions (0°, ±45°, ±90°) are shown here (7 conditions in 

the actual experiment: 0°, ±15°, ±30°, ±45°, ±60°, ±75°, ±95°). In the 0° condition, all face stimuli were 

shown at a full-front view without head view change. In the ±45° and ±90° conditions, each face stimulus 

varied randomly within the range of -45° to +45°, and -90° and +90°, respectively. Periodic EEG responses 

at the stimulus presentation frequency (F = 6 Hz) and its harmonics reflect responses to the onset and offset 

of face stimuli, whereas responses at the face identity change frequency (F/n = 0.86 Hz) and harmonics 

specifically reflect FI across head view variations. B. The effect of head view on the FI response. Top panel: 

Observer-averaged scalp topographies showing response amplitude reduction with increasing view 
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variation. Note that the spatial distribution of responses remained consistent.  Bottom panel: Observer-

averaged responses for the occipito-temporal (OT) ROI and for the scalp average. Channels composing the 

OT ROI are shown on the right. The error bars denote ±1 normalized SEM. Note that some error bars are 

too small to be visible. The asterisks reflect significant response reductions with head view variation based 

on linear regression analyses. 

Prosopagnosia 

The involvement of high-level process in this paradigm can also be validated with classical 

cases of prosopagnosia, i.e., patients who can no longer recognize facial identity following brain 

damage, despite intact object recognition skills and sufficiently preserved low-level visual 

processes (Bodamer, 1947; see Rossion, 2018 for other criteria of prosopagnosia). We tested the 

present paradigm on the patient PS, a well-known and extensively documented case of 

prosopagnosia (more than 30 scientific publications, from Rossion et al., 2003 to Gao et al., 2019). 

Strikingly, even when averaging 4 one-minute stimulation sequences, PS showed no significant FI 

response, contrary to all her age-matched control participants (Figure 9; Liu-Shuang et al., 2016; 

see also Gao et al., 2019 for a fMRI version of the paradigm tested with PS). Importantly, the 

absence of a FI response in the prosopagnosic patient PS cannot be due to a lack of sensitivity to 

rapidly presented stimuli, since she shows a large and significant response to image presentation at 

F (= 6 Hz). Furthermore, when tested in another paradigm measuring the categorization of faces 

among non-face objects at the same stimulation frequencies as the FI paradigm, PS did exhibit a 

robust oddball response (Liu-Shuang et al., 2016).  

It is particularly interesting to note that patient PS is able to match size-varying images of 

unfamiliar faces well above chance-level in behavioral studies (and in fact performing much better 

than macaques or other non-human species in such tasks; e.g., Rossion et al., 2003; Busigny et al., 

2010). One important factor to consider is that the long presentation durations (most of the time 

until the patient provided a response) of the face stimuli in the behavioral studies allows her to 

slowly analyze the individual faces on a feature-by-feature basis in order to discriminate them (as 

indicated by her eye movement exploration on faces during a facial identity recognition task, Orban 
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de Xivry et al., 2008). However, this is simply impossible to do in the oddball FPVS paradigm, 

which is temporally constraining (i.e., one fixation/face), without putting the patient under stress 

to perform an explicit task. Interestingly, when PS was presented with the 6 Hz stimulation 

sequence outside of EEG recordings and informally asked to tell experimenters how many facial 

identities she perceived, she appeared unable to detect the rapid (periodic) changes of facial identity 

and reported only seeing one identity throughout the one-minute stimulation. These observations 

further suggest that the present paradigm could prove highly valuable towards the diagnosis of FI 

impairments in prosopagnosia. 

 

Figure 9. Responses of the prosopagnosic patient PS in the oddball FPVS FI experiment (from Liu-

Shuang et al., 2016). 
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A. Individual frequency-domain spectra and summed harmonics of the FI response at the bilateral occipito-

temporal ROIs, and scalp topographies, for age- and gender-matched control participants (C1 – C8) and PS. 

For control participants, colors are scaled according to their individual maxima, whereas PS’s topographical 

maps are scaled according to the lowest occipito-temporal response among control participants (C4). 

Responses were distributed around bilateral occipito-temporal channels in controls, with a right hemispheric 

dominance in the majority of participants (6/8), as in Liu-Shuang et al. (2014). B. Sorted face individuation 

responses in the bilateral occipito-temporal ROIs (channel composition shown on the blank 3D head). 

Contrary to controls, PS does not show any FI response above noise level. C. Sorted general visual responses 

at 6 Hz (average of all channels). PS had a significant general visual response at 5.88 Hz, in the normal 

range. She also had a significant, normal range generic face categorization response (i.e., faces vs. objects; 

Liu-Shuang et al., 2016). 

5.1.4. Neural specificity and sources 

Specificity of the neural FI response 

How specific is the individuation response to faces in this paradigm, i.e., could a similar 

response (in terms of summed-harmonic amplitude, scalp topography, harmonic frequency 

amplitude distribution, etc.) also be observed for exemplars of non-face objects? Note that finding 

a significant individuation response for non-face object categories would not at all undermine the 

validity of the approach to measure FI, as long as the neural individuation responses are 

quantitatively and qualitatively different for facial identity (if physical similarity between oddball 

and base exemplars is matched across designs). In this context, Lochy and colleagues (2018) tested 

participants undergoing weeklong training with novel multipart objects (Vuong et al., 2017) and 

found large individuation responses for exemplars at bilateral occipital sites, but without right 

hemispheric lateralization. Interestingly, one group of participants instructed to explicitly 

individuate the objects in a "face-like" stimulus orientation showed an increase in the EEG 

individuation responses after training. In contrast, such learning effects were absent in a second 

group trained with the same objects turned upside-down, into a "non-face-like" orientation. These 

observations indicate that, all other things being equal, perceived face-likeness plays a role in the 

magnitude of the EEG individuation response. This finding also illustrates how the adult visual 
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recognition system exploits familiar spatial configurations when learning new object categories 

(Lochy et al., 2017; see also Vuong et al., 2017). 

In another extension of the oddball FPVS paradigm, Hagen and Tanaka (2019) compared 

the ability of novice and expert bird watchers to categorize birds at a family-level (e.g., oddball 

crows vs. a base pigeon) or at a (finer) species-level (e.g., oddball house finches vs. a base purple 

finch). While robust occipito-temporal differentiation responses were found in both novices and 

experts, these responses tended to be slightly more broadly distributed and include medial occipital 

channels compared to the spatial distribution of FI responses in the same participants. Note that in 

terms of physical differences, the base and oddball bird images differed more than face images 

(especially in the family-level condition). Exemplar individuation of birds was not tested in that 

study and, to our knowledge, individuation within other familiar object categories has not been 

tested so far with this paradigm. 

Finally, a recent study (using a higher 12 Hz F rate) found that the human FI response to 

upright human faces was twice as large as to monkey faces (Damon et al., 2020). Importantly, this 

effect cannot be merely attributed to larger physical differences between human faces than between 

macaque faces (although this is likely to be the case in general, since the face might not be highly 

diagnostic for identity in macaques; Rossion & Taubert, 2019) given that the amplitude difference 

between conditions disappeared when faces were presented upside-down. 

Taken together, these findings show that the F/n individuation responses for faces are 

specific (qualitatively and quantitatively), relative to other types of individuation/categorization 

responses. 

Neural sources 

The right hemispheric occipito-temporal topography (as described in Section 4.2) 

strengthens the validity of the present approach, as it is theoretically consistent with the localization 

of the face-selective cortical regions in the human brain reported by numerous neuroimaging 

studies (i.e., in the ventral occipito-temporal cortex (VOTC) and superior temporal sulcus (STS); 



Rossion, B., Retter, T.L., Liu-Shuang, J. (2020). European Journal of Neuroscience, in press. 

 46 

Sergent et al., 1992; Haxby et al., 2000; Duchaine & Yovel, 2015; Grill-Spector et al., 2017; Gao 

et al., 2018). More importantly, the regions that cause a selective inability to specifically recognize 

facial identity when lesioned are also located in the VOTC, with a clear right hemispheric 

dominance (Meadows, 1974; Sergent & Signoret, 1992; Bouvier & Engel, 2006; Barton, 2008; 

Jonas et al., 2012; Rossion, 2014; Jonas et al., 2015). 

 

Figure 10. The neural basis of face individuation (from Jacques et al., submitted). 

A. Intracerebral recordings in a large cohort (N=69) of temporal epilepsy patients presented with the oddball 

FPVS FI paradigm, at upright and inverted face orientations (Jacques et al., submitted; see Jonas et al., 2016; 

Rossion et al., 2018 for general methodological information). Across individual brains, a total of 

3,825electrode contacts were recorded in the grey matter of the VOTC. The bottom panel shows an electrode 

contact in the right lateral fusiform gyrus. Patients were tested with 2 to 4 stimulation sequences. B. 

Proportion of significant FI contacts relative to recoded contacts (p<0.001, against noise level) for upright 

and inverted faces, and significant differences (p<0.01) in the proportion of significant FI contacts between 

upright and inverted faces. C. Amplitude of the FI response on the significant contacts, and significant 

difference maps (p<0.05) between upright and inverted faces. The FI response selective to upright faces is 

distributed, but confined to a strip of cortex outside of low-level retinotopic areas, from the lateral inferior 

occipital gyrus to the anterior fusiform gyrus (anterior to the so-called “Fusiform Face Area”, “FFA”), with 

a strong right hemispheric dominance. In the individually, anatomically defined right lateral inferior 

occipital gyrus and fusiform gyrus, the amplitude decrease is of 53% and 56% respectively, in striking 

correspondence with scalp data in the neurotypical population (Figure 7). Note the near absence of response 
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in the temporal pole, possibly due to the use of unfamiliar faces (i.e., facial identities devoid of semantic 

associations). OCC = Occipital region; PTL= Posterior Temporal Lobe; ATL = Anterior Temporal Lobe. 

 

The neural localization of the FI response was recently, more precisely explored by testing 

the paradigm in a large group (N=69) of temporal epileptic patients implanted with intracerebral 

EEG electrodes in the VOTC (Jacques et al., submitted; Figure 10). Interestingly, significant 

responses found in lower-level visual regions were eliminated when computing the difference 

between responses to upright vs. inverted faces. When isolating high-level (upright) FI responses 

this way, mapping the proportion of significant contacts and their amplitude both clearly identified 

a strip of cortex running from the lateral inferior occipital gyrus through the lateral fusiform gyrus, 

including its anterior section (Figure 10). However, despite extensive coverage in the most anterior 

sections of the ventral anterior temporal lobe (vATL), there were nearly no responses in this region, 

in particular in the temporal pole. The lack of FI responses in anterior sections of the vATL may 

be explained by the use of unfamiliar faces, which are not associated with semantic information. 

Although this exploration was limited to the VOTC, these observations are strikingly in line with 

the localization of brain lesions causing prosopagnosia (Meadows, 1974; Sergent & Signoret, 1992; 

Bouvier & Engel, 2006; Barton, 2008) and the effect of intracerebral stimulation (Jonas et al., 2012; 

Jonas et al., 2015) or even transcranial magnetic stimulation (TMS; Pitcher et al., 2007; Ambrus et 

al., 2016) on FI. 

Note that these findings on the neural basis of FI with intracerebral recordings with an 

oddball FPVS paradigm are not redundant with findings from other approaches, such as fMRI, 

relying either on adaptation/repetition suppression (Grill- Spector et al., 2006) or more recently on 

Multivariate Pattern Analysis (MVPA; e.g., Nestor et al., 2011). MVPA-fMRI studies have been 

based on the rationale that there must be reliable differences in raw signal  across a number of 

distributed locations (voxels) to different facial identities. If this is the case, patterns of activation 

- usually across a large chunk of cortex - for two presentations of the same face identity (e.g., face 
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A) should be better correlated than for two different face identities (face A vs. face B) (i.e., the 

pattern for face A allows to “predict/decode” above chance level whether face A is presented again 

as compared to face B or face C, etc.). Unfortunately, at this level of organization, with every voxel 

in conventional fMRI containing millions of neurons (Logothetis, 2008), there is no reason 

whatsoever to expect reliable differences in the raw signal to different face identities. Therefore, 

while MVPA studies are sometimes considered successful at “decoding facial identity”, their 

decoding accuracies for individual faces in the human VOTC often reflect image-based 

discriminations of a few images (i.e., little or no generalization across image changes), and have 

been rather low and found in fairly inconsistent regions across studies, including low-level visual 

regions (Kriegeskorte et al., 2007; Nestor et al., 2011; Anzellotti et al., 2014; Goesaert and Op de 

Beeck, 2013; Verosky et al., 2013; Guntupalli et al., 2017; VanRullen & Reddy, 2019; see also 

Davidesco et al., 2014 for ECoG studies; for critical views, see Rossion, 2014; Kanwisher, 2017). 

This is the reason why fMRI-adaptation to unfamiliar facial identities, which is based on the same 

principle as the paradigm reviewed here (see Section 6 below) constitutes a much more reliable 

approach to measure FI (Rossion, 2014)8.  

Yet, fMRI-adaptation effects have been described essentially in pre-defined face-selective 

regions of the VOTC, such as the inferior occipital gyrus (IOG, or “Occipital Face Area”, OFA) 

and the mid-fusiform gyrus (FG or “ “Fusiform Face Area”, FFA) (e.g., Gauthier et al., 2000; 

Schiltz et al., 2006; Davies-Thompson et al., 2009; Ramon et al., 2010; Ewbank et al., 2013; 

Hermann et al., 2017; Hugues et al., 2019; see also Puce et al., 1999; Engell & McCarthy, 2010 for 

such effects with human electrocorticography, ECoG) but with little evidence for clear right 

                                                 
8 Note that MVPA is simply an analysis approach that could also be used with fMRI-adaptation data or data 

obtained in the present paradigm with scalp or intracerebral EEG. Usually, however,, this approach relies on the 

assumption that “information” is widely distributed in the brain, against the view of localized centers, or even 

of specialized neural networks. 
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hemispheric lateralization. Moreover, fMRI only indirectly records neural activity, and the severe 

magnetic susceptibility artifacts arising from the ear canals seriously limits the ability of this 

method to explore VOTC regions located anteriorly to the mid-fusiform gyrus, i.e., the vATL 

(Wandell, 2011; Axelrod & Yovel, 2013; Rossion et al., 2018). Hence, the more global exploration 

of the neural basis of FI afforded by the current oddball FPVS approach combined with human 

intracerebral recordings is especially valuable (Jacques et al. submitted). 

A final line of evidence supporting the validity of our paradigm is the relationship between 

the oddball FI response and the effects of intracerebral electrical stimulation. Following such 

stimulation, a patient included in the study of Jacques et al. (submitted) experienced transient 

palinopsia limited to faces: she perceived facial features from a (variable from trial to trial) known 

familiar facial identity overlaid on the currently perceived face (a person or a picture in front of the 

patient; Jonas et al., 2018). The eloquent site of stimulation was located in the lateral section of the 

right middle fusiform gyrus, corresponding to the so-called FFA (Kanwisher et al., 1997). 

Strikingly, this stimulation site was also associated with the largest FI amplitude in our paradigm, 

compared to more than a hundred other electrode contact sites (Figure 11). Observations such as 

these, even based on a single case, again strongly support the functional relevance of the oddball 

FPVS approach to measure human FI. 
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Figure 11. Face individuation response localization predictive of transient palinopsia provoked by 

electrical stimulation during intracerebral recording (from Jonas et al., 2018).  

A. Localization of intracerebral electrode contacts implanted in a patient with pharmaco-resistant epilepsy. 

The localization of the electrode F is shown, relative to face-selective regions, defined with an fMRI 

functional localizer in this patient. The contacts F1-F2 fall within the right FFA. B. The patient completed 

4 sequences of the FI paradigm reviewed here. Contact F1 showed the strongest FI response, followed by 

F2, as demonstrated by the clear peaks at the oddball face identity change frequency and its harmonics in 

the frequency-domain SNR spectra. C. Electrical stimulation of contacts F1-F2 only elicited vivid face 

hallucinations in the patient, who reported seeing familiar facial identities (that she was unable to identify) 

mixed with currently viewed faces (palinopsia) (see Jonas et al., 2018 for methodology).  
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5.1.5. Summary 

In summary, a wealth of evidence supports the validity of the FI measure in this oddball 

FPVS paradigm. Even though it is often based on the repetition of a single image of an unfamiliar 

facial identity (which varies across stimulation sequences), the response is far from being driven 

by low-level physical image properties. Hence, it is strongly reduced by contrast negation and 

inversion, two manipulations that preserve physical differences between the base and oddball 

stimuli but reduce the sensitivity to facial identity in neurotypical human adults. The FI response 

also generalizes across changes of size, luminance, and even head view, is absent in a well-

documented case of (acquired) prosopagnosia, and directly relates to cortical stimulation sites  

leading to impairments in face identity recognition, as well as changes in face perception (i.e., the 

subjective experience of the face). Scalp topographies and intracerebral recordings show that the 

FI response elicited with this paradigm does not occur anywhere, or over low-level visual regions, 

but is instead in agreement with the known right occipito-temporal dominance of the neural sources 

of human FI. Admittedly, the validity of a behavioral or neurofunctional measure in Systems 

Neuroscience cannot be established once and for all: it is based on a progressive accumulation of 

data, and the limits of this validity will only become clearer with further studies using the oddball 

FPVS framework. 

5.2. Objectivity, sensitivity, reliability  

5.2.1 Objectivity in FI response identification and quantification 

Objectivity in cognitive neuroscience research is important for reducing experimenter bias 

and for producing unambiguous results. According to a current popular view, objectivity is attained 

by reducing a priori experimenter selections, such as pre-defined spatial regions or time/frequency 

ranges of interest. This view favors data-driven methods, such as MVPA decoding approaches in 

EEG or MEG (e.g., Nestor et al., 2011; Carlson et al., 2013; Cichy et al., 2014; Vida et al., 2017), 

that often assess the brain’s responses across all recording channels and all variations of space and 
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time (and frequency), in order to find differences between stimulation conditions. The paradigm 

presented here is based on a radically opposite view of objectivity: that a priori assumptions may 

enable the unambiguous identification of processes of interest. Specifically, in this latter view, 

objectivity derives from the responses being specifically “tagged” at a priori, experimenter-defined 

frequencies (e.g., 1.2 Hz and 6 Hz, and their harmonics). While there is experimenter choice in 

selecting the stimulation frequencies, there can be no bias in data analysis at this level: the 

stimulation frequencies define the exact frequencies-of-interest for analysis (unlike in standard 

ERP studies, in which identification of responses depends on a subjective definition of signal 

components against noise in the time-domain). Thus, in the absence of a response at those pre-

defined frequencies, it is unnecessary – and incorrect – to explore other frequencies in the EEG 

spectrum in the hope of finding another response of interest. 

Evaluating response significance at the frequencies-of-interest can be done in a 

straightforward manner by means of a quantitative/statistical computation relative to the 

neighboring frequency bins (see Box 1; see also Section 8 for methodological guidelines). Thanks 

to the high frequency resolution (afforded by the Fourier transform of a long EEG epoch, e.g., 60 

s, the response at frequencies-of-interest (“signal”) are readily visible in the form of “peaks” 

(Figure 3) and can be compared to the amplitude of the surrounding frequencies that reflect 

baseline neural activity and potential recording artifacts (collectively termed “noise”) 9. Thus, the 

signal can be easily assessed against noise via baseline-subtraction, signal-to-noise ratio (SNR) 

calculation, or a statistic (typically a Z-score10) transformation (Srinivasan et al., 1999; Meigen & 

                                                 
9 A non-linear interaction of signal and noise at the frequencies-of-interest can lead to overestimation of the signal, 

although this may be negligible for high SNR signals (e.g., Bach & Meigen, 1999). 

10 When neighboring bins are used, under the null hypothesis, the value at the frequency bin of interest is considered 

as being sampled from the same distribution of the noise. However, in practice, the EEG spectrum transformation can 

be performed by removing the frequency bin with the highest value to avoid projecting the signal into the noise 

(creating local symmetric decreases around the signal, e.g. figures in Liu-Shuang et al., 2014). The frequency bin with 

the smallest value would also be removed to balance out the effect of this procedure. Moreover, the two closest 
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Bach, 1999; Rossion et al., 2012)11. These Z-scores values can also be used to determine the 

significance of FI response according to a statistical criterion (e.g., Z>3.1 = p<0.001) 12. Since the 

hypothesis is of signal>noise level, a one-tailed statistical test should be used (even if reviewers 

tell you otherwise!).  

Since the initial report of the paradigm (i.e., Liu-Shuang et al., 2014), we have developed 

means to address multi-harmonic responses. While response quantification and significance 

assessment had originally been applied separately at each harmonic frequency-of-interest (F, 2F, 

3F, etc.), we now combine the amplitudes at these harmonics along with their respective noise, 

such that an overall aggregated FI response can be quantified and statistically evaluated (Retter & 

Rossion, 2016). Hence, for the quantification of response amplitude (expressed in microvolts), the 

amplitude of each signal harmonic is summed along with its respective baseline noise and then 

isolated from noise by computing baseline-corrected amplitudes (typically a simple baseline-

subtraction; Figure 3; Box 1). Note that while some subjectivity remains during data analysis (e.g., 

which EEG channels to consider, how to compare responses across conditions and individuals, 

etc.), these issues typically concern electrophysiological research in general, and are not specific 

to this paradigm (see Figure 21 for analysis steps). 

                                                 
frequency bin neighbors are often removed from the calculation to avoid any potential remaining effect of spectral 

“leakage” across frequency bins (see e.g., Yan et al., 2019). 

11 Typically, in the studies using the oddball FPVS paradigm to measure FI, 20 frequency bins – 10 on each side of the 

frequency bin of interest (a bandwidth of ~0.3 Hz) – are used to estimate the noise. Assuming that the EEG noise is 

randomly distributed in this small frequency window, finding the highest response at the frequency bin of interest is 

by chance would occur less than 5% of the time (i.e., 1/21 =0.048 or a p value<0.05). However,  the number of 

frequency bins should be adapted to the spectral resolution (i.e., a smaller number of bins can be used if spectral 

resolution is lower, e.g., Leleu et al., 2019; Retter et al., 2020). Note that in contrast, in standard ERP paradigms, it is 

unclear how to objectively evaluate responses (e.g., in terms of SNR), due to a lack of objective signal vs. noise 

definition. It may also be noted that a non-linear interaction of signal and noise at the frequencies-of-interest can lead 

to overestimation of the signal, although this may be negligable for high SNR signals (e.g., Bach & Meigen, 1999).  

12 If the noise is not normally distributed, for instance when using a small number of frequency bins or if the first 

harmonic is contaminated by particularly high amplitudes at low EEG frequencies, a non-parametric statistical test of 

signal vs. noise could also be implemented. 
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5.2.2. Sensitivity 

In standard ERP studies, while the absolute magnitude of the components in microvolts is 

typically higher than the responses elicited in the current oddball FPVS paradigm, the modulations 

of these ERP components by experimental manipulations are relatively small (e.g., on the N170 or 

N250r, as discussed above). Due to this lack of sensitivity, significant effects are often not present 

at the level of single participants and relatively long testing durations are required. In contrast, 

FPVS generally provide high SNR responses, since the signal of interest is concentrated at specific 

frequencies while the noise is distributed across numerous frequency bins (Regan, 1989; Norcia et 

al., 2015). SNR is typically further bolstered by a high event repetition count, afforded by the use 

of relatively high stimulus presentation rates (e.g., 360 faces per minute at 6 Hz and 72 identity 

changes per minute at 1.2 Hz).  

In the oddball FPVS paradigm, further sensitivity is provided by two factors. First, the F/n 

response benefits from adaptation to the repeated base facial identity (see section 6 on 

Mechanisms). Second, the response at F/n is defined differentially from base face responses (see 

Section 4.1), i.e., it is a direct measure of FI that does not require the comparison of different 

conditions a posteriori (e.g., one in which the same face is repeated and one in which different faces 

are presented, as in, e.g., Rossion & Boremanse, 2011; Rossion et al., 2012). Indeed, in this 

paradigm, general visual responses related to pixel intensity, shape, or faces are captured at F, 

while only responses unique to detecting identity changes are captured at F/n. By setting the 

baseline activity to a rich face-related response, rather than to a uniform visual field, only the FI 

response projects to F/n and the contrast is maximized. This compares favorably to an experimental 

situation in which a repeated face is indirectly contrasted to a novel face (i.e., novel face vs. uniform 

background, compared to repeated face vs. uniform background). In the latter case, most of the 

signal fluctuations are due to face stimulus onset, decreasing sensitivity for specifically measuring 

FI.  
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We used the current large-scale group analysis to quantify the sensitivity of this paradigm 

to measure FI (N = 130; Supplementary Material for details). The SNR was high overall: at the 

level of individual oddball F/n frequency harmonics (2nd, 3rd, or 4th), the SNR could reach 2.5 to 3, 

corresponding to a 150% to 200% amplitude increase relative to noise (Figure 4A). Combining 

the harmonics, the group-level FI SNR went above 2, corresponding to a 100% signal increase 

(Liu-Shuang et al., 2014; Figure 12). Moreover, the individual level FI SNR, although quite 

variable (range: 0.91 – 3.22), exceeded 1 in all but one subject in our sample. Here, only four 60-s 

stimulation sequences were sufficient to obtain significant responses in 93% of neurotypical 

individuals, at a one-tailed threshold of p<0.05 (Figure 12). Even when only considering a single 

minute of stimulation, significant and high-SNR FI responses were recorded in most individuals 

(although SNR is of course substantially augmented by increasing the number of stimulation 

sequences).  

Overall, the sensitivity of the FPVS-oddball approach allows for a meaningful FI response 

to be obtained: 1) in a short amount of testing time; 2) with minimal and straightforward data 

processing (sometimes without artifact rejection/correction, e.g., Xu et al., 2017); and 3) with 

significance often attained at the individual subject level, such that results are highly reproducible 

across studies (see the next section). 
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Figure 12. Face individuation response size and significance (large-scale group analysis). 

A. Histogram of the FI response amplitudes across 130 participants, measured over a bilateral occipito-

temporal ROI (channels shown on the head model). On average, the amplitude of FI responses is centered 

over 0.75-1 µV. Note that amplitudes are not normally distributed, but rather skewed towards lower 

amplitudes with a long rightward tail. B. Proportion of participants with significant FI responses at three 

levels of statistical significance, and for two analysis procedures: either averaging the EEG signal across the 

4 sequence repetitions within subject data in the time-domain before the frequency-domain transform, or 

inversely, transforming data into the frequency-domain and averaging afterwards. Averaging in the time-

domain reduces the contribution of responses that are not in phase across stimulation sequences 

(predominantly noise). Significant responses in a range of 80-90% of individual participants can be reached 

when averaging before FFT even with only 4 stimulation sequences of 1 minute. Averaging after FFT 

reduces response amplitude and as a consequence, response significance. Note that robust differences 

between groups or conditions could still be found with this paradigm even if significant responses were not 

observed at the individual level (i.e., if a majority of participants had a non-significant FI response). C. 

Effect of the stimulation duration (number of sequence repetitions) on the FI response (here summed over 

oddball harmonics up to 6 Hz), when time-domain averaging is done before FFT (the typical procedure). 

The distribution of raw amplitudes shows that increasing the stimulation duration decreases EEG noise in 

the surrounding frequency bins. As a result, signal-to-noise ratio (signal/noise) increases with the number 

of sequences, with an average increase of ~50% from 60 s (SNR = 1.4) to 240 s (SNR = 2.2) of stimulation. 

Note also that the SNR of single harmonics can be higher than the overall SNR (see Figure 4A). 
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5.2.3. Reliability 

An important issue is whether the oddball FPVS measure of FI is reliable at the group level 

and, most importantly, at the individual level. The test-retest reliability of this paradigm has been 

examined in three recent studies. Using a low-density channel system, Xu et al. (2017) showed that 

the variations of FI amplitudes of 49 individuals tested within the same recording session were 

highly reproducible (Cronbach’s alpha = 0.87). More recently, Dzhelyova et al. (2019) went further 

by testing 30 individuals and comparing their high-density EEG responses to four one minute 

sequences between recording sessions, two-months apart. They found a high correlation between 

participants’ FI response amplitudes across sessions (r = 0.79; intraclass correlation coefficient 

ICC = 0.87, 95% CI = [0.73 0.94]) (Figure 13). Impressively, the between-session reliability was 

almost identical to the within-session reliability.  

Dzhelyova et al. (2019) also modeled the relationship between the number of stimulation 

sequences and reliability. Results suggested that high reliability could be obtained for even a single 

one-minute sequence, and that including five or more sequences would lead to near-perfect 

reliability of FI amplitude measures (Figure 13C). Additionally, classification analyses indicated 

that, despite some variability in the FI amplitude distribution across harmonic frequencies in 

individual observers, the overall profile was relatively stable within a given individual subject and 

provides an additional measure of single-subject reliability (Dzhelyova et al., 2019). Finally, this 

study also demonstrated that the scalp topography of the FI response was highly stable across time. 

On group-level data, the correlation coefficient across scalp electrodes (i.e., 128 data points per 

session) reached 0.96. For individual data, response topography was most reliable across sessions 

over (right) occipito-temporal regions (range across right ROI electrodes: r = 0.64 - 0.79, Figure 

13), where the maximal face individuation response was observed (Figure 13). This is important 

because it validates the focus on these occipito-temporal regions of interest for comparisons across 

conditions: even if they only account for a (substantial) portion of the response (Figure 5), other 

electrodes on the scalp do not record highly reliable responses. 
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The reliability of the (right) occipito-temporal topography of the FI response was also tested 

by Stacchi et al. (2019), after an even longer interval, 6 months, between recording sessions. These 

authors additionally manipulated the fixation position across various locations of the face (e.g., left 

eye, right eye, nose…) to take into account idiosyncrasies in preferred fixation position during face 

identity processing (e.g., Peterson & Eckstein, 2013). Overall, despite acquiring only two 

stimulation sequences by condition, their data confirmed individual differences in preferred 

viewing positions, and notably also the reliability of the FI response pattern across viewing 

positions within each observer. 

Taken together, these findings indicate that the oddball FPVS FI response is stable at the 

group level and also at the level of individual observers, although it can be recommended to 

concentrate the measurement on ROIs/channels carrying the largest amplitude, and to include at 

least 4 sequences of about 1 minute of testing (Figure 13). Unlike behavioral tests such as the 

CFMT (Wilmer et al., 2010), responses do not improve/increase at retest because subjects become 

familiar with the face stimuli or the task. In fact, while the same set of faces are used in the test and 

retest sessions in the FPVS studies above, it is worth mentioning again that the base face (i.e., the 

repeated identity) is randomly selected for each trial, as are the oddball facial identities. Hence, 

stimulation sequences differ between test and retest sessions for each individual participant, 

making the high reliability coefficients all the more remarkable. 
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Figure 13. Test-retest reliability of the face individuation response (from Dzhelyova et al., 2019).  

A. Pearson correlation coefficients across the two sessions (~ 2 months apart) for each of the 128 channels, 

displayed as topographical maps (upper row) and the corresponding p-values (bottom row). Significant 

correlations (p <0.01) are color-coded; non-significant correlations are shown in grey. B. Scatter plot 

showing the FI response (1.2 Hz) amplitude across the two sessions for all participants. Each data point 

represents the baseline-corrected amplitude summed across harmonic frequencies (up to 8.40 Hz, excluding 

the 6 Hz general response) for the occipito-temporal ROI (LOT or ROT) per participant and averaged across 

the 4 trials of each session. Error bars indicate SEM across the 4 trials of the same session. C. Model 

estimation of the relationship between the number of stimulation sequences and the between-session 

reliability. Red dots indicate measured intraclass correlations for 1, 2, 3 or 4 (all) trials as well as the 95% 

confidence interval. The dotted line shows the fitted power-law function. D. Comparing within- and 

between-session FI response reliability. Bootstrap distribution of correlations for within-session (light grey 

filled) and between-sessions (black line) reliability estimates. Correlations were computed using 2 randomly 

selected trials either from the same session (within) or different sessions (between) for each bootstrap. Thick 

vertical lines correspond to the distribution mean and thin dotted lines indicate the 95% confidence interval 

for within-session correlations. 
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5.2.4. Summary 

Given its advantages in terms of sensitivity (and thus short experimental testing time), 

reliability, and objectivity, the oddball FPVS FI paradigm reviewed here is highly extendable to 

different populations. Its objectivity may be particularly appropriate for relating EEG responses 

across developmental groups, including infants and young children (for whom ERP components 

substantially differ) in order to clarify the developmental time course of FI. The paradigm is also 

well suited to study FI in clinical populations, including patients with prosopagnosia and 

individuals with autism spectrum disorder. 

6. Mechanisms 

6.1. General neural mechanisms of frequency-tagged EEG responses 

What are the neural mechanisms driving the frequency-tagged responses observed in the 

EEG frequency-domain spectrum, both at the base rate F (Figure 3 & 14) and – most importantly 

– at the F/n facial identity change rate? Generally, EEG is thought to reflect current flows at the 

postsynaptic level in extensive populations of neurons (Regan, 1989; Nunez & Srinivasan 2005; 

Kirschstein & Köhling, 2009). The basic neural mechanisms of EEG apply to FPVS responses, i.e., 

that a robust electrophysiological scalp response at the stimulus presentation frequency F (Figure 

14) originates from sufficiently large neural populations (Figure 10) responding at the rate of visual 

stimulation, to generate postsynaptic potentials in those regions of the cortex. Importantly, 

responses to each stimulation do not have to be perfectly synchronized in time (i.e., start/end at the 

exact same time and with the same shape) to generate a response exactly at the F (or F/n) driving 

frequency in the EEG spectrum. That is, a series of individual responses occurring every 170 ms 

on average, even with a small time jitter in between response onsets, will lead to a narrow peak in 

the frequency spectrum at 5.88 Hz insofar as the EEG response is well accounted for by a 5.88 Hz 

sinewave in the Fourier decomposition (Figure 3). 
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Figure 14. Responses at the face stimulus presentation rate (F = 5.88 Hz), reflecting general visual 

processing (large-scale group analysis).  

A. Properties of the harmonic distribution of the response to stimulus presentation at F = 5.88 Hz. The 

general visual response decreases exponentially with increasing harmonics, with responses at the 
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fundamental 5.88 Hz frequency accounting for nearly 60% of the total response, with the majority of the 

response contained below 30 Hz. Again, there is no difference in the harmonic frequency amplitude 

distribution between oddball ratios (1/5 or 1/7). B. Distribution of the stimulus presentation rate response 

(amplitude) over the different ROIs (see Figure 4 for scalp topographies). C. Variability of response 

amplitudes across individuals. Response amplitudes within the medial occipital ROI are much more 

uniformly distributed across the 130 individuals than for the FI response (see Figure 4). D. Face inversion 

leads to a small reduction of this general visual response (10% on average), driven almost exclusively by 

the first harmonic at 5.88  Hz. Note that here the modulation by inversion is distinct from the classic face 

inversion effect shown in Figure 7, since it relates to a general response to face stimuli, not to the 

individuation of faces.  

 

Researchers have debated whether the neural mechanisms of frequency-tagged responses 

differ from those of standard ERP responses. More precisely, it is debated whether frequency-

tagged responses reflect the mere linear summation of successive ERP-like responses, or rather the 

modulation of ongoing (i.e., pre-stimulus) neural oscillations (e.g., Capilla et al., 2011; Gruss et 

al., 2012; Keitel et al., 2014; Spaak et al., 2014; Notbohm et al., 2016; Zoefel et al., 2018). When 

framed as mutually exclusive hypotheses (i.e., “linear superimposition of ERPs” or “oscillation 

entrainment”), the question about the neural basis of frequency-tagged responses appears to be ill-

posed, for several reasons. First, an EEG recording of a living organism is never flat (i.e., “zero 

activity”), so that time-locked responses to transient events always superimpose to ongoing neural 

activity, which can always – at least partly – be described in terms of oscillations (Makeig et al., 

2002; see Rousselet et al., 2007).  

Second, different stimulation conditions may be more in line with one or the other account, 

or a mixture of both. For instance, the linear superimposition account of EEG frequency-tagged 

responses is based on models of basic stimuli and simple stimulations (e.g., checkerboard reversal 

in Capilla et al., 2011, or responses to simple tones in the auditory domain; Galambos et al., 1981) 

which may not generalize well to more complex stimulation conditions such as used here. Third, it 

is well known that frequency-tagged EEG responses are larger in amplitude for certain frequency 

ranges, e.g., around 10 Hz for the first harmonic of low-level visual stimulation recorded at medial 
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occipital sites (since Regan, 1966). However, contrary to a widespread assumption, this does not 

necessarily support the account of an entrainment of ongoing EEG (alpha) oscillations by the 

stimulation. Instead, if a low-level visual response (e.g., to a uniform luminance change, a grating 

orientation change or a checkerboard reversal) generates a ~100 ms duration response, the 

stimulation frequency that will generate the largest first-harmonic EEG response will be of about 

10 Hz, fitting about 10 such responses by second. Below this frequency, fewer events are recorded 

per second, leading to a weaker SNR. Above this frequency, the individual responses overlap, 

interfering with each other, and potentially leading to a greatly reduced, or even absent, neural 

response. It follows that certain stimulus presentation frequencies are more or less appropriate for 

measuring different neural processes, based essentially on the duration (or time-constant) of the 

neural process elicited (Keysers & Perret, 2002; Retter & Rossion, 2016; Retter et al., 2020; see 

also Alonso-Prieto et al., 2013; Bekhtereva & Müller, 2015; Collins et al., 2018).  

Based on these considerations, instead of either of the two accounts mentioned above, the 

most parsimonious and plausible explanation of frequency-tagged responses appears to be in terms 

of nonlinear interactions between transient neural events (i.e., ERPs) that may partially overlap in 

time (Retter & Rossion, 2016). Empirically, increasing overlap of successive neural responses has 

been shown to increase the oscillatory appearance of these neural responses (see Box 1). 

Importantly, the oscillatory shape of these responses does not necessarily reflect a simple linear 

response: instead, it could reflect a highly non-linear interaction between complex, ERP-like neural 

response. For example, while presenting sequences containing different facial identities at 2 Hz 

elicits very similar ERP-like response waveforms, the same sequences shown at 6 Hz lead to a 

more sinusoidal waveform over occipito-temporal sites (Alonso-Prieto et al., 2013). Note that this 

will have implications for the frequency-tuning profiles of frequency-tagged responses in the 

present context: see Section 7 below.  
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6.2.  Face individuation mechanisms 

As mentioned in the description of the oddball FPVS paradigm in Section 4.1, the EEG 

response to oddball identity changes at F/n is a differential response, reflecting electrophysiological 

activity specific to oddball vs. base facial identities in terms of amplitude and/or latency. However, 

as noted above, given that the spatial resolution of recorded scalp (or even intracerebral) EEG 

responses, i.e., at the scale of large populations of neurons, is thought to be much greater than the 

scale of distinct neural facial identity representations, there is no reason to expect that a given 

unfamiliar (e.g., oddball) facial identity would generate a different EEG response than another 

unfamiliar (e.g., base) facial identity. Hence, the most plausible explanation of the FI response 

observed in the current paradigm is that there is habituation or adaptation of the neural population 

response to the repeated base facial identity (A), such that the introduction of different facial 

identities at fixed intervals (B, C, D …; Figure 1) leads to a periodic rebound (i.e., release from 

adaptation) of neural responses. Even though, as mentioned above, an oddball face could generate 

a decrease, increase or phase shift of neural activity, we look to repetition suppression (RS) as the 

most likely explanation of FI responses in this paradigm for two reasons.  

First, RS effects have been well studied and documented with face stimuli in neuroimaging 

studies, in particular for the repetition of facial identity (Gauthier et al., 2000; Schiltz et al., 2006; 

Davies-Thompson et al., 2009; Ramon et al., 2010; Ewbank et al., 2013; Hermann et al., 2017; 

Hugues et al., 2019; see also Puce et al., 1999; Engell & McCarthy, 2014 for such effects with 

human electrocorticography, ECoG). As discussed above, RS effects have also been reported at the 

level of ERP responses to faces, either at the category level (e.g., a decrease of the N170 amplitude 

to a face following another face compared to a face following an object, Kovacs et al., 2006; Eimer 

et al., 2010), or the facial identity level (e.g., an amplitude decrease to a repeated face identity, 

Barrett et al., 1988; Jacques et al., 2007; Vizioli et al., 2010; see Rossion & Jacques, 2011; 

Schweinberger & Neumann, 2016). Moreover, RS effects may also account for the reduction of 
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EEG response amplitudes to FPVS sequences of repeated facial identities vs. different facial 

identities (e.g., Rossion & Boremanse, 2011; Alonso-Prieto et al., 2013; Nemrodov et al., 2015). 

Second, the present paradigm utilizes stimulus repetitions and changes at short time scales 

(hundreds of ms), which are appropriate to produce RS effects (which may be produced across 

many timescales, potentially relating to different neural mechanisms; Grill-Spector et al., 2006; 

Henson, 2016). By presenting face stimuli at relatively fast rates, we may produce interference of 

overlapping neural responses specific to a repeated facial identity (see Section 4.1, particularly Box 

1). Interestingly, in the study of Alonso-Prieto et al. (2013), there was no difference in the FPVS 

EEG response to repeated vs. different facial identities at low face stimulus presentation rates (e.g., 

1 or 2 Hz). In contrast, differences between FPVS EEG responses to repeated vs. different facial 

identities were found at a higher range (at about 4 – 8 H; and also at 3.5 Hz in an earlier study, 

Rossion & Boremanse, 2011). This suggests that potential RS mechanisms in FPVS EEG designs 

with high face stimulus presentation rates, including the oddball paradigm here, typically with F = 

6 Hz, are affected by short identity repetition time intervals, beyond absolute image viewing time.  

Further evidence to this effect was provided by Nemrodov et al. (2015), who reported that 

decreased FPVS EEG responses to a repeated facial identity at 6 Hz occurred within only hundreds 

of milliseconds, and afterwards remained stable, over the right occipito-temporal cortex. Finally, 

with the current oddball FPVS paradigm, the largest FI EEG responses, consistently occurring at 

F/n = 1 Hz, are found between F = 4-6 Hz (Figure 20; Retter et al., in preparation). In that case, 

decreased FI responses at the lowest rate, F = 3 Hz, could potentially be explained by decreased 

base facial identity RS effects, given that there were only two base repetitions, of 333 ms each, 

between each identity oddball (Figure 20; compare to Retter et al., 2020; see also Section 8.1.2).  

It should be noted that criticisms of repetition/oddball paradigms, and the inferences drawn 

from their results, have been made at several levels. First, essentially for fMRI studies, RS effects 

have been criticized for over-interpreting their findings in terms of revealing the “nature of 

representations”, or what is coded at the level of subpopulations of neurons. This overinterpretation 
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results from a reverse inference error. That is, if two different populations of neurons are 

intermingled within the brain same region, RS effects can potentially reveal this difference (Grill-

Spector & Malach, 2001). However, the reverse is not true: the presence of a RS effect does not 

necessarily imply that there are two distinct populations of neurons, since the responses from a 

single neural population could also differ for both stimuli, e.g., with different timing parameters. 

Therefore, one should be cautious when making inferences from large-scale RS effects to single 

neuronal responses (Sawamura & Vogel 2006). Provided that this kind of overinterpretation is 

avoided, RS effects at the larger scale can be valid measures of the brain’s sensitivity to a property 

of interest.  

Second, RS effects have sometimes been defined as non-specific, since they supposedly 

occur in many brain regions beyond face-selective cortical areas (Mur et al., 2010). However, this 

limitation is not intrinsic to paradigms based on the principle of RS, but rather applicable to poorly 

controlled designs and stimuli with prominent image-based effects. As discussed above, RS effects 

to repeated identities appear to largely reflect high-level, facial identity selective responses (see 

Section 5.1.1). With the present oddball FPVS paradigm, the maximal FI response is located in the 

lateral inferior occipital and fusiform gyri with intracerebral EEG (Section 5.1.4), and responses 

on the scalp are maximal over the right occipito-temporal cortex (Figure 5). In agreement, the 

potential RS effects reported in previous FPVS EEG studies for facial identity were also located 

maximally over the (right) occipito-temporal cortex (Rossion & Boremanse, 2011; Alonso-Prieto 

et al., 2013; Nemrodov et al., 2015). Still, it is possible that these high-level effects are influenced 

by low-level properties of the face images (see Nemrodov et al., 2015), as discussed earlier in the 

context of the present paradigm (see Section 5.1). 

Finally, it is worth noting that over the past years, RS effects (and other stimulus repetition-

related effects) have been tentatively explained under the framework of predictive coding (e.g., 

Summerfield et al., 2008; Todorovic & de Lange, 2012; Grotheer & Kovács, 2015), according to 

which the sensory inputs, together with our prior experiences, are used to form predictions of 
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upcoming events to ensure efficient processing (Rao and Ballard, 1999; Friston, 2005). In this 

context, some authors have referred to change detection or oddball responses, as “prediction errors” 

rather than as reflecting adaptation (e.g., Lieder et al., 2013; Stefanics et al., 2018). However, even 

in a highly predictive context (only two unfamiliar face identities as frequent and deviant, with no 

size change), expectation and surprise do not seem to contribute to the FI response (Feuerriegel et 

al., 2018).  

More generally, in our view, this new terminology – and the computational description that 

goes with it – offers no increase in explanatory power, especially in the present context, and may 

in fact cause more confusion than anything else (see also O’Shea, 2015; Walsh et al., 2020). It has 

long been known that the visual system (and the nervous system in general) does not respond to 

absolute properties of stimuli (e.g., light intensity) but to spatial and temporal differences of inputs 

(i.e., contrast), from the retina to at all levels of organization and processing.  Changes of input can 

be detected at many levels of the neural circuitry, depending not only on the changes in physical 

input properties but also on the long-term and recent experience of these neural circuits.  

In the case of the FI response reviewed here, the large effect of stimulus inversion alone 

makes it quite clear that this response is not purely dependent on physical characteristics of the 

stimuli but depends on the system’s knowledge of facial structure (derived from past experience), 

in line with a constructivist view of (visual) recognition (Helmholtz, 1867; Gregory, 1980; see also 

Purves et al., 2015; Rossion & Retter, 2020). Based on these considerations, instead of a generic 

functional/computational description in terms of “predictive coding” or “prediction error”, what is 

needed here is a specific mechanistic account in terms of neurophysiological activity of populations 

of neurons in a large-scale occipito-temporal cortical circuit (i.e., a cortical reflex circuit; 

Sherrington, 1947), automatically activated to individuate human faces. 

While RS phenomena have been described with large-scale recordings, such as described 

above with human EEG and hemodynamic changes in fMRI, they have also been reported across 

multiple spatial scales in the nervous system, down to individual cortical neurons in monkeys 
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(Grill-Spector et al., 2006; Henson, 2016). Generally, across various levels of brain organization, 

RS effects reveal neural sensitivity to certain differences between stimuli that cannot be disclosed 

by simply comparing the responses to the stimuli in isolation. While the precise neural mechanisms 

of RS effects remain unknown, it is likely that they are best understood at the level of small 

neuronal populations, a level at which various interesting hypotheses have been proposed (e.g., 

neuronal fatigue, sharpening, or facilitation; see Grill-Spector et al., 2006). We thus posit that 

clarifying the exact neural mechanisms of the present FI paradigm will require recordings down to 

the columnar and single-neuron levels of brain organization, in many regions of the cortical circuit. 

Given that monkeys are naturally poor at this FI function (Rossion & Taubert, 2019), such 

recordings will have to be performed in the human brain (e.g., Rey et al., 2020), particularly in 

(right) ventral occipito-temporal structures where the largest FI effects are disclosed; Figure 10). 

7. Insights into face individuation 

In the above sections, we have demonstrated the advantages of the oddball FPVS paradigm 

in terms of its validity, objectivity, sensitivity, and reliability for measuring high-level FI. Now, we 

will briefly summarize and discuss how this paradigm has contributed to furthering our 

understanding of human facial identity processing, taking examples from published and 

unpublished data, as well as the current large-scale analysis.  

7.1 Interindividual variability and relationship with behavior 

The FI response varies substantially across individuals in terms of scalp EEG amplitude 

(e.g., Liu-Shuang et al., 2014; Xu et al., 2017; Stacchi et al., 2019a; Stacchi et al., 2019b; 

Dzhelyova et al., 2019; Figures 7D & 12A), ranging between ~0.25 µV- 4 µV in our large-scale 

group analysis (N = 130; again, see Supplementary Materials for methods). Thus, individuals 

can have up to over ten-fold differences in their FI response amplitude. This large variability is 

likely due to multiple factors. Some factors may relate directly to the FI function, such as the size 

and spatial extent of the neural population (specifically) involved in FI. Indeed, it may be 
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reasonable to assume that within a competitive/selective neural system (Edelman, 1993), the 

relative size of the neural population specifically involved in the given function is positively related 

to the individual’s ability, although this remains to be demonstrated with respect to human FI and 

face processing in general. However, other factors contributing to EEG amplitude interindividual 

variability may be irrelevant to FI, such as the exact localization of the underlying neural 

populations with respect to cortical gyri and sulci and their orientation relative to the scalp, and 

interindividual variations in skull/scalp thickness (Herzmann et al., 2010; Luck, 2014). Hence, even 

though the FI function appears to be particularly well isolated in the present paradigm (see Section 

5), variability in EEG amplitude across a homogenous population of neurotypical individual adults 

should not be expected to directly reflect variability in FI ability in this population.Despite these 

considerations, studies have reported significant, but relatively low, correlations between the FI 

response amplitude and the behavioral performance at tests such as the CFMT (accuracy; Xu et al., 

2017) and the BFRT (response time; Dzhelyova et al., 2020). In our large-scale analysis with 130 

individuals, the correlation with accuracy and the BFRT is quite weak (r=0.25) but nevertheless 

highly significant (p<0.005; Figure 15). These weak correlations, which are not unlike correlations 

found between more traditional ERP responses to faces and behavior (e.g., N170 latency but not 

amplitude; Herzmann et al., 2010; Kaltwasser et al., 2014), should be interpreted carefully. At first 

glance, if behavior is considered as “the reference” measure, one would be tempted to conclude 

that the oddball FPVS measure with EEG does not capture FI ability very well. However, as 

discussed earlier in this review (Section 3.2), explicit behavioral performance at a (single) test such 

as the CFMT or the BFRT depends on many general processes beyond FI. Hence, behavioral tests 

of FI in the normal adult population are also only weakly correlated with one another (e.g., r=0.45 

between the CFMT and GFMT in McCaffery et al., 2018; see also Stacchi et al., 2020 for weak 

to no correlations between several behavioral face recognition tests). Importantly, these weak 

correlations do not necessarily mean that the two measures (behavior/EEG, or behavior/behavior) 

reflect different FI processes (e.g., “face perception” vs. “face memory”).  Instead, both measures 
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may index the same core FI process, but are taken with different task requirements and thus differ 

in terms of the sources of general variations. 

 

 

Figure 15. Correlations between the amplitude of the FI response with EEG and the Benton Face 

Recognition Test (BFRT) (large-scale analysis).  

 Correlations were run either on all 22 trials of the Benton test (top row) or only on the 16 trials of Part 2, 

in which faces needed to be matched across image changes (bottom row). This analysis included the 130 

participants included in the group analysis, as well as 5 participants who were originally excluded due to 

low BFRT Scores (<39 overall), shown in red. Relatively low but significant correlations are found between 

the EEG FI response and the BFRT in accuracy, RTs and inverse efficiency (see also Dzhelyova et al., 

2020). The correlation with BFRT accuracy remains significant even after excluding the 5 low performers 

(rPearson = 0.24**, rSpearman = 0.25** for both number of trials). *: p<0.1, **: p<0.01 (two-tailed). 

 

Our ultimate research goal is to understand human behavior in real life circumstances, yet 

there is no reason that a behavioral measure taken in a specific cognitive task in the laboratory (or 

on the internet; e.g., Germine et al., 2012) would be a “better” or “purer” reference measure of FI 

than the EEG measure reviewed here (see again Section 3.2). Instead, we have provided arguments 

supporting the view that the present oddball FPVS paradigm provides a highly valid measure of 
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the FI function (Section 5.1), perhaps even more so than explicit behavioral tests. In other words, 

the weak correlation between the EEG FI responses with explicit behavioral performance in the 

normal population fails to undermine the functional validity of the FPVS FI measure, which is 

supported by many other lines of evidence (Section 5.1).   

These considerations withstanding, what evidence is there that these weak but significant 

correlations between the FPVS FI responses and behavioral tests are genuine? If they were spurious 

correlations, there would be no reason to expect them to be higher for the FI EEG response at F/n 

than for the stimulus presentation response at F, measured at its peak over medial occipital sites. 

Yet, the stimulus presentation response is uncorrelated with any of the BFRT variables (r range = 

0.014 – 0.90, p-value range = 0.31 – 0.88). A careful look at correlation plots of the FI response 

with the BFRT indicate that the correlations are essentially driven by extreme individuals, in 

particular those with low accuracy and/or long response time (RT) and low amplitude. In the most 

recent study of Dzhelyova et al. (2020), the correlation between correct RTs at the BFRT and EEG 

failed to reach significance when three individuals with particularly low BFRT scores, who also 

happened to have the lowest EEG amplitudes for the FI response, were removed from the analysis. 

In our group analysis, the correlation may be particularly weak because all of the 130 included 

individuals had a BFRT score above 39, which is the cut-off score for the lower range normal 

performance, and which was used a criterion for participant exclusion (see Supplementary 

Material). Reintroducing the data of only 5 excluded individuals with a BFRT score below 39 

slightly increases the correlations, both for accuracy and RT (Figure 15). This suggests that in a 

typical adult population, this paradigm may be particularly useful at rapidly identifying individuals 

who are poor at FI (i.e., below a certain threshold). Moreover, in a given clinical populations, where 

differences in ability may be more important between individuals, correlations between behavioral 

and EEG measures of FI might be increased. 
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7.2 The nature of the face individuation process  

With an advantageous technique in hand, one can start asking, or re-asking, key questions 

about the nature of the FI function. 

7.2.1. Shape and surface information 

Dzhelyova and Rossion (2014b) investigated the respective contribution of face shape vs. 

surface cues to FI in a design in which these two sources were independently varied at F/n. More 

specifically, the oddball face changed either in shape or surface cues, or both (see Figure 1 in that 

study). Face shape is essentially defined by the bone structure and soft tissue of the face, while 

surface cues reflect variations in color and texture (such as redness, stubble and wrinkles; Bruce & 

Young, 1998). Results showed a large response over right occipito-temporal electrodes for FI based 

on in shape cues, but a more bilateral and larger response for FI based on surface cues, as supported 

by subsequent behavioral evidence (Itz et al., 2017). Critically, the sum of the FI response 

amplitude to shape and surface changes alone was lower than when both cues varied 

simultaneously, revealing a supra-additive effect not disclosed by behavioral studies (O’Toole et 

al., 1999; Russell et al., 2007; Itz et al., 2017). These observations suggest that the two kinds of 

cues combine nonlinearly during FI.  

7.2.2. Holistic individuation of faces through the composite face effect 

Identical top face halves appear perceptually different when aligned with bottom halves 

from different facial identities (Figure 16). This vivid perceptual illusion leads to strong behavioral 

effects (“the composite face effect”) in FI tasks with pictures of celebrities (Young et al., 1987)  or 

unfamiliar faces (Hole, 1994), thought to reflect the automatic integration of face parts (here the 

two halves) into a unified (i.e., holistic) representation ( Young et al., 1987). To date, more than 80 

published studies have exploited this effect to examine the factors subtending holistic face 

recognition (for reviews see Rossion, 2013; Murphy et al., 2017), including its neural basis (Schiltz 

& Rossion, 2006) and its temporal dynamics (Jacques & Rossion, 2009). Nevertheless, as stated in 
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a recent review, “the composite face illusion, whilst easy to illustrate, is deceptively difficult to 

measure and interpret” (Murphy et al., 2017, p.13). This is particularly the case in behavioral 

studies and has led to a number of controversies in the literature, most notably the claim that the 

composite effect has a decisional rather than a perceptual source (see Rossion, 2013). 

 

Figure 16. Composite effect (from Rossion et al., in preparation). 

A. Example of composite face stimuli. The top half of one facial identity is paired with bottom halves from 

different unfamiliar facial identities, with a thin white space separating both halves (see Rossion & Retter, 

2015; these stimuli are available at: https://face-categorization-lab.webnode.com/resources/). In total there 

are 4 top half identities, each paired with 5 bottom half identities, for both aligned and misaligned conditions.  

B. Experiment design. In each minute-long sequence, a composite face with a randomly selected bottom 

half identity (e.g. 1A) was repeated as the base stimulus, with different bottom halves identities interspersed 

as oddballs at a 1/5 interval (e.g. 1B, 1C…) (F = 6 Hz, F/n = 1.2 Hz). Importantly, the identity of the top 

face half was always the same. Across sequences, composites faces were shown in either the aligned or the 

misaligned condition. Participants performed the usual orthogonal fixation cross task (color change 

detection). C. Back-view of the 3D scalp topographies of the FI scalp response in each condition. A strong 

right lateralized response is found to face identity change in the aligned condition, only.  D. Mean amplitude 

https://face-categorization-lab.webnode.com/resources/
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of the FI response in each condition over a right occipito-temporal ROI. Misaligning face halves 

significantly reduced the FI response.  

 

To overcome these complications, Rossion et al. (in preparation) measured FI with 

composite faces with 22 participants using the present paradigm (Figure 16). In this study, 

participants did not have to explicitly individuate faces, contrarily to a typical behavioral composite 

face paradigm. Instead, they simply fixated on the top halves of the face stimuli, which were 

presented at 6 Hz, i.e., for the duration of one gaze fixation (SOA = 167 ms). When the bottom 

face half identity changed at 1.2 Hz, a clear and strongly right lateralized oddball FI response was 

found, within a few minutes of stimulation. The response amplitude was much larger when face 

halves were aligned than when the halves were spatially misaligned, thereby revealing a neural 

composite face effect with this paradigm. Since no explicit decision-making regarding FI was 

required, these findings not only support the perceptual nature of the composite face effect, but 

demonstrate the capacity of the oddball FPVS paradigm to isolate it rapidly and objectively. 

7.3. Automaticity and task-modulation 

In the FI paradigm, participants usually complete a simple task orthogonal to the measured 

function, such as detecting rare, non-periodic changes of the fixation cross color (Figure 1). The 

robust responses found in these conditions indicate that individuation of unfamiliar faces is largely 

automatic, i.e., not under volitional control (Palermo & Rhodes, 2007; Yan et al., 2017; see again 

Section 5.1.1). Nevertheless, it is interesting to evaluate how a face-related task would modulate 

the FI response in this context.  

Yan et al. (2019) compared the FI response when participants performed either the usual 

orthogonal fixation task or an explicit face-related task (to detect randomly appearing male faces 

from among female faces; following Quek et al., 2018). Critically, both changes were concurrently 

present and occurred the same number of times within each sequence, such that visual input was 

constant and only attentional focus was varied. Results in the fixation task replicated previous 
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studies, showing a strong FI response over the right occipito-temporal cortex. During the face-

related task, FI responses also peaked within the right occipito-temporal region, but were 

significantly increased across the entire scalp. To further examine this enhancement, EEG scalp 

topographies were normalized within each condition, revealing that when performing a face-related 

task, FI responses were disproportionately increased over prefrontal and right parietal channels, 

compared to the fixation cross task (Figure 17). Hence, while an explicit face task might increase 

absolute FI response magnitude (similarly to selective attention increasing ERPs and frequency-

tagged low-level responses, see Norcia et al., 2015 for review), it may also reduce the specificity 

of the response by recruiting additional cortical regions likely associated with general attentional 

and executive functioning, besides those typically associated with specialized FI (see Section 

5.1.4). 

 

Figure 17. Effect of a face-related task on EEG face individuation responses (from Yan et al., 2019). 

A. Schematic illustration of the experimental design. Here images were presented through squarewave 

contrast modulation (75% duty-cycle) at a fixed rate of 6 Hz. The 70s stimulation sequences contained 

different female faces (B, C …) interleaved at regular intervals (1/7) among a repeated identical female face 



Rossion, B., Retter, T.L., Liu-Shuang, J. (2020). European Journal of Neuroscience, in press. 

 76 

(A). Two types of targets were present concurrently within each sequence: the central blue fixation cross 

turning red, and male faces replacing (oddball or base) female faces. Each of these target types randomly 

occurred 6 times within each sequence. Participants were given two different behavioral tasks in an 

alternated order: detect fixation color changes, or detect the appearance of a male face. B. Task modulation 

effects on topographically normalized FI responses. The asterisks on the difference map indicate channels 

reaching significance in a cluster-based permutation test and indicate relative topographical changes 

between tasks. Color scales are adjusted to the maximum value of each task. 

 

7.4 Application to typical & atypical development 

7.4.1. Typical development 

The typical development of the FI function is contentious. On the one hand, studies 

performed with newborns or infants often emphasize these observers’ astonishing ability to 

individuate pictures of unfamiliar faces (e.g., Pascalis & de Schonen, 1994; Scott, et al., 2006; 

Pascalis et al., 2002; Turati et al., 2008), going far beyond the recognition of a highly familiar face 

such as that of their mother’s (Bushnell et al., 1989; Sai, 2005). ERP studies in infants also 

emphasize their early abilities at FI (e.g., Courchesne et al., 1981; de Haan et al., 2002; Scott et al., 

2006; Righi et al., 2014; Peykarjou et al., 2014; Peykarjou et al., 2015; Adibpour et al., 2018). On 

the other hand, studies performed in young children, starting from 3-5 years of age, instead 

emphasize their low performance at behavioral FI tasks, with a progressive improvement noted 

until adolescence and adulthood (e.g., Carey, 1992; Sangrigoli & De Schonen, 2004; Mondloch et 

al., 2006; de Heering et al., 2012; Hills & Lewis, 2018; Mardo et al., 2018). This discrepancy is 

also found at the qualitative level: while effects of stimulus inversion on FI have been reported in 

newborns (Turati et al., 2006) and 3- to 4-month-old infants (Turati et al., 2004), this effect is 

absent or becomes less consistent in children of a few years of age (Sangrigoli & de Schonen, 2004; 

Carey, 1981; Crookes & McKone, 2009; de Heering et al., 2012). In a recent large-scale study, the 
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behavioral face inversion effect has even been reported to emerge only around 8-9 years of age, 

and to increase progressively from then until adulthood (Hills & Lewis, 2018)13. 

Can these observations really be taken as evidence for the initial presence, subsequent loss, 

and recovery of FI ability throughout development? It appears more likely that the measurements 

of FI applied across development vary, and thus create discrepancies in their results. While infants 

are tested with implicit tasks, such as habituation-then-novelty-preference for one of two 

simultaneously presented visual items, or with ERPs, children from three years of age and adults 

are tested with explicit behavioral tasks, requiring matching/discriminating pictures of unfamiliar 

faces. That children’s performance at these tasks appears limited relative to adults may well be due 

to task-related factors (task understanding, manual coordination, attention, motivation, visual 

search, short-term memory, decisional processes, etc.) that have nothing to do with FI ability per 

se (Crookes & McKone, 2009; McKone et al., 2012). Moreover, children’s performance is difficult 

to compare to that of adults due to differences in both accuracy and response time.  

These issues of comparing across age groups are not easily resolved, as it makes little sense 

to test children and adults with visual preference techniques, and ERP studies in infants and 

children are particularly challenging due to the low SNR of the technique, which necessitates the 

recording and averaging of a large number of trials (Luck, 2014). Moreover, directly relating ERP 

findings between infants and children is difficult because the observed ERP components are 

markedly different. For instance, the P400 in infants is often related to the face-sensitive N170 in 

adults and children (e.g., de Haan et al., 2002; Halit et al., 2003) but  the two components differ 

substantially in latency, polarity, and scalp topography, and do not share well-documented 

functional similarity, making this relationship implausible. 

                                                 
13 While the authors claim that a key factor for inversion effects on FI performance is using faces of the same 

age as that of the participants (Hills & Lewis, 2018), they do not provide any evidence supporting this 

proposition. 
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No FI response in infants with this paradigm 

To resolve these issues and shed light on the development of FI, the present paradigm may 

be easily extended for testing across age groups. Indeed, a similar FPVS-EEG paradigm contrasting 

faces with objects at a fast 6 Hz stimulation frequency has been successfully used in 4- to 6-month-

old infants, showing a specific neural response to highly variable natural images of faces as 

compared to equally variable images of objects (i.e., generic face categorization) (de Heering & 

Rossion, 2015; Leleu et al., 2019; see also Peykarjou et al., 2017 for human vs. monkey face 

categorization in 9-month-olds). Yet, despite extensive testing, our group has so far been unable to 

find a reliable and significant FI response in 4- to 6-month-olds with the presently reviewed 

paradigm14. 

How can we reconcile a lack of oddball FI responses in young infants with the clear 

evidence for FI in visual preference tasks? At first glance, it could be claimed that oddball FPVS-

paradigms with EEG are not sensitive enough to disclose FI in young infants. However, as 

repeatedly shown and highlighted in the present review, the oddball FPVS paradigm is highly 

sensitive, identifying significant responses at the individual level within 93% of neurotypical adults 

in a few minutes of testing only (Figure 12). Yet this paradigm is also challenging for observers, 

since it requires discrimination of multiple individual faces without external features, within a 

glance, and across substantial changes of image size. In comparison, habituation-then-novelty-

preference studies often use only a few different face exemplars, present the probe images for a 

relatively long time, and often use strictly identical images for both the target and adaptor. Hence, 

evidence for unfamiliar FI in infants with this approach is seriously limited. Note that when using 

                                                 
14 While Barry-Anwar et al. (2018) reported a small (right lateralized) FI response with this paradigm in 9-

month-olds for monkey faces, the physical differences between the base and oddball facial identities were 

particularly conspicuous, including differences in head orientation, and could explain the reported effect (see 

Fig. 1 in that study). 
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so few stimuli presented in a pairwise fashion, even matching an unfamiliar facial identity across 

changes of head orientations (Turati et al., 2008; Kelly et al., 2009) could be easily achieved based 

on low-level visual cues (e.g., amount of white in the sclera, lip thickness, etc.; see Turati et al., 

2008, Fig.2).  

As for standard ERP studies using repetition of faces in infants, their results are generally 

inconsistent (e.g., no effect in Peykarjou et al., 2014 in 9 month-olds; effect on a N290 component 

for female face pictures only in Righi et al., 2014, but a later effect for male face pictures only in 

Peykarjou et al., 2015), in line with the low test-retest reliability of stimulus manipulations on 

infant ERP components (Munsters et al., 2019). Moreover, since they rely on the repetition of the 

exact same images, the effects reported in some studies could also be attributed to differences in 

global luminance and contrast (see also Adibpour et al., 2018). The localization of the largest ERP 

effects on medial occipital channels for central stimulus presentation (e.g., channel Oz in Peykarjou 

et al., 2015) supports this interpretation. 

In summary, while it could be argued that the FI function in infants should be probed with 

more simplified approaches than the present paradigm, we rather favor the view that it is important 

to measure the FI function with the exact same approach across all ages. So far, there is no 

convincing evidence with the present paradigm that the FI function - with unfamiliar faces, devoid 

of external features, at least - is already present in young infants, contradicting behavioral and 

(some) ERP studies. To illustrate this position, it may be useful to draw a parallel to observations 

made in prosopagnosia. Despite her profound impairment at FI in real life, the patient PS is able to 

individuate pictures of unfamiliar faces well above chance level when she is not put under severe 

time pressure (e.g., Rossion et al., 2003; Busigny et al., 2010). In fact, a number of patients with 

(acquired) prosopagnosia can reach normative levels of performance in terms of accuracy at 

explicit unfamiliar face matching tests (Benton & Van Allen, 1972; Davidoff & Landis, 1990; 

Farah, 1990; Delvenne et al., 2004), and such patients would undoubtedly be able to discriminate 

individual face images in infant visual preference paradigms. However, when tested in the FPVS 
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FI paradigm, patient PS showed no FI response at all (Liu-Shuang et al., 2016; Figure 9, Section 

5.2.1). Such observations suggest that this paradigm does not trade sensitivity for specificity, and 

that the absence of a significant response in this paradigm for infants – at least before any 

convincing evidence is reported - indicates the immaturity of their unfamiliar FI abilities. 

A FI response in five-year-old children with this paradigm 

In five-year-old children, a clear FI response at F/n is present over the right occipito-

temporal cortex, as for adults (Lochy et al., 2020; Figure 18). Note that a clear right lateralization 

is present here before formal reading acquisition, thus contradicting the hypothesis that the right 

lateralization for faces results from a competition with letter and word representations during 

formal reading acquisition (Behrmann & Plaut, 2013; Dehaene et al., 2015). However, there are 

major difference between the children’s FI response and the adults’ FI response. First, while 

children’s FI response amplitude is quite high (similarly as with ERPs in children, e.g., Kuefner et 

al., 2010), it is much lower in SNR (amplitude relative to background EEG noise) than for adults, 

and its amplitude relative to that of the general visual response at F is smaller than in adults. 

Second, for children, the first harmonic of the oddball frequency (F/n) accounts for the bulk of the 

FI response (about 60%, Figure 18A, compared to only 18% in adults, Figure 4), suggesting a 

simpler or longer response (Lochy et al., 2020 see Box 1). Third, strikingly, there is almost no 

reduction of the FI response with picture-plane inversion in children (i.e., a mere 11% amplitude 

decrease, just reaching significance in a large sample; Lochy et al., 2020). Interestingly, in an older 

population of 8- to 12-year-olds, the EEG responses are much more adult-like, with a large and 

complex FI response distributed over many harmonic frequencies, and a large inversion effect 

(about 50%; Figure 18B; Vettori et al., 2019b). 



Rossion, B., Retter, T.L., Liu-Shuang, J. (2020). European Journal of Neuroscience, in press. 

 81 

 

Figure 18. Typical and atypical development of FI (from Lochy et al., 2020). 

A. Typical development. The amplitude spectrum shows responses obtained in 5-year-old children 

(preschoolers) in the oddball FPVS paradigm. Large peaks at F and its harmonics are found for  the general 

visual response (6 Hz, 12 Hz, etc.). However, the F/n FI response is predominantly distributed only over 

the first harmonic (1.2 Hz), contrarily to adults (Figure 4). Additionally, the children’s FI response is much 

less reduced with face inversion (11%) compared to older children (8-12 years old, Figure 18B) and adults 

(Figure 7). B. Atypical development (from Vettori et al., 2019b). The oddball FPVS paradigm reveals 

multiple dissociations in the FI response from 8- to 12-year-old boys that are either typically developing 

(TD) or with autism spectrum disorder (ASD). The FI response for upright faces is significantly larger in 

the TD than the ASD group (see the subtraction: TD – ASD), but the groups do not differ in response to 

inverted faces. Moreover, only the TD group show a significant face inversion effect. Data from the 

frequency spectra are taken from a bilateral occipito-temporal ROI shown on the 3D scalp topographies on 

the right panel. 

 

Altogether, these observations refute the view that the FI is fully mature early in 

development (i.e., by 5 years of age) and that all subsequent improvement on experimental task 

performance results from the development of other, general factors (Want et al., 2003; Crookes & 
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McKone, 2009; McKone et al.,  2012). Instead, these results indicate that the FI function undergoes 

substantial and specific development, with major changes occurring between 5 and 12 years of age, 

perhaps linked to an increased exposure to the large number of faces encountered in school 

environments. This is in agreement with neuroimaging investigations showing an increase in face-

selective responses in the fusiform gyrus between 7 years of age to adulthood (Golarai et al., 2007; 

Scherf et al., 2011; Golarai et al., 2017) and more generally with a face-specific recognition 

development theory (e.g., Carey & Diamond, 1977; Mondloch et al., 2002). What is currently 

missing however, is a systematic evaluation across development with the same paradigm, with both 

upright and inverted faces, to track the emergence and the evolution of the FI response from birth 

through adulthood. 

7.4.2. Atypical development 

Autism Spectrum Disorder 

Increased knowledge about the typical development of the FI function is important in itself, 

but also serves to better characterize the atypical development of this function. In particular, 

deficits in face processing have been put forward as a hallmark of social difficulties in Autism 

Spectrum Disorder (ASD; American Psychiatric Association, 2013) and many studies have tested 

individuals with ASD on explicit behavioral face processing tasks (Tang et al., 2015 for review). 

Early studies showed that young children with ASD were less proficient than neurotypically 

developing controls at identifying familiar peers based on the eye region, and had a smaller face 

inversion effect (Hobson et al., 1988; Langdell, 1978). However, findings from numerous 

behavioral studies testing face processing in ASD are generally inconsistent, with some studies 

reporting poorer face processing abilities in ASD (e.g., Tantam et al., 1989; Rose et al., 2007; 

Rosset et al., 2008), and others reporting similar performance to neurotypical individuals (e.g., 

Jemel et al., 2006; Reed et al., 2007; Scherf et al., 2008). Again, comparisons across studies are 

difficult due to the use of different populations (e.g., in terms of age, gender, and intelligence) and 
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the vast heterogeneity in ASD inclusion criteria, but also because of large differences in task 

requirements. For instance, children with ASD may be able to perform individual discrimination 

tasks with simultaneously presented faces, but be impaired when faces are shown consecutively 

(Weigelt et al., 2012). This discrepancy may not be caused by selective impairments in “face 

memory” as opposed to “face perception” (which are usually poorly defined concepts that cannot 

be directly applied to complex behavioral tasks), but rather more simply to the fact that FI is more 

difficult and involves more general cognitive processes when stimuli cannot be compared side-by-

side (see also Powell et al., 2019).While standard face-related ERPs, in particular the N170, have 

been measured in children or adults with ASD, these studies have failed thus far to provide 

consistent evidence for abnormalities of the N170 component in ASD in terms of amplitude, 

latency or scalp topography (Kang et al., 2018; Key & Corbett, 2020). This is understandable given 

that these parameters of the N170 do not directly reflect the FI function but mainly the visual 

response to the sudden presentation of faces (see Vettori et al., 2019a). 

Two recent studies have used the present paradigm to measure FI in individuals with ASD. 

Dwyer et al. (2019) tested 16 individuals with ASD and found no differences with a typically 

developing group in the amplitude of their FI response. In contrast, Vettori and colleagues (2019b) 

found substantially reduced FI responses over the occipito-temporal cortex in a group of 23 ASD 

boys compared to typically developing controls (Figure 18b). This difference vanished when faces 

were inverted, due to the lack of a significant face inversion effect in the ASD group. Moreover, 

general neural responses to the visual stimulation at 6 Hz, and neural responses indexing generic 

face categorization (i.e., faces vs. objects) were indistinguishable between children with ASD and 

typically developing controls.  

While the discrepancy between studies may not appear to be encouraging at first glance, 

there were major differences between the two studies. Dwyer et al. (2019) tested adults, both male 

and female, with a variable age range. Most importantly, the ASD group was comprised of self-

selected individuals who reported themselves as having a diagnosis of ASD, but without any formal 
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clinical assessment. In contrast, Vettori et al. (2019b) tested male children in a limited age range, 

who were formally diagnosed with ASD. The study of Vettori et al. (2019b) was also collected on 

a larger sample, and with more control conditions (Figure 18B). Hence, while it could be that a 

deficit of the FI function in ASD children is no longer observed in adulthood with this paradigm, 

the data of Vettori et al. (2019b) provide substantial evidence for a selective high-level impairment 

at FI in ASD. Providing that such observations are strengthened in the years to come, the objective 

and rapid assessment of FI, as well as its high test-retest reliability, may open new perspectives for 

contributing to the characterization and identification of disorders such as ASD, with implications 

for clinical diagnoses (Rossion, 2020). 

7.5. Time-domain information 

Contrary to standard ERP studies, the primary aim of the oddball FPVS paradigm with EEG 

is not to investigate the temporal dynamics of FI, i.e., when do neural responses occur, for how 

long, and with what temporal characteristics. However, providing that adequate stimulation 

parameters are used, meaningful information about the time-course of FI responses can be extracted 

with this paradigm. 
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Figure 19. Time-domain FI responses (large-scale group analysis).  

A. Responses in the time domain, relative to oddball identity changes at 0 s. Responses to both FI at F/n 

and stimulus presentation at F are apparent in non-notch filtered data (top panel). After selectively removing 

the stimulus-presentation responses (with a FFT notch filter at F and its harmonics; see Supporting 

information for methods), FI responses are isolated. Light gray bars indicate the time of additional base 

face stimulus presentations, occurring at F. The shaded area indicates one SE. B. The isolated FI responses 

are plotted here across all 128 EEG channels. 3D scalp topographies (back of the head) are plotted every 25 

ms, from 25 ms to 500 ms.  C. A simple characterization of the isolated FI response over a bilateral occipito-

temporal ROI. The response is characterized by an early positive deflection peaking at 158 ms post stimulus 

onset (through sinusoidally modulated image contrast, beginning at 0% contrast), following by a large 

negative deflection peaking at 260 ms, and then a late positive deflection peaking at 365 ms, persisting until 
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500 ms. Significant deflections (p<.01) are colored in green, and the shaded area indicates one SE. D. Left: 

A comparison of isolated FI responses to upright (red waveform) and inverted (black waveform) faces. 3D 

scalp topographies reflect the peak deflection times identified in Panel C. Significance is indicated by 

respectively colored bars below the waveforms; the shaded area reflects one SE.  Right: A subtraction of 

the inverted from the upright FI responses, as shown in the left panel. Significant differences, indicated with 

lines below the waveform, are found only at the time of the negative and late positive deflections.  

7.5.1. How to capture temporal dynamics with this paradigm 

In EEG frequency-tagging paradigms, time-course information can sometimes be 

reconstructed by analyzing the frequency-domain phase information of a dominant first harmonic 

response (e.g., Apppelbaum et al., 2006; see Norcia et al., 2015). However, here the F/n FI response 

occurs at a relatively low frequency and its amplitude is distributed over multiple harmonic 

frequencies (Figures 3 & 4). Each harmonic frequency has its own phase value, and it remains 

unclear how such phase information should be interpreted collectively, apart from amplitude. A 

more straightforward way of proceeding is to apply a standard ERP analysis to the FPVS EEG data 

in the time-domain: each facial identity change in a sequence is considered an event, and time 

epochs are segmented around each event (e.g., -100 ms to 600 ms) and averaged together to obtain 

the temporal waveform of the FI response (Figure 19). The resulting signal is dominated by a 

series of large deflections at the stimulus presentation frequency F (e.g., a 6 Hz “oscillation”), such 

that the exact onset and offset of responses specific to the changes of facial identity are difficult to 

identify. Fortunately, the frequency of F is known, and is isolated within a single frequency bin 

from the rest of the EEG frequency-domain spectrum (see Section 4). Thus, F and its harmonics 

can be selectively removed through frequency-domain notch-filtering, prior to event segmentation 

(Figure 19A; see Dzhelyova et al., 2014b and Yan et al., 2019 for additional examples of response 

waveforms with and without removing F).  

7.5.2. Insights into the temporal dynamics of face individuation 

The above procedure results in a series of well-defined EEG deflections over the occipito-

temporal cortex selectively evoked by facial identity changes in the sequence (Figure 19B; see also 
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Dzhelyova et al., 2014b; Yan et al., 2019). Importantly, these deflections essentially reflect 

differential processing between the common responses to all face stimuli (which have been 

selectively eliminated) and responses to identity changes, and should not be equated with standard 

ERP components elicited by face stimuli (e.g., P1, N170, etc.).  

The first deflection, over occipito-temporal channels, is positive, peaking at about 160 ms; 

it is followed by a large negative deflection, peaking at 260 ms; and the response finishes with one 

or two additional positive deflections (first peaking at 365 ms) also prominent over occipito-

temporal sites (Figure 19C). Notably, there is no evidence of a parieto-centro-frontal generic P300 

(Sutton et al., 1965; Picton, 1992), or subcomponents P3a or P3b, in this FI oddball paradigm, in 

which there is no active detection of the periodic changes. Moreover, the FI response is complex 

and cannot be reduced to a single generic response such as a visual mismatch negativity (vMMN) 

occurring to violations of regular sequential patterns between 200-400 ms (Kimura et al., 2011). 

One limitation in assessing the temporal dynamics of the FI responses here is that the 

studies of the large-scale group analysis presented stimuli with sinusoidally modulated contrast, 

such that the image contrast was actually 0% at the image onset time (0 ms): contrast increased 

sinusoidally, such that the face was likely only perceptible (above about 30% contrast) between 

about 30 to 140 ms of stimulus presentation time, with a stimulus presentation rate of 5.88 Hz on 

a 100 Hz display refresh rate. Thus, the responses are likely delayed by about 30 ms with this 

presentation mode, relative to an abrupt stimulus onset (see Retter & Rossion, 2016; Dzhelyova et 

al., 2017 for examples contrasting response latencies following sinusoidal vs. abrupt presentation 

FPVS modes with generic face categorization and emotion; see also Retter et al., 2018 for a 

comparison of 50% vs. 100% squarewave stimulus contrast modulation, reporting a delay of about 

20 ms for the latter).  

A second limitation in characterizing the temporal dynamics of the FI response with the 

oddball FPVS paradigm is that there may be intermodulation between the stimulus-presentation F 

response and the F/n response. If that were the case, even after removing the F response with 
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frequency-domain filtering, the F/n response would remain affected (note that most relevant 

intermodulation frequencies, e.g., F+F/n, F-2F/n, etc., coincide with harmonics of F/n). Such 

interactions might be expected because: 1) both the F and F/n responses are elicited from face 

stimuli, and so likely have common high-level neural sources; and 2) a stimulus presentation rate 

of F = 6 Hz is typically used (and indeed, F between 4 to 6 Hz provides the largest FI responses: 

Figure 20), but F thus falls into a range of frequencies typically containing high amplitude F/n 

harmonic frequency responses (Figure 4). For empirical hints of potential non-linear interactions 

between F and F/n responses in the time domain, see baseline (pre-oddball stimulus onset) activity 

in the filtered waveforms in Figure 19A, which coincides with base stimulus presentation 

responses in the unfiltered waveforms. However, the F/n FI response does not appear to have a 

markedly different onset latency, or otherwise different temporal dynamics, when F is varied 

(Figure 20D; Retter et al., in preparation), and stable FI response amplitudes are observed as F is 

varied from 4 to 6 Hz (Figure 20B). 

This last limitation may be particularly relevant when considering the onset of FI responses 

recorded in this paradigm: in the large-scale group analysis, the FI response ranges from about 90 

ms to 500 ms over occipito-temporal channels, i.e., extending for a total duration of about 410 ms 

(Figure 19C). FI response onset latencies around 100 ms, or even earlier, have been reported in 

previous oddball FPVS studies: significant at ~110 ms with 5.88 Hz sinusoidal stimulation, without 

stimulus size changes, in Dzhelyova et al., 2014b; apparent before 100 ms with 6 Hz sinusoidal 

stimulation, with a modified design, in Fig. 6 of Feuerriegel et al., 2018; described from ~80 ms 

with squarewave stimulation in Yan et al., 2019; significant at ~75 ms with continuous stimulation 

in Retter et al., in preparation: see Figure 20D). Should it be concluded that high-level FI occurs 

at 90 ms (or even 60 ms, if roughly accounting for the sinusoidal stimulation onset delay)? This 

very early FI response onset is likely better attributed to low-level adaptation/repetition suppression 

to the base face, as mentioned above. Indeed, it appears to begin with medial occipital activity that 

rapidly transfers towards occipito-temporal regions (see Figure 19A&B), with negative medial 
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occipital activity being present at the time of the occipito-temporal response peak (Figure 19C). 

Moreover, unlike later response deflections, this early response appears to be affected by low-level 

image properties, such as stimulus size (see Figure 4 of Dzhelyova & Rossion, 2014a) and head 

orientation (Or et al., in preparation) and, most importantly, is not significantly larger for upright 

than inverted faces (Figure 19D). 

Note that despite decades of research on the temporal onset of FI responses with standard 

EEG/MEG stimulation modes (i.e., since Barrett et al., 1988), results remains equally ambiguous, 

with some studies claiming that it starts at the level of the N170 peak (Rossion & Jacques, 2011 

for review), others rather identifying this onset latency well after 200 ms (i.e., N250r, 

Schweinberger & Neumann, 2016 for review; see also Endnote 4), and yet others emphasizing very 

early “face identity decoding” responses (<100 ms), undoubtedly related to image-based cues (e.g., 

Nemrodov et al., 2016; Vida et al., 2017; Dobs et al., 2019).  

Here, what is clear is that there are multiple deflections over time reflecting the FI process. 

Importantly, even though sensitivity to different face properties may emerge at various points in 

time over these deflections, we are adamant that they should not be referred to as independent 

“stages” of “components” but rather reflect a progressive accumulation of evidence for face 

individuation. 
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Figure 20. Speed of FI (from Retter et al., in preparation.  

A. Oddball FPVS frequency-sweep paradigm: the stimulus presentation frequency F is swept from 40 to 3 

Hz in nine 7-s steps; despite changes in F, the identity change frequency F/n was held constant at 1 Hz. B. 

FI responses, measured by the sum of specific F/n harmonic frequency amplitudes from 1 to 20 Hz, over 

the indicated occipito-temporal ROI. The largest FI response occurred when F = 4 to 6 Hz. C. Qualitatively 

similar FI response scalp topographies (normalized here) were produced across presentation rates, despite 

large amplitude differences. D. An analysis in the time-domain, to identity-changes occurring at 0 s, also 

revealed qualitatively similar responses in the first positive and negative deflections, and confirmed the 

largest FI response amplitude at 6 Hz reported in the frequency domain. 

 

Understanding the temporal dynamics of FI has implications for the neural bases of this 

process, as well as practical implications for the speed at which it may be carried out. The duration 

of the FI response, being over 400 ms at occipito-temporal channels (Figure 19C),  suggests that 

FI response interruption may occur at F/n rates of about 2.5 Hz or greater. Why F/n and not F? Let 

us consider the simpler case in which FPVS sequences of repeated vs. different facial identities are 

shown. In this case, right occipito-temporal response topographies were observed when presenting 
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FPVS sequences of a repeated facial identity at 1 and 2 Hz, but responses shifted to become more 

medial at 3 Hz and above (Alonso-Prieto et al., 2013). That is, as stimulus presentation rate 

increased, identity-specific responses may have produced interference with one another and have 

been reduced (see again Section 6 and Box 1), producing relatively larger low-level activity to 

stimulus presentation. In contrast, the responses to FPVS sequences of different facial identities in 

that study continued to produce dominant right occipito-temporal responses until near 10 Hz, in 

agreement with the range of occipito-temporal FI harmonic frequency responses reported here 

earlier (Figure 4). These results suggest that there is competition in the neural representations of a 

repeating facial identity (e.g., both producing neural signature A), but less competition in the neural 

representations of different facial identities (e.g., one producing neural signature A, and the other 

producing a neural signature B, that is at least partially distinct). 

In the present paradigm, oddball identities are typically separated by more than 800 ms, 

such that they are unlikely to interfere with one another. Instead, as discussed above (Section 6), it 

is likely that the repeated base face responses do interfere with one another, contributing to the RS 

effect. While response amplitudes were decreased dramatically above 2 Hz in the study by Alonso-

Prieto et al. (2013; see Figure 7 of that study), responses were more reduced for same vs. different 

facial identity FPVS sequences up to about 7 Hz. Does this mean that faces cannot be individuated 

at or above 8 Hz? This extreme statement is not necessary to describe the results: it is enough that 

faces cannot be individuated consistently at or above 8 Hz. Indeed, in the study of Retter et al. (in 

preparation), when F/n was held at 1 Hz, and F was swept from 40 to 3 Hz, a progressive decrease 

of amplitude at 8 Hz and above suggests that progressively fewer faces were individuated at these 

higher rates, but enough FI to produce a significant EEG response was found up to F = 20 Hz 

(Figure 20; see also Retter et al., 2020).  
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8. Methodological guidelines 

Despite its simplicity, the paradigm reviewed here provides reliable and robust, focal FI 

responses over the occipito-temporal cortex that can be objectively identified and quantified within 

a few minutes. Yet, it is not panacea, and in addition to the above considerations regarding the 

interpretation of temporal dynamics, there are a number of important issues to consider when 

running this paradigm. 

 

 

Figure 21. General data analysis procedure. Following (1) data acquisition, the raw EEG data is usually 

(2) preprocessed (i.e., low/high pass filter; re-reference; blink removal with independent component analysis 

…) and segmented to contain only the relevant stimulation duration with an integer number of oddball 

frequency cycles. These epochs are then averaged by condition/subject and (3) transformed into the 

frequency-domain with FFT. From the resulting amplitude spectrum, (4) “chunks” containing the relevant 
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oddball frequency harmonics (representing signal) and neighboring bins (representing noise) are extracted 

and summed. The selection of the relevant harmonics can be performed with a Z-score transform to select 

only the significant harmonics to be included in the quantification of the response. Although the first 

harmonics (i.e., 1-5 Hz) contain the bulk of the response in this paradigm (i.e., about 86%, Figure 4), various 

statistical thresholds have been used for harmonic selection across studies. Adding non-significant 

harmonics does not cause any harm to the overall response quantification (i.e., if signal = noise, a zero is 

added to the summed harmonic response) but missing genuine harmonic responses may lead to an 

underestimated quantification. Hence, a liberal statistical threshold (i.e., Z>1.64, p<0.05, one-tailed) is 

rather recommended at the stage of harmonic selection. Following this procedure, the summed signal 

amplitude is normalized relative to the surrounding noise through baseline-subtraction. The data can then 

be averaged within a region-of-interest (ROI). Averaging of the summed signal amplitude across electrodes 

of a ROI can also be performed before baseline-division (SNR) or a Z-score computation. See Yan et al. 

(2019) and Dzhelyova et al. (2020) for the most recent analysis procedures applied to the reviewed 

paradigm. 

8.1. Stimulation parameters 

8.1.1. Selecting and controlling the stimulus set 

As in many studies, the nature of the face stimulus set can have an important impact on the 

results and the conclusions reached. The minimum number of individual face stimuli to use in this 

paradigm is two (AAAABAAAAB…; as in Feuerriegel et al., 2018) but for reasons discussed in 

the review (Section 3), we advocate using multiple facial identities so that variable individual 

discriminations are performed at each facial identity change. Ideally, a relatively large set of faces 

(Figure 2, e.g., at least about 25 faces per gender in most studies) should be used. Since these 

oddball identities are contrasted against the same base face throughout a stimulation sequence, it 

is important that the stimulus set is sufficiently homogenous in terms of properties orthogonal to 

identity, such as gender and ethnicity (i.e., not mixing male and female faces in the same 

stimulation sequence, or Asian and Caucasian faces, etc.), as well as head orientation, gaze 

direction, expression, etc. A small set of stimuli carries a risk that the base and oddball faces 

systematically differ on one of these characteristics (e.g., slight differences in head orientation/gaze 

direction), thus confounding the FI response not only with low-level image-based factors but also 

high-level characteristics unrelated to face identity (e.g., Barry-Anwar et al., 2018).  
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While the stimulus set should be “naturally homogeneous” (i.e., pictures taken under the 

same lighting conditions and distance), caution should be taken with extreme homogenization (e.g., 

by equalizing global luminance, contrast, or spatial frequency content among faces; Rousselet et 

al., 2008; or presenting all faces in the same oval shape) since it may (1) eliminate genuine visual 

cues of identity (e.g., differences in shape or surface cues, see Dzhelyova et al., 2014b) and (2) 

paradoxically introduce confounds by making simple local differences between faces extremely 

salient. Rather than controlling image differences by elimination/normalization, we advocate a 

control by variation, i.e., ensuring that the face stimuli vary sufficiently in terms of orthogonal 

lower-level image cues, such that FI cannot be attributed exclusively one of these cues. For 

example, faces typically randomly change in size at every stimulus presentation in our studies 

(minimizing overlap between consecutive images), and a similar manipulation can be applied by 

additionally randomly varying overall image luminance (Retter et al., in preparation). Another 

potential manipulation to limit the contribution of image-based cues would be to average the FI 

response collected in different stimulation sequences performed with different stimulus sets, 

similarly as to what is sometimes done with sequences of either male or female faces in this 

paradigm (e.g., Liu-Shuang et al., 2014; Xu et al., 2017). 

8.1.2. Frequency selection 

As discussed above, some stimulation frequencies give rise to larger EEG responses than 

others not because they “entrain”, “resonate with”, “borrow” or “build upon” ongoing neural 

oscillations (Notbohm et al., 2016; Zoefel et al., 2018) but more parsimoniously because they allow 

to record the highest number of events during a certain amount of time while avoiding interference 

from overlapping neural responses to these events (Retter & Rossion, 2016; see Sections 4 & 6). 

Nevertheless, stimulation frequency is an important parameter to consider in FPVS paradigms. So 

what are the reasons why the stimulus presentation frequency F selected in the current FPVS design 

is often around 6 Hz (Figure 14), with the frequency of change of facial identity at F/n around 1 

Hz? 
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Originally, F = 6 Hz was selected not because it gave rise to the largest absolute EEG 

response with this paradigm, but because it led to the largest facial identity repetition suppression 

effects (Alonso-Prieto et al., 2013; see also Gentile & Rossion, 2014 for fMRI evidence; see again 

Section 5.1.5). In other words, a 6 Hz stimulus presentation rate optimally enables the measurement 

of different vs. same facial identity processing. It might be thought that setting F to 6 Hz would 

prevent measuring harmonic frequency responses of F/n at this rate, such that it would not be ideal 

in the present oddball paradigm. However, in a more recent study with the current paradigm, we 

systematically varied F between 40 Hz and 3 Hz, while keeping the oddball face identity change 

at F/n constant at 1 Hz (Figure 20; see Sections 6.2 & 7.5.2; Retter et al., in preparation). Results 

show that the largest FI response occurred between 4 and 6 Hz. FI responses first emerged at 20 

Hz, and their amplitude increased until around 6 Hz15. Moreover, stimulating at 6 Hz offers a good 

compromise: at a slower rate, observers would be able to analytically, visually explore the face 

through eye movements (6 Hz constrains observers to only one fixation for each face); and at a 

faster rate, observers may not be able to fully extract the facial cues conveying identity information.  

The choice of an oddball facial identity change frequency at F/n = around 1 Hz was made 

to strike a balance between too short durations separating consecutive oddballs, which could lead 

to overlapping deflections to identity changes and consequently a reduction of the FI response (see 

Retter & Rossion, 2016; and Sections 4.1 & 6.1), and too long inter-stimulus durations, which 

would reduce the total number of individual face discrimination responses recorded during a 

stimulation sequence. Somewhat faster F/n frequencies could be used: if FI responses last a little 

                                                 
15  Interestingly, a relatively weaker FI response was found at the slowest 3 Hz rate. The reasons for this 

decrease are unclear at the moment: it could be either because at this rate there are only two identical faces in 

between each change of face identity, reducing RS effects (as addressed in Section 6.2), or because this time 

duration allows different fixations of the repeated faces, potentially reducing face adaptation. Alternatively, it 

could be that the FI response is underestimated because the base rate contains more harmonics that are 

excluded from the FI response quantification (i.e., 3 Hz, 6 Hz, etc.).  
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over 400 ms (Section 7.5.2), they could in theory be presented at rates up to 2.5 Hz without 

producing overlapping responses. However, an additional aspect to consider with the present 

paradigm is the ratio of oddball to base faces. For example, when F = 6 Hz and F/n = 1 Hz, there 

is a 1/6 oddball presentation ratio, allowing five repetitions of the base face for every oddball face 

presentation. The relative merit of repetition count vs. presentation time of base faces on producing 

RS effects has not yet been tested empirically with this paradigm. However, at present, we suspect 

that having at least three base face repetitions is advantageous for measuring FI responses, based 

on the decreased F/n response at 1 Hz to a 1/3 oddball incidence when F was varied to 3 Hz (Retter 

et al., in preparation; although this proportion of oddball incidence has not yet been tested with 

other F rates). On these grounds, with a F frequency of 6 Hz, we would recommend having a F/n 

frequency of less than 2 Hz (a 1/3 oddball ratio), i.e., 1.5 Hz (1/4), 1.2 Hz (1/5) or 1 Hz (1/6). Yet, 

a final aspect to consider is whether there is a sufficiently long SOA to allow for a return to baseline 

in between oddball face responses, in the case of complementary analyses in the time-domain (see 

section 7.5 above). For example, if oddball faces are presented at 1.5 Hz, there is an SOA of 667 

ms: if the FI response persists for about 500 ms following stimulus onset, there would be about 167 

ms of baseline in between oddball faces. However, if a baseline correction range of one F 

presentation duration is desired (167 ms), there is potentially not enough time between oddball 

faces to apply the correction outside of the FI response. Thus, overall, when F = 6 Hz, we 

recommend a F/n frequency of either 1.2 or 1 Hz.   

In sum, a stimulus presentation frequency of F = 6 Hz appears to provide a good 

compromise between enabling strong temporal constraints (i.e., one fixation/face), and generating 

a maximal FI response, and identity change frequency of F/n ≈ 1 Hz appears to provide a good 

compromise between providing enough separation between identity-change responses and enough 

identity-change events/time, as well a suitable oddball/base ratio. Unfortunately, as discussed 

above in Section 6.2, efforts are still required to resolve the potential interaction between this 6 Hz 

common response and the FI response, in order to properly examine the time-course of this 
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function. Moreover, it is an open question whether the optimal frequency range found in Retter et 

al. (in preparation) stands for other populations than neurotypical adults, and for other stimulus 

conditions (e.g., different head orientations).  

8.1.3. Stimulation sequence and overall recording duration  

 The duration of a stimulation sequence is inversely proportional to the frequency resolution 

in the frequency-domain (Figure 3). Thus, the longer the stimulation sequences, the higher the 

frequency resolution of the frequency-domain spectra. While the SNR of the signal amplitude is a 

function of the number of events presented and the total recording time, a higher frequency 

resolution can be useful for confining the signal frequency bin to a very limited range, compared 

to a wide range of local noise exemplars. In the typical paradigm design,  sequences are usually 

about 60 seconds long; however, this duration can be reduced in infant studies (e.g., 20 seconds, 

de Heering & Rossion, 2015), or for clinical populations, or for other design constraints (e.g., 7 

seconds in a frequency-sweep approach; Retter et al., 2020; Retter et al., in preparation).  

In terms of overall recording duration, four minutes (e.g., 4 repetitions of 60 second 

sequences) were sufficient to provide responses above noise-level (i.e. SNR>1) in 99% of 

neurotypical adult individuals and significant responses in 93% of individuals, with F = 5.88 Hz 

and F/n = 1.2 Hz (Figure 12). Increasing the overall recording duration could nevertheless further 

increase SNR, but should strike a balance with participant fatigue to avoid being counterproductive.  

8.1.4. Stimulation presentation mode 

Finally, most studies from our laboratory have used a sinewave contrast modulation, which 

is harmonically simple (at least in the ideal case) and may appear visually comfortable to the 

participant, but is less adequate for making inferences about the exact response time-courses. A 

direct comparison between sinewave and squarewave stimulation has not been performed in this 

paradigm, but is not expected to lead to major differences apart from latency shifts (see Retter & 
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Rossion, 2016; Dzhelyova et al., 2017 for such comparisons with the corresponding face vs. object 

paradigm or facial expression discrimination, respectively; see also Section 7.5.2). 

8.2. Data analysis and interpretation  

8.2.1. (Pre)processing and robustness of the data 

The analysis steps for processing this EEG data are fairly straightforward, as described in 

Figure 21, and a quick look at the data can often be performed without filtering and artifact 

correction/rejection (see Xu et al., 2017 for data with minimal preprocessing). Of course, the high 

SNR of the technique does not mean that care should be reduced in collecting high quality EEG 

data (Luck, 2014). Correction for blinks is not obligatory, and typically only improves the signal 

for observers who blink above a certain threshold (e.g., 0.2 blinks/second, see Figure 21). Data 

transformation in SNR is useful for visualizing responses at low (where baseline EEG 

activity/noise is large; e.g., Figure 4A) and high frequencies (where signal amplitude may be low). 

A correction by subtraction of the estimated noise, however, has the advantage of keeping the data 

in microvolt units, which is useful for response quantification across harmonic frequencies (see 

Appelbaum et al., 2006 for alternative ways of combining the harmonic frequency responses). 

Although the oddball FI response can only emerge from a systematic (periodic) 

amplitude/phase response difference between base and oddball faces (see Sections 4.1 & 6.2), there 

may be some instances of identity changes that are not detected, when overall a significant oddball 

response is observed. In principle, periodicity ensures that FI responses are included in the analysis, 

while the number of FI responses recorded increases the signal sensitivity (similar to event-

averaging in traditional ERP analyses). Thus, missing identity-change event detections may add 

“blanks” into FI response trial averaging, which reduces the SNR but does not distort response 

periodicity (see Retter et al., 2020). In support that the FI response is robust against random 

omissions, it is present exactly at F/n despite observers blinking. The exact relationship between 

the proportion of identity discriminations and EEG response amplitude with this paradigm (as 
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reported for generic face categorization by Retter et al., 2020) would be a useful reference for 

further inferences about group differences in FI ability (e.g. ASD vs. controls).  

8.2.2. Multi-harmonic response quantification 

A typical response in this paradigm usually spreads over multiple harmonic frequencies, 

both for the stimulus-presentation rate F (e.g., 6 Hz, 12 Hz, 18 H, etc.) and for the facial identity 

change rate F/n (e.g., 1.2 Hz, 2.4 Hz, 3.6 Hz, etc.) (Figure 3; Box 1). In many EEG frequency-

tagging studies, decisions about consideration of harmonic frequency responses seem arbitrary: 

often,  only the response at the fundamental stimulation frequency, or first harmonic (i.e., 1F/n or 

1F, is taken into account; but sometimes harmonics of F/n up until F are considered, or only the 

largest harmonics are selected (see Retter & Rossion, 2016 for a short discussion of this issue). 

Although the overall conclusions of these studies may be valid, this procedure risks missing out 

relevant parts of the response. Indeed, all the harmonic frequencies represent some aspect of the 

periodic response (Regan, 1989; Norcia et al., 2015). In the oddball FPVS paradigm reviewed here, 

the FI response clearly spreads over multiple harmonic frequencies, covering a large frequency 

bandwidth below about 18 Hz, although the bulk of the response is often found below 10 Hz or 

even below 6 Hz (Figure 4). Quantification of the complete FI response requires aggregation of 

these harmonic frequency responses(see again Figure 3; Box 1; Retter & Rossion, 2016). 

While this spread of the response over multiple harmonic components somewhat 

complicates quantification, the frequencies containing relevant responses remain completely 

predictable, as they are by definition integer multiples of the first harmonic/fundamental 

frequencies. Moreover, such multi-harmonic responses are less distorted by their interference with 

one another across time, such that more temporal information is preserved: in some cases (very 

low F, or F/n when filtering out F), such responses can even be defined in terms of their onset 

latency, as with event-related potentials (see Section 7.5; Retter & Rossion, 2016). Additionally, 

the harmonic distribution of the response makes for a richer measure, providing an additional - 

qualitative - characteristics of the response. For example, in the frequency-domain, two individuals 
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may have the same overall response amplitude reflecting FI, but their FI response amplitudes may 

be differentially spread across harmonic frequencies (Figure 3B). This harmonic amplitude 

distribution is somewhat variable across individuals and relatively stable within individuals, 

providing an additional marker of the FI function in individuals (Dzhelyova et al., 2019; see Section 

7). Another interesting example is provided by developmental studies: as noted above, the bulk of 

the FI response (about 60 %) in this paradigm is accounted for by the first harmonic in 5 year old 

children but only 18% in adults, providing an additional marker of the developmental trajectory of 

FI (Lochy et al., 2020; see Section 7.4). 

Finally, it is important to stress that a response at F/n is not a “subharmonic” of the stimulus 

presentation rate, but instead reflects the discrimination between the base and oddball faces at the 

facial identity change frequency. The notion of subharmonics, which appears in a couple of 

frequency-tagging papers (most famously, Walter et al., 1946; see also Herrmann, 2001), makes 

little sense and often merely reflects asymmetries in the onset/offset of the stimulation (see Norcia 

et al., 2015). Note that in all related paradigms using non-periodic oddball presentations, no 

subharmonic stimulus-presentation responses have been observed. 

8.2.3 Interpreting FI response amplitude differences  

While the paradigm is applicable as such across all age groups without requiring a high 

density EEG system thanks to the focal topography of the FI response, the issue of comparing the 

FI response across age is not negligible. For biophysical reasons, young children tend to have ERP 

components of particularly high amplitudes, which decrease progressively with age (e.g., Kuefner 

et al., 2010). This also appears to be the case for the FI response (e.g., close to 1.5 µV over occipito-

temporal channels in 5 year-olds, Lochy et al., 2020; Figure 18), which is roughly of the same 

amplitude as in adults. However, their stimulus presentation response is also much larger  (2.1 µV 

in adults, but a response reaching up to 3 µV in young children, Figure 5 and Lochy et al., 2020). 

One option would be therefore to compare the FI response amplitude relative to the stimulus 

presentation response amplitude, in order to track specific increases of the FI response during 
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development. A more promising avenue, however, is the comparison of the percentage of 

amplitude change for different conditions with the same F/n target frequency, e.g., for upright as 

compared to inverted faces, or faster F as compared to slower F presentation rates. Initial 

comparisons across studies reveal important changes between 5 and 8-12 years of age, as discussed 

in Section 7.4.1 above.  

9. Conclusions and future applications 

The two main goals of this review were to (1) illustrate how to use an oddball FPVS 

paradigm in EEG to probe the face individuation (FI) function of the human brain as an alternative 

or as a complement to explicit behavioral tasks and standard ERP measures and (2) summarize 

findings obtained with this paradigm, supported by a novel large-scale group analysis, in order to 

reach a better understanding of human FI. Our review of findings reported in 20 published studies 

and a number of studies in preparation, completed by a large group data analysis, supports the 

validity, objectivity, sensitivity and reliability of the oddball FPVS EEG FI paradigm. Objectivity 

and sensitivity are provided by the periodic and fast nature of the stimulation, supporting analyses 

in the frequency domain. High reliability has been demonstrated empirically, at least for 

neurotypical adults, even for short experiments, with only a few minutes of recording per condition. 

As noted in the summary of Section 5 above, validity (i.e., whether FI i truly measured) is supported 

by a wealth of evidence: substantial reduction by contrast negation and inversion, absence in a 

well-defined case of prosopagnosia, strong association with functional misperception of identity 

during intracerebral electrical stimulation, generalization of the response across changes of size, 

luminance, and head orientation, and the identification of neural sources in the right ventral 

occipito-temporal cortex with intracerebral EEG. Again, the validity of this measure will have to 

be continuously evaluated with further studies using the oddball FPVS framework. 

The specific neural mechanisms subtending the FI response are thought to essentially reflect 

suppression of neural activity through the repetition of a single (base) facial identity, contrasting 
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with an increase of neural activity to the change of identity (oddballs), at the level of a specific 

cortical circuit in the (right lateralized) ventral occipito-temporal cortex. Yet, like many EEG 

signals, the precise neural mechanisms at the cellular level remains unknown and are likely to 

involve both excitatory and inhibitory cellular responses and interactions in cortical populations of 

neurons. 

Within a few years, the presently reviewed approach has already brought a substantial 

amount of information regarding the nature of FI (i.e., in terms of facial cues and processes), its 

task dependency, and even time course. Highly promising data has been collected in neurotypical 

and atypical populations, across a variety of age groups, showing that the FI function develops 

progressively and specifically (i.e., independently of general cognitive factors), with a substantial 

improvement occurring between 5 and 12 years of age. It also appears to be particularly deficient 

in children with ASD, independently of explicit encoding, maintenance and memory processes for 

faces.  

9.1. The importance of unfamiliar faces 

We conceptualize FI as a key subfunction of facial identity recognition, the latter consisting 

of the ability to determine a familiar person’s identity from her/his face, together with the specific 

semantic information or name associated with that person. In order to adequately perform facial 

identity recognition, one needs to be able to visually individuate faces, i.e., to provide a unique 

behavioral/neural response to the visual characteristics of each face. Decades-worth of behavioral 

studies have probed FI with pictures of unfamiliar faces, often devoid of external features, as is 

also typically the case in the paradigm reviewed here (Figure 2). Yet, some degree of confusion 

reigns in the field of human face recognition research, because matching such pictures of unfamiliar 

faces is sometimes seen as unnatural and based on image-based/low-level visual cues (Hancock et 

al., 2000; Megreya & Burton, 2006; Jenkins et al., 2011). When more “natural” conditions are used 

(i.e., unsegmented pictures of faces with different views of the same individual), it is sometimes 
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claimed that people are “bad” or “poor” at individuating unfamiliar faces  or even that “human 

expertise (at individuation) is limited to familiar faces” (Young & Burton, 2018).  

However, while it is well established that generalization of identity across views, as well as 

other face recognition functions (see Ramon & Gobbini, 2018) can indeed be substantially 

increased with face familiarity, the processes subtending this improvement remain unclear: while 

some authors suggest that visual structural encoding of faces is richer for familiar than unfamiliar 

faces (Bruce et al., 2001; Ramon & Gobbini, 2018; Young & Burton, 2018), behavioral 

improvement at individuating familiar faces could also be essentially or even entirely due to 

semantic, affective and/or name associations (Dixon et al., 1998; Schwartz & Yovel, 2016; 

Rossion, 2018). By measuring FPVS responses implicitly, the paradigm reviewed here could help 

disentangling these views. Interestingly, a very recent study showed a (modest) increase of the FI 

oddball response for familiar(ized) over unfamiliar faces, even without requiring generalization 

across widely different views (Verofsky et al., 2020). However, the individual faces were learned 

only via semantic associations, and the exact same stimuli were used at learning and in the tested 

paradigm, limiting clarification of this issue. Future studies could address this issue more 

systematically, also testing for wider variations of views, expressions, etc. in more natural images, 

when repeating the same facial identity in the FI oddball paradigm. In principle, more substantial 

advantages for familiar faces should be recorded in these conditions. 

Regardless of the outcome of this issue, the fact that familiar faces are automatically 

associated with semantic, affective and verbal processes constitute perhaps the very reason why 

we claim here that unfamiliar faces must generally be preferably used to isolate the visual processes 

subtending the FI function in the human brain with the present paradigm.  

An obvious drawback of measuring FI with unfamiliar faces is that FI could be based to a 

certain extent on unnatural, analytical processes and low-level visual cues, which, as noted above, 

may account for above chance performance at explicit behavioral tests in patients with 

prosopagnosia, infants, or other animal species (including macaque monkeys), especially in the 
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context of long or unlimited presentation durations. However, neurotypical human adults appear to 

have naturally developed a specific level of expertise at unfamiliar FI that is unparalleled in the 

animal world, based on a specialized network in the right ventral occipito-temporal cortex (Figure 

10). Hence, there is no reason to expect that they would predominantly rely on analytical processes 

or low-level cues to perform unfamiliar FI, even when they have the opportunity to do so (Sergent, 

1989). Nevertheless, this is one of the reasons why probing the FI function with unfamiliar faces 

under the severe constraints of the current oddball FPVS paradigm (i.e., requiring many variable 

individual face discriminations to be performed at a single glance, automatically, and across 

substantial size changes) is highly advantageous: it minimizes the contribution of low-level 

processes and specifically isolates specialized FI, as illustrated by the large effects of inversion, 

the localization of the response over and inside right occipito-temporal regions, and the absence of 

a FI response in prosopagnosia. Since it is adept at capturing a high-level FI response, this paradigm 

is particularly useful for investigating the nature of FI and its neural basis. 

9.2. Functional processes  

Providing that the methodological factors listed above (Section 8) are taken into 

consideration, the oddball FPVS-EEG paradigm could prove to be extremely useful in future 

studies for further clarifying the nature of FI. While some stimulus properties have been fine-tuned 

through empirical testing (e.g., stimulus size change, Dzhelyova et al., 2014), many other 

parameters warrant systematic investigation. For example, we have mostly used color stimuli in 

our studies, but how this factor contributes to the FI response is unclear and should be evaluated in 

future studies. Similarly, we regularly enforce nasion fixation (in line with Peterson & Eckstein, 

2012), but this may not be necessary, or perhaps may even be suboptimal for some individuals 

(Blais et al., 2008; Peterson & Eckstein, 2013; Stacchi et al., 2019). As mentioned above, 

introducing variability to the base and oddball face images, e.g., in terms of viewpoint, would 

enable testing the extent of generalization of FI for unfamiliar faces (Damon et al., 2020). 
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Additionally, further increasing variability of the base facial identity could provide insights as to 

the impact of low-level adaptation to the base face, and potentially to reduce its impacts on the F/n 

FI response. Finally, the present paradigm could be straightforwardly combined with “sweep-VEP” 

stimulation, progressively increasing or decreasing well-defined stimulus properties  (e.g., contrast, 

spatial frequency) while stimulating at fast periodic rates (see Ales et al., 2012; Quek et al., 2018) 

in order to more specifically characterize the human FI function and enable its comparison across 

infants, children, other animal species, and machines. 

9.3. Implicit processing, awareness, and periodicity 

The present review has emphasized the lack of explicit task requirement as a virtue of the 

paradigm, avoiding the contribution of general cognitive and motor processes to the measured 

response. This does not mean that the non-periodic, orthogonal task typically used (i.e., detection 

of a change of color or shape of the fixation cross) does not influence the FI response at all. The 

task, as well as the position of the fixation cross, could be modified or improved, or adapted to 

cultural and inter-individual differences in optimal fixation position (Blais et al., 2008; Peterson & 

Eckstein, 2013) in future studies. For example, according to some authors, familiar faces may be 

more automatically individuated than unfamiliar faces (Yan et al., 2017; Young & Burton, 2018). 

If this is the case, introducing a distracting task, such as detecting stimulus changes orthogonal to 

identity changes, may potentially reduce the response more for unfamiliar than familiar faces. 

 Importantly, the fact that the oddball FPVS FI measure is implicit and that participants are 

not made aware of what is measured does not imply that they do not consciously notice the changes 

of facial identity during the stimulation sequences. At a 6 Hz stimulation rate, when probed after 

the experiment, all participants (except the prosopagnosic patient PS) typically reported that there 

were frequent changes of facial identity, even though they are unable to tell that these changes were 

periodic, let alone report the ratio of frequent/deviant responses or the temporal periodicity of the 

changes of identity (e.g., Liu-Shuang et al., 2016; Retter et al., in preparation). To our knowledge, 
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whether participants’ knowledge of this ratio/periodicity would modulate the FI response or not 

has not been tested. Given the fast 6 Hz stimulation rate typically used, it is difficult to explicitly 

keep track of image count, and we predict that the FI response would remain unchanged.  

In the same vein, an outstanding issue is whether temporal periodicity plays a role in the FI 

response or not. Studies on the vMMN component with simple stimuli (luminance and orientation 

changes) indicate that it is abolished or strongly reduced for periodic repetition of oddballs, as used 

here (Kimura et al. 2010). These observations suggest that periodic and non-periodic temporal 

changes in facial identity could lead to different responses in the present paradigm. However, given 

the fast rate of stimulation used here for high level visual discrimination, and in line with the 

absence of any difference between periodic and non-periodic presentations of natural images of 

faces in rapid trains of non-face objects (Quek & Rossion 2017), we think that it is unlikely. A 

related issue is whether rare “missing oddballs” in a temporally periodic sequence (i.e., 

AAAABAAAACAAAAA…) would lead to substantial, specific EEG deflections recorded in the 

frequency- and time-domains, despite the absence of objective FI. Again, in line with the absence 

of any “missing oddball” effects for faces inserted in rapid trains of non-face objects (Quek & 

Rossion 2017) and the results of a variant of the present design with only two facial identity 

discirminations (Feuerriegel et al., 2018), we think it unlikely. Such studies would nevertheless be 

important to perform with the present paradigm. 

Finally, a related issue is whether the FI responses obtained in the presently reviewed 

approach are gradual or all-or-none. According to recent evidence also obtained when contrasting 

faces to objects in FPVS modes, gradually degrading the quality of the stimulus leads to a gradual 

overall amplitude response decreases (Quek et al., 2018; Retter et al., 2020). However, this effect 

does not appear to be due to a gradual decrease of individual responses, but rather to fewer all-or-

none successful discriminations being performed (Retter et al., 2020). In the case that all-or-none 

responses are produced, participants’ behavioral discrimination accuracy correlates linearly with 

their neural discrimination response amplitude across conditions, since, e.g., detecting only 80% 
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of changes produces only 80% of stimulated neural events. Additionally, all-or-none responses 

predict qualitatively similar responses for degraded and full quality stimuli, e.g., in terms of 

temporal dynamics and scalp topographies. These indications have been demonstrated for FI with 

the present oddball FPVS paradigm (Retter et al., in preparation), although explicit examination of 

recognized vs. non-recognized neural FI responses with this paradigm could be tested in future 

studies. Further clarification on this topic could have implications for our understanding of the 

nature of the FI function. 

 

9.4. Inter-individual differences and prosopdysgnosia 

The last two decades have seen an enormous amount of research devoted to study inter-

individual differences in facial identity recognition, this function being most often probed by 

explicit behavioral measures of individuation of unfamiliar faces (with various task requirements) 

(Wilmer, 2017; Stacchi et al., 2020). As noted above in the present review, the sources of this 

variation remain, however, unknown, and may have little to do with specific visual processes 

involved in FI. The present approach can help to shed light on this issue, but is also limited by the 

general neuroanatomical and neurophysiological factors contributing to variations of response 

amplitude on the scalp. A potential and promising approach to overcome these issues could be to 

compare responses at F/n across two or more conditions. For example, when various F rates are 

used, testing for inter-individual differences in resilience to high stimulus presentation rates , using 

individuals’ variable responses at a low frequency rate for normalization (Retter et al., in 

preparation; see Retter et al., 2020). 

The last two decades have also brought a lot of interest in people with lifelong major 

difficulties in recognizing faces, in the absence of any identified neurological or psychiatric 

conditions. These individuals are often defined as suffering from developmental prosopagnosia or 

congenital prosopagnosia (since McConachie, 1976; see e.g., Behrmann & Avidan, 2005; 

Duchaine & Nakayama, 2006; Bate & Tree, 2017). Despite much research, this condition – which 
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should be more accurately referred to as prosopdysgnosia (Rossion, 2018; Sorensen & Overgaard, 

2018) – has been particularly difficult to understand (see e.g., Esins et al., 2016; Geskin & 

Berhmann, 2018 and accompanying commentaries). In the absence of clear biological markers, the 

criteria for defining cases of prosopdysgnosia are variable and disputed, with some individuals 

even identified based solely on self-report (Kennerknecht et al., 2006; see Barton & Corrow, 2016). 

Since standard ERP components, such as the N170 and N250r, have been reported to be abnormally 

reduced at the group level in prosopdysgnosia (Towler et al., 2012; Parkteny et al., 2015; Fisher et 

al., 2017), there is hope that the FI index described here could serve as an objective, sensitive, and 

reliable biomarker of the condition. In fact, several research groups are currently working to 

compare the F/n FI measures in independently selected prosopdysgnosic individuals and controls. 

A key issue, however, is whether prosopdysgnosia exists as a (specific) disorder, or whether it 

merely reflects the lower tail of the normal population’s distribution of face recognition abilities 

(Barton & Corrow, 2016). In the latter case, we will revert to the issue of inter-individual 

differences in FI, as discussed above. 

9.5. Typical and atypical development 

Finally, as already illustrated in the present review, this approach may be extremely 

valuable in the future to track the typical neurodevelopment of the FI function, which remains 

highly controversial (McKone et al., 2012). Although infants may not be able to individuate 

pictures of unfamiliar faces as typically used in this paradigm (see Section 7.4), an interesting issue 

would be to test infants with the present paradigm, except comparing pictures of unfamiliar and 

highly familiar faces, either directly in the same stimulation sequence (e.g., the primary caregiver’s 

face as a base face, with unfamiliar faces as oddballs) or indirectly (i.e., stimulation sequences with 

familiar(ized) faces only compared to sequences with unfamiliar faces; see Verofsky et al., 2020 

in adults). It may well be that when their use of low-level cues is limited in a FPVS paradigm, 

infants’ FI abilities are limited to a few highly familiar faces. 
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Studies of atypical neurodevelopment as in ASD boys with this paradigm (Vettori et al., 

2019b) are also highly promising, not only thanks to the clarity and the specificity of the FI 

response differences at the group level, but also due to the high discriminability between individual 

ASD children and controls, within only a few minutes of recording. This approach may therefore 

open an avenue for developing a reliable biomarker of (social) developmental disorders affecting 

FI perception, such as ASD, in young children or even infants (Rossion, 2020). In addition, it could 

be combined with other FPVS EEG paradigms, e.g., measuring facial emotion discrimination 

(Dzhelyova et al., 2017), in order to provide more specific indications. 

Moreover, based on performance at explicit behavioral tasks, such as the CFMT or GFMT, 

it has been claimed claim that FI peaks at about 30 years of age (Germine et al., 2011) and decreases 

in elderly people (Megreya & Bindemann, 2015). However, as discussed early in this review, there 

is no evidence that this developmental function truly reflects FI rather than general processes 

involved in these tasks, so that this issue would also benefit from in-depth investigation with the 

present oddball FPVS paradigm. Still, at the other end of development, oddball FPVS measures of 

FI, which appear to be based on repetition suppression effects (i.e., the simplest form of neural 

plasticity) could also be used to probe early difficulties in memory encoding as in 

neurodegenerative disorders, such as Alzheimer’s disease.  
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Supplementary Material: Methods of the large-scale group analysis  

Data sample 

The dataset for the large group analysis was sampled from 7 different studies from within 

our laboratory (Dzhelyova et al., 2014a; Dzhelyova et al., 2019; Hagen, Laguesse et al., in 

preparation; Or, Liu-Shuang et al., in preparation; as well as unpublished data: please see 

Acknowledgements). We included all the available data of the oddball fast periodic visual 

stimulation paradigm with faces shown at ~6 Hz, face identity changes occurring either at 1/5 (~1.2 

Hz) or 1/7 (~0.86 Hz) intervals, and EEG acquired with the same 128-channel system. All data 

were acquired with a Biosemi ActiveTwo system, sampled at 512 Hz. It is available as epoched 

EEG signals (i.e., pre-FFT) in a Letswave format here upon publication of the paper: 

http://doi.org/10.4121/uuid:8e8cfaf2-ab00-45b2-90a0-623fabf75ca9. 

These studies were collected from a total of 152 neurotypical adult participants, some of 

whom were tested in multiple studies. All the participants gave written informed consent in the 

accordance with the guidelines of the Bioethical Committee of the University of Louvain and were 

monetarily compensated for their time. All of them have also completed a computerized version of 

the Benton Face Matching Test prior to EEG testing. A final data sample from 130 unique 

participants was selected (79 females, mean age = 21.58 ± 2.21) based on Benton scores >40, and 

correct EEG data quality. A subset of 79 participants (48 females) also completed the task for both 

upright and inverted faces.  

Frequency-domain analysis 

The selected datasets underwent various different preprocessing steps, including bandpass 

filtering, downsampling, and artefact reject. As the last step, all the data were re-referenced to the 

average of all EEG channels. The current group-level frequency-domain analysis began with 

cropping the preprocessed data into 60 s epochs containing an integer number of the respective 

oddball frequency presentation durations (~200-280). The segmented time-domain epochs were 
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then transformed into the frequency-domain in two ways: 1) either by first averaging the epochs 

before applying a FFT, or 2) the inverse. The number of epochs averaged before FFT was also 

varied in order to examine the effects of stimulation duration on the signal-to-noise ratio (SNR) of 

the face individuation response.  

Quantification of the (oddball) face individuation response. 

We extracted the amplitudes at oddball harmonic frequency F/n and its harmonics up to 20 

Hz (excluding stimulus presentation frequency harmonics), as well as the 22 surrounding frequency 

bins representing background EEG noise. These amplitude “chunks” were summed and then 

baseline-corrected by subtracting from the summed oddball amplitude the mean noise amplitude 

from the 10 neighboring bins, excluding the immediately adjacent bins (see Figure 21). Unless 

otherwise specified, response amplitude of the face individuation response refers to these corrected 

and summed amplitudes. Response significance was assessed in a similar way: after summing the 

chunk amplitudes, a Z-score transform was computed with the 10 neighboring bins (mean noise 

subtracted from the oddball amplitude and divided by the standard deviation of the noise). Based 

on the topographical analysis of the face individuation response, we focused further analysis on a 

bilateral occipito-temporal (OT) region-of-interest (ROI) composed of 10 channels (P8, P10, PO8, 

PO10, PO12, P7, P9, PO7, PO9, PO11; see Figure 6A).  

Quantification of the general visual response 

The quantification of the general visual response at the stimulus presentation frequency F 

and its harmonics was similar to the above procedure for the face individuation response, except 

that harmonics were summed up to 50 Hz. The ROI was also slightly different, containing 10 

electrodes over the medial occipital and right parietal/occipito-temporal regions (Oz, Oiz, Iz, 

POOz, O2, O1, POO6, PO8, POI2, PO10; see Figure 14C).  
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Time-domain analysis 

Only data with a downsampled rate of 256 Hz were retained for the time-domain analysis 

(5/7 studies, N = 110 in the upright condition). We first applied a 4th order Butterworth low-pass 

filter with cut-off at 30 Hz and then segmented the data to contain an integer number of oddball 

presentation durations, as described above. A multi-notch filter centered on the stimulus 

presentation frequency was applied to selectively eliminate the general visual responses up to 48 

Hz (FFT filter, width = 0.02 Hz). We next extracted 1000 ms epochs time-locked to the onset of 

the oddball facial identity changes, containing a baseline lasting one stimulation duration (167 ms 

or 170 ms). We further discarded noisy epochs containing deflections exceeding 100 µV for each 

subject and condition, and kept only files with fewer than 10% of rejected epochs. The remaining 

epochs (N = 80) were averaged and baseline-corrected relative to the pre-stimulus baseline (either 

167 ms or 170 ms). For the comparison of upright vs. inverted faces, we only considered files 

meeting the artifact rejection criterion in both upright and inverted conditions, resulting in a final 

sample of 44 subjects.  
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