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A differential-delay estimator for thermoacoustic oscillations in a Rijke
tube using in-domain pressure measurements∗

Jean Auriol1, Gustavo Artur de Andrade2 , Rafael Vazquez3

Abstract— In this work, we study the observer design prob-
lem for estimating thermoacoustic instabilities in a Rijke tube,
using an in-domain point pressure measurement. Writing the
system model in Riemann coordinates and, after a “folding
transformation”, it takes the form of 4 × 4 linear hyperbolic
partial differential equations (PDEs) coupled at the boundaries
with a linear ordinary differential equation (ODE). This results
in a PDE-ODE observer design problem, whose output is a
combination of two infinite-dimensional states measured inside
the domain. As a first step in our observer design, a second
“folding” transformation is applied around the measurement
point, resulting in a 6 × 6 PDE-ODE system with measurements
at one boundary. Then, the observer is designed as a copy of
these equations plus an output injection term, which is given
by a linear operator in the right-hand side of the ODE part.
This operator is then chosen so that convergence of estimates
is guaranteed by using stability properties of differential-
delay systems. The design extends a previous result, based on
backstepping, that required two measurements (both pressure
and velocity). Simulation results are presented to illustrate the
effectiveness of the proposed observer design.

I. INTRODUCTION

The Rijke tube is the simplest device that produces ther-
moacoustic instabilities [19]. It was discovered in the 1850s
by P. L. Rijke [15] and consists of a vertical tube open
at both ends with an embedded heat source. The air that
traverses the heating zone expands, causing the local pressure
to increase. The pressure acoustically propagates along the
tube and returns (due to the boundary conditions). This
behavior induces a feedback loop: the pressure at the current
time is affected by itself at earlier time instants, leading to
time-delayed dynamics in the thermoacoustic coupling. Thus,
a hyperbolic partial differential equation (PDE) system for
the acoustic dynamics plus an ordinary differential equation
(ODE) describing the heat release dynamics is suitable to
mathematically represent this system [6].

Traditionally, the Rijke tube has been used as a bench-
mark system to study thermoacoustic instabilities. These
are present in many engineering applications, such as blast
furnaces, heating units, gas turbines or rocket engines, all
of them sharing the common point of displaying instabili-
ties that are, in general, unexpected, undesirable and often
of significant amplitude. At best, they produce vibrations
potentially affecting delicate instrumentation and payloads.
At their worst, the oscillations may increase the average
pressure, resulting even in rupture of the system. One often
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cited example of these instabilities is the F-1 engine, that
was designed in the 1950s to power the Saturn V rocket
[10]. The pressure oscillations encountered in this engine
had amplitudes of more than 2000 psi and the modelling
challenges presented by this phenomenon during the design
stage resulted in long and costly testing campaigns.

These problems motivate the need to understand the un-
derpinnings of thermoacoustic instabilities and to develop
feedback control systems that mitigate the resulting os-
cillations. Most control laws found in the literature use
modal decomposition as proposed by [13], which employs a
Galerkin method. Generally, only the first mode is unstable in
open-loop thermoacoustic systems and thus reduced models
typically only considers this unstable portion. A detailed
review of the main control strategies considered during the
past fifty years can be read in [19]. Methods include phase-
shifting [18], [7], linear quadratic gaussian controllers [8],
model-based predictive control [11] and sliding mode control
[16], [9], among others.

However, as shown in [14], control strategies based on
modal decomposition can destabilize higher modes1 that
were neglected in the design stage. In this context, control
systems based on infinite dimensional dynamics—without
any model reduction—may be more reliable and have better
performance in practice. Recent approaches along this line
can be seen in [5], [17] and references therein.

From a practical point of view, state observers are crucial
tools for control systems based on infinite dimensional
models, since in general the available sensors are not able
to fully measure the entire spatial domain, which are often
required in the resulting feedback laws. In the context of
estimation of thermoacoustic instabilities in Rijke tubes, a
backstepping design was proposed in [4] considering the lin-
earized PDE-ODE model and downstream boundary pressure
measurements. In [2], a state observer based on the linearized
PDE and the nonlinear ODE model was developed assuming
upstream boundary pressure measurements (at one of the
open ends of the tube). These designs employed a Riemann
coordinates transformation and the idea of folding the spatial
domain around the ODE coupling point, in order to map the
system into transport equations and to displace the coupling
between the PDEs and the ODE to the boundary of this new
equivalent system.

However, boundary pressure measurements at the end
of the tube are typically problematic in systems involving
thermoacoustic instabilities, because at those points there
are pressure nodes which induce poor measurements [19].
To tackle this issue, a state observer based on in-domain
pressure and velocity measurements was proposed in [3] ex-
tending the backstepping boundary observer of [4]. The same
idea of Riemann coordinates transformation and folding was

1This phenomenon is also referred to as control spillover.



applied in that work, but a second folding is done at the
in-domain measurement point in order to translate it to the
boundary.

We start by applying the same folding transformation on
the linearized PDE-ODE Rijke tube model, however, since
pressure is much easier to measure than velocity, in this
work we design an observer relying only on in-domain
pressure measurements (that is, one measurement instead
of two). The challenge of this observer design is that the
available measurement is a linear combination of two states
at one boundary when written in Riemann coordinates. We
design the observer as a copy of the system’s equations
plus an output injection term, which is given by a linear
operator, in the right-hand side of the ODE. Using the
method of characteristics and the theory of delayed differ-
ential equations, the linear operator is designed such that
the exponential convergence of the error dynamics in the
L2-norm is guaranteed. Simulation results are presented to
illustrate the effectiveness of the proposed observer design.

The rest of the paper is organized as follows. Some
results on time-delay systems that are used on the paper
are presented in Section II. The system description and the
observer problem statement are given in Section III. The
observer design and the proof of its convergence are detailed
in Section IV. Simulation results for the proposed observer
are given in Section V. We finish with some concluding
remarks and suggestions for future works in Section VI.

II. SOME PRELIMINARY RESULTS ON TIME-DELAY
SYSTEMS

In this section we recall an important result on scalar time-
delay systems, which is crucial in the design of the state
observer.

Let us denote by L2([−τ1, 0],R) the Banach space of L2

functions mapping the interval [−τ1, 0] into R, where τ1 is
a positive delay. Consider the following system

ż(t) = −az(t)− bz(t− τ0), (1)

where z belongs to L2([−τ0, 0],R), a and b are two real con-
stant, τ0 is a positive delay. We have the following stability
theorem, which is directly adjusted from [12, Proposition
3.15].

Theorem 1: The following assertions hold:
1) The system (1) is asymptotically stable if a + b > 0

and a ≥ |b|.
2) The system (1) is asymptotically stable if b > |a| and

τ0 < τ? where τ? is obtained from

τ? =
arccos(−ab )
√
b2 − a2

.

This theorem means that, under some conditions on the
coefficients a and b and on the delay τ0, the system (1) is
naturally asymptotically stable.

III. SYSTEM UNDER CONSIDERATION

In this section, we describe the model we use for the
Rijke tube (see Figure 1). This model is inspired by the one
described in [6], and it is given by the following set of linear
PDEs:

∂tv(t, x) +
1

ρ̄
∂xP (t, x) = 0, (2)

∂tP (t, x) + γP̄∂xv(t, x) =
γ̄

A
δ(x− x0)Q(t), (3)

τhrQ̇(t) +Q(t) = f ′(v̄)(Tw − T̄gas)v(t, x0), (4)

where the time t [s] belongs to [0,∞), the space variable
x [m] belongs to [0, L], L being the length of the tube.
We have denoted by δ the Dirac delta distribution [m−1].
The different states are the velocity fluctuations v [m s−1],
the pressure fluctuations P [Pa], and the heat power release
Q [W]. We have denoted by v̄ the steady-state velocity [m
s−1], by ρ̄ the steady-state density [kg m−3] and by P̄
the steady-state pressure [Pa]. The tube cross-section area
[m2] is given by A, while the heat capacity ratio is given
by γ = CP

CV
(CP and CV being the specific heat capacity

[J kg−1 K−1] at constant pressure and volume conditions,
respectively). The location of the heat release source [m] is
given by x0 ∈ (0, L), while the heat release time constant [s]
is denoted τhr > 0. The heat power transfer [W/K] is given
by f(v̄) = lw(κ+κv

√
|v̄|) > 0 with κ being the fluid thermal

conductivity [W m−1 K−1], lw the wire length [m], κv an
empirical constant [W s1/2 m−1/2 K−1] and γ̄ = γ−1 > 0.
Finally, we have denoted by Tw and T̄gas the wire and gas
temperature [K], which verify Tw − T̄gas > 0. The system
(2)-(4) has the following boundary conditions

P (t, 0) = −Z0v(t, 0) + U(t), P (t, L) = ZLv(t, L), (5)

where ZL and Z0 are (non-zero) reflection losses [kg m−2

s−1], and U is the control input [Pa]. The initial conditions
of the system are denoted v0, P0 and Q0. They belong to
L2([0, L])× L2([0, L])× R.

A. Observer problem
The objective of this paper is to design a state observer that

only relies on the measurement of the pressure fluctuations
at some arbitrary location xm [m]. More precisely, we want
to estimate the states Q, P and v, only using the knowledge
of U(t) (input) and of

y(t) = P (t, xm), (6)

with xm ∈ (0, L) \ {x0}. This problem is more general than
the one considered in [3] where xm was assumed to be
equal to L and to the one tackled in [4], where a second
measurement (namely v(t, xm)) was also necessary. Note
that the point xm can be chosen to avoid pressure nodes.
In what follows, we assume that xm > x0. However, the
method we consider here can easily be extended to the case
xm < x0.

B. Characteristic coordinates and folding transformation
In this section we will rewrite (2)-(4) as a system with

a diagonalized transport matrix (i.e. a system composed of
transport equations with source terms couplings) and remove
the Dirac delta from the right-hand side. The computations
were based on [5], [3] and only the main steps will be
presented here. The interested reader is refereed to [3], [5] for
more details. Finally, it is important to emphasize that the
computations are assuming that xm > x0, but the method
can easily be extended to the case xm < x0. Consider the
following Riemann invariants:

P (t, x) =
1

2
(R1(t, x) +R2(t, x)), (7)

v(t, x) =
1

2
√
γP̄ ρ̄

(R1(t, x)−R2(t, x)). (8)



Fig. 1. A diagram depicting the Rijke tube and its main components.

Moreover, to remove the Dirac delta distribution term and to
translate the measurements to the boundary conditions, we
consider the folding transformation given by

R1(t, x) =

{
α1(t, x), x ∈ [0, x0],
β2(t, x), x ∈ [x0, xm],
α3(t, x), x ∈ [xm, L],

(9)

R2(t, x) =

{
β1(t, x), x ∈ [0, x0],
α2(t, x), x ∈ [x0, xm],
β3(t, x), x ∈ [xm, L],

(10)

and define the piecewise spatial transformation in z

z =


x
x0
, x ∈ [0, x0],

L−x
L−x0

, x ∈ [x0, xm],
x−xm
L−xm , x ∈ [xm, L],

(11)

Combining the Riemann invariants and the folding transfor-
mation, the original system (2)-(4) can be rewritten as

∂tα(t, z) + Λ∂zα(t, z) = 0, (12)
∂tβ(t, z)− Λ∂zβ(t, z) = 0, (13)

τhrQ̇(t) +Q(t) = c2(α1(t, 1)− α2(t, 1)), (14)

where

α = [α1, α2, α3]
T
, β = [β1, β2, β3]

T
, Λ = diag {λ1, λ2, λ3} .

The boundary conditions are given by

α(t, 0) = Niβ(t, 0) +NuU(t), (15)
β(t, 1) = Nfα(t, 1) +NqQ(t), (16)

where

Ni =

(
k0 0 0
0 0 1
0 1 0

)
, Nu =

(
2
0
0

)
,

Fig. 2. Schematic representation of the interconnected system (12)-(16).

Nf =

(
0 1 0
1 0 0
0 0 kL

)
, Nq =

(
c1
c1
0

)
.

The different constant are defined by c =
√
γ P̄ρ̄ (speed of

sound), c1 = γ̄
Ac , c2 =

f ′(v̄)(Tw−Tgas)

2
√
γP̄ ρ̄

> 0, kL = ZL−ρ̄c
ZL+ρ̄c

and k0 = Z0−ρ̄c
ZL+ρ̄c . The transport speeds λ1, λ2 and λ3 are

given by λ1 = c
x0

, λ2 = c
xm−x0

, λ3 = c
L−xm . Finally, the

measurement y(t) now verifies

y(t) =
1

2
(R1(t, xm) +R2(t, xm))

=
1

2
(β2(t, 0) + β3(t, 0)). (17)

The system (12)-(16) is schematically pictured in Figure 2.
We will define the total transport time as

τ =
2

λ1
+

2

λ2
+

2

λ3
. (18)

C. Physical properties
In this work, we assume that the physical parameters of

the system (12)-(16) satisfies the two following conditions:
Condition 1: The coefficients k0 and kL verify |k0| <

1, |kL| < 1.
Condition 2: The coefficients of the system verify the

following inequalities:

c2c1k0 < −1, (19a)

2

λ1
< τhr

arccos( 1
c1c2k0

)√
(c1c2k0)2 − 1

, (19b)

Condition 1 means that the system (12)-(16) would be
exponentially stable in the absence of the ODE. Note that this
condition is always satisfied in the Rijke tube, as the system
always experiences reflection losses in the boundaries. From
a mathematical point of view, this condition is necessary to
guarantee the robustness of the observer with respect to small
delays in the measurements [1]. It means that the operators
(1 − k0e−ηs), (1 − kLe−ηs) and (1 − kLk0e−ηs), where s
represents the Laplace variable and where η > 0, do not have
right-half-plane zeros, and that the corresponding dynamical
system is asymptotically stable.

Regarding Condition 2, the inequality (19a) is typically
satisfied because the parameter k0 assumes values in the
interval (−1,−0.9) in most of the prototypes, and the system
is constructed with tubes with only a few centimetres of
cross-sectional area and lengths around 1 meter, resulting in
c1c2 > 2.



On the other hand, the inequality (19b) is satisfied when
the heat addition to the system is sufficiently small. In-
deed, since 1 ≤ arccos( 1

c1c2k0
) it follows that if 2/λ1 <

τhr/
√

(c1c2k0)2 − 1 holds, then so is (19b). However, note
that the denominator of τhr/

√
(c1c2k0)2 − 1 explicitly de-

pends on the heat power transfer in the system, so the
bigger the value of the heat transfer the lower the value of
τhr/

√
(c1c2k0)2 − 1.

As we shall see in the next sections, Condition 2 will
be used to prove the convergence of the observer estimates.
Although it is not necessary, it considerably simplifies the
design.

IV. OBSERVER DESIGN

The objective of this paper is to design a state-observer
that estimates the PDEs and ODE states in (12)-(16) and
consequently Q, v and P in (2)-(4). The approach we
consider consists on using the transport structure of the error
system to rewrite the different states as the solutions of delay
equations of neutral type.

In the sequel, we write variables with the superscript ·̂
when referring to estimated states and with the superscript ·̃
when referring to error states (difference between estimated
and real values).

A. Observer equations
We design the observer as a copy of the original dynamics

with an output injection gain. More precisely, the observer
equations read as follows:

∂tα̂(t, z) + Λ∂zα̂(t, z) = 0, (20)

∂tβ̂(t, z)− Λ∂zβ̂(t, z) = 0, (21)

τhr
˙̂
Q(t) + Q̂(t) = c2(α̂1(t, 1)− α̂2(t, 1))

− P0(2(y(t)− ŷ(t))), (22)

where we have denoted ŷ(t) = 1
2 (β̂2(t, 0) + β̂3(t, 0)) and

where the boundary conditions are given by

α̂(t, 0) = Niβ̂(t, 0) +NuU(t), (23)

β̂(t, 1) = Nf α̂(t, 1) +NqQ̂(t), (24)

The operator P0 is a linear operator acting on ỹ(t) = y(t)−
ŷ(t) that still has to be designed. The error system results in

∂tα̃(t, z) + Λ∂zα̃(t, z) = 0, (25)

∂tβ̃(t, z)− Λ∂zβ̃(t, z) = 0, (26)

τhr
˙̃Q(t) + Q̃(t) = c2(α̃1(t, 1)− α̃2(t, 1))

+ 2P0(ỹ(t)), (27)

where the boundary conditions are given by

α̃(t, 0) = Niβ̃(t, 0), (28)

β̃(t, 1) = Nf α̃(t, 1) +NqQ̃(t), (29)

B. Time-delay representation
In this section, we rewrite the error system (25)-(29) in

a time-delay framework. In particular, we will show that
the convergence of Q̃ to zero guarantees the convergence
of the whole error system to the origin. Using the method
of characteristics and the transport structure of (25)-(29), we

obtain α̃i(t, 1) = α̃i(t−λ−1
i , 0) and β̃i(t, 0) = β̃i(t−λ−1

i , 1).
Using the boundary conditions:

2ỹ(t) = β̃2(t, 0) + kLβ̃2

(
t− 2

λ3
, 0

)
, (30)

β̃2(t, 0) = k0kLβ̃2(t− τ, 0) + c1

(
Q̃

(
t− 1

λ2

)
+ k0Q̃

(
t− 1

λ2
− 2

λ1

))
, (31)

α̃1(t, 1) = k0kLα̃1(t− τ, 1) + k0c1

(
Q̃

(
t− 2

λ1

)
+kLQ̃(t− τ)

)
, (32)

α̃2(t, 1) = k0kLα̃2(t− τ, 1) + kLc1

(
k0Q̃(t− τ)

+Q̃

(
t− 2

λ2
− 2

λ3

))
(33)

τhr
˙̃Q(t) = −Q̃(t) + c2(α̃1(t, 1)− α̃2(t, 1))

+2P0(ỹ(t)). (34)

Using this representation, we can write the following
lemma:

Lemma 1: Consider the error system (25)-(29). If Q̃ con-
verges to zero, then the states α̃(t, z) and β̃(t, z) also
converge to zero.

Proof: If Q̃(t) converges to zero, then, from the fact
that |k0kL| < 1, we have that β̃2(t, 0) converges to zero.
Similar results hold for α̃1(t, 1) and α̃2(t, 1). Then, using the
transport structure of (25)-(29), it is straightforward to prove
the convergence to zero of the states α̃(t, z) and β̃(t, z).

Using Lemma 1, we only need to focus on the state Q̃.
We now use the solution (30)-(34) to rewrite the model of Q̃
as a neutral system. This allows us to find P0 guaranteeing
the convergence of Q̃ to its zero-equilibrium.

Denoting by s the Laplace variable and taking the Laplace
transform of (30)-(34), we obtain

2ỹ(s) =(1 + kLe−
2
λ3
s)β̃2(s, 0), (35)

(1− k0kLe−τs)β̃2(s, 0) =c1e−
1
λ2
s(1 + k0e−

2
λ1
s)Q̃(s),

(36)

(1− k0kLe−τs)α̃1(s, 1) =k0c1(e−
2
λ1
s + kLe−τs)Q̃(s),

(37)

(1− k0kLe−τs)α̃2(s, 1) =kLc1(k0e−τs + e−
2
λ2
s− 2

λ3
s)Q̃(s),

(38)

(sτhr + 1)Q̃(s) =c2(α̃1(s, 1)− α̃2(s, 1))

+ 2P0(ỹ(s)). (39)

Multiplying (39) by (1−k0kLe−τs) and substituting (37)-
(38) in the resulting expression we obtain

(1− k0kLe−τs)(sτhr + 1)Q̃(s) = c2c1(k0e−
2
λ1
s

− kLe−
2
λ2
s− 2

λ3
s)Q̃(s) + (1− k0kLe−τs)2P0(ỹ(s)). (40)

Besides, multiplying (35) by (1 − k0kLe−τs) and substi-
tuting (36), we have that

2(1− k0kLe−τs)ỹ(s) =c1e−
1
λ2
s(1 + kLe−

2
λ3
s)

× (1 + k0e−
2
λ1
s)Q̃(s). (41)



C. Design of the operator P0

We are now able to define the operator P0 such that Q̃
converges to zero.

Theorem 2: Let us define the operator P0(ỹ(t)) for t ≥
4
λ1
− 1

λ2
− 2

λ3
by

P0(ỹ(t)) =− k0P0

(
ỹ(t− 2

λ1
)

)
− kLP0

(
ỹ(t− 2

λ3
)

)
− k0kLP0

(
ỹ(t− 2

λ1
− 2

λ3
)

)
+ 2c2kLỹ

(
t− 2

λ3
− 1

λ2

)
− 2c2kLk

2
0 ỹ

(
t− 4

λ1
− 1

λ2
− 2

λ3

)
, (42)

and P0(ỹ(t)) = 0 otherwise. Then, the state Q̃, that sat-
isfies the delayed differential equation (40), exponentially
converges to zero. Consequently, the observer system (20)-
(24) converges to the real system (12)-(16).

Proof: Let us first rewrite the operator P0 in the Laplace
domain. Applying the Laplace transform into (42), we have

2(1 + kLe−
2
λ3
s)(1 + k0e−

2
λ1
s)P0(ỹ(s)) =

(c2kLe−
1
λ2
s− 2

λ3
s − c2k2

0kLe−
2
λ1
se

1
λ2
se−τs)2ỹ(s). (43)

Due to Condition 1, the function (1 + kLe−
2
λ3
s)(1 +

k0e−
2
λ1
s) is strictly positive in the complex right half plane.

Then, the operator P0 is properly defined. Consequently,
we have P0(ỹ(s)) = K(s)ỹ(s), where K(s) is defined by

K(s) =
c2kLe−

1
λ2
s− 2

λ3
s − c2k2

0kLe−
2
λ1
se

1
λ2
se−τs

(1 + kLe−
2
λ3
s)(1 + k0e−

2
λ1
s)

. (44)

Therefore,

(1− k0kLe−τs)P0(ỹ(s)) = (1− k0kLe−τs)K(s)ỹ(s).

Using (41) and the commutative property of the operators
implies that

2(1− k0kLe−τs)P0(ỹ(s)) =c1(c2kLe−
2
λ2
s− 2

λ3
s

− c2k2
0kLe−

2
λ1
se−τs)Q̃(s),

and using (40), we obtain

(1− k0kLe−τs)(sτhr + 1)Q̃(s) = c2c1(1− k0kLe−τs)

× k0e−
2
λ1
sQ̃(s). (45)

Due to the fact that the operator (1− k0kLe−τs) does not
vanish on the right half plane, we can define Q̃1 = (1 −
k0kLe−τs)Q̃(s). We then have the detectability of Q̃ from
the new variable Q̃1 (i.e. if Q̃1 converges to zero, so does
Q̃). This yields

(sτhr + 1)Q̃1(s) = c2c1k0e−
2
λ1
sQ̃1(s). (46)

This equation rewrites as follows in the temporal domain

˙̃Q1(t) = − 1

τhr
Q̃1(t) +

c2c1k0

τhr
Q̃1(t− 2

λ1
). (47)

It corresponds exactly to (1) with a = 1
τhr

, b = − c2c1k0τhr
and τ0 = 2

λ1
. Using Condition 2, we have b > |a| and

τ0 <
arccos(− ab )√

b2−a2 . Thus, using Theorem 1, we have that Q̃1

converges to zero. This implies the convergence of Q̃ to zero
because of the detectability of Q̃ from Q̃1. Finally, Lemma 1
implies the convergence of the error system to zero. This
concludes the proof.

V. SIMULATION RESULTS

In this section, we present the simulation results of the
proposed observer design. The numerical tests were evalu-
ated using the model (12)-(16) as a virtual plant and both
observers design, i.e., the system (20)-(24) with P0 computed
by (42). The numerical values of the plant were x0 = L

4
m, xm = 1.25L

4 m, L = 1.4 m, λ1 = 975.9 s−1, λ2 =
3903.6 s−1, λ3 = 354.87 s−1, c1 = 2.31 s m−3, c2 =
1.01 W Pa−1, τhr = 0.03 s, k0 = kL = −0.93. The observer
was initialized at zero whereas the real system was initialized
at Q(0) = 0.2, R1(0, x) = 20.4939 cos(πx) + 0.5 sin(πx),
R2(0, x) = −20.4939 cos(πx) + 0.5 sin(πx) (the values of
αi and βi at t = 0 can then be obtained from (9)-(10)).
Simulations were carried out with Simulink.

Figure 3 shows the simulation results of the observer
design with the linear operator P0 computed by (42). Due to
the delayed expressions in (42), P0(t) is null for values of
t ≤ 2

λ2
(see the bottom graphic of Figure 3). After the initial

transient, the output error dynamics asymptotically converges
to zero as time goes to infinity, as can be seen in the top
graphic of Figure 3.

VI. CONCLUSION

In this paper, we present a state observer design to estimate
the linearized thermoacoustic dynamics of a Rijke tube.
The approach is based on a Luenberger-type structure and
assumes in-domain acoustic pressure measurements. As a
first step in our design, the system equations were rewritten
in the form of a delayed differential equation. Then, the
observer was imposed as a copy of these equations plus
an output injection term, which in this case is a linear
operator. Using some results from the literature, we found
the expression of this operator that guarantee the exponential
convergence of the estimation error where the exponential
convergence rate given by the physical parameters of the
system. Simulation results show the performance of the
proposed design.

In future works, experiments will be carried out to de-
termine the suitability of this observer in a real setting. In
this case, the robustness properties of the proposal must be
studied since some parameters, such as the heat release time
constant, are roughly known in practice and influence the
convergence rate. In addition, the performance of the pro-
posed observer with the backstepping control law developed
in [5] will be analyzed. Other directions include the extension
of the observer for the case of several acoustic pressure
measurements along the domain.
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Fig. 3. Output error dynamics ỹ (top plot), Q̃ (middle plot), and P0
evolution (bottom plot) as a function of time.


