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Abstract
In micro-channel gas flows, velocity slip and temperature jump must be applied at the fluid/solid interface

to take the thermodynamic non-equilibrium into account in the vicinity of the wall. In this work, simulations
at molecular scale have been carried out and shown a jump in the conduction heat flux, in agreement with the
boundary condition proposed by Maslen [10] in continuum mechanics.
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1 Introduction

The understanding of fluid flows and heat transfer
at scales of few microns is of paramount importance
since the development of Micro-electro-mechanical Sys-
tems (MEMS). When the characteristic length scale of
the flow decreases to reach about 10 times the free
mean path λ of the gas molecules, the usual Navier-
Stokes and energy equations remain valid in the core
flow, but careful attention must be paid on the gas/-
solid boundary conditions. In a fluid layer of order
λ close to the wall, the so-called Knudsen layer, the
gas molecules are no more in a local thermodynamic
equilibrium: the macroscopic model based on the con-
tinuity of the velocity, temperature and heat flux at
the interface between the gas and the wall falls and
slip or jump conditions have to be used, like those in-
dependently proposed by Navier [12] and later on by
Maxwell [11]. Whereas the boundary conditions ap-
plied on the velocity and temperature are quite well es-

tablished in the ‘gaseous microfluidic’ community, that
associated to the jump in the conduction heat flux at
the wall due to the viscous friction, and first proposed
by Maslen [10] in 1958, has often been neglected, for-
gotten or misunderstood, including in late papers. In
the recent works by X. Nicolas et al. [15], a review of
few papers using or ignoring the Maslen’s flux condi-
tion is performed, followed by its proof which relies
on the energy flux conservation principle at the macro-
scale. The same authors also showed that the use of the
Maslen’s flux condition explains the very small Nusselt
number values in experiments performed on microflu-
idic gaseous flows [14]. However, their mathematical
approach is questionable since it relies on the assump-
tion of the continuum mechanics which is valid far from
the boundaries but seems no more applicable in the
Knudsen layer.
This short contribution aims to check if the Maslen’s
flux condition at the gas/solid interface is correct by
getting rid of the continuum model and by simulat-

1



ing the fluid flow and energy transfer at the molecular
scale.

2 Continuum description
An established argon (Ar) fluid flow between two infi-
nite (x, y)-parallel solid walls of platinum (Pt) is con-
sidered (Fig. 1). Walls are distant from H and their
thickness is e. The flow is created by a volume force
g = gxex acting as a uniform pressure gradient in x-
direction. The platinum wall starting at z = H/2 is
thermally isolated, i.e. the conduction heat flux qz = 0,
whereas the one ending at z = −H/2 is isotherm, at
the temperature T1.
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Figure 1: Physical configuration

For the compressible fluid flow in the micro-channel of
length L, driven by the pressure difference pin − pout,
the density decreases all along the channel. From the
mass flow rate conservation, the velocity magnitude
increases, and consequently, the viscous heating also. If
the length scale associated with the pressure gradient is
assumed much larger that the channel height, namely
(pin + pout)/(pin − pout) � 2H/L, then the density
variations over a length scale H of the channel can be
disregarded. Therefore the axial dependence of all the
macroscopic variables are locally negligible, at least far
from the inlet and outlet regions [14]. Thus, in what
follows, the thermodynamics quantities are assumed to
depend only on the transverse coordinate z.
From a macroscopic point-of-view, and as discussed
in [15], the total energy flux q(c)

tot in the fluid region
can be split into three contributions:

q(c)
tot = qk + qµ + qh

= −kf∇T − (¯̄τ · u) + ρhu
(1)

where qk = −kf∇T is the conduction heat flux with
kf the fluid conductivity, qµ = −(¯̄τ · u) is the energy
flux produced by the viscous friction and qh = ρhu is
the convection enthalpy flux. Since the velocity simply
writes u = ux(z)ex, the total energy flux in z-direction,
q

(c)
tot, reduces into two terms in z-direction:

q
(c)
tot = −kf

∂T

∂z
− uxµ

∂ux
∂z

(2)

The Maslen’s flux boundary condition [10] is to equal-
ize the total energy fluxes on both sides of the fluid/-
solid interface. In the wall region, the total energy flux
reduces in its conduction contribution:

−ks
∂T

∂z

∣∣∣∣
H/2

= −kf
∂T

∂z

∣∣∣∣
H/2
− uxµ

∂ux
∂z

∣∣∣∣
H/2

(3)

where ks is the solid conductivity and µ the fluid dy-
namic viscosity. In order to check the validity of Eq. (3)
in the Knudsen layer, simulations are carried out at the
molecular scale.

3 Microscopic approach
Solid walls are composed of platinum atoms disposed
on a FCC111 lattice. The dynamics of all atoms, ei-
ther argon confined between the solid walls or plat-
inum, relies on the classical Newton’s law. The tra-
jectory of each atom i, or particle, is governed by
Fi = mir̈i where r̈i is the acceleration vector, mi is
the mass and Fi is the resultant of external forces act-
ing on particle i. With ri is the particle position, g
is the volume force which drives the fluid flow, and
assuming only binary interactions given by the pair-
wise potential Uα/β , the resultant Fi is developed as
Fi = −∇

[
g · (ri − 〈ri〉) +

∑
j Uα/β(rij)

]
for an argon

particle and is reduced to Fi = −∇
∑
j Uα/β(rij) for a

platinum one. The classical Lennard-Jones model [16]
is chosen to describe the argon/argon, platinum/plat-
inum and argon/platinum interactions:

Uα/β(rij) = 4εα/β

[(
σα/β

rij

)12
−
(
σα/β

rij

)6
]

(4)

where α and β denote the Ar- or Pt-atoms, rij = ‖rij‖
is the intermolecular distance between the i and j
particles, rij = rj − ri, εα/β is the potential well-
depth and σα/β is the distance where the potential
cancels out. Taking argon as reference for the physical
properties, the interaction coefficients write εAr/Ar =
1 ε, σAr/Ar = 1σ, mAr/Ar = m, εPt/Pt = 31.3 ε,
σPt/Pt = 0.73σ, εAr/Pt = 0.66 ε, σAr/Pt = 0.865σ,
mPt = 4.8833m with ε = 1.656×10−21 J, σ = 3.405 Å
and m = 6.633× 10−26 kg. The reference scale expres-
sions and their derived quantities are given in Table 1.

Scale Expression Value
mass (Ar) m 6.633× 10−26 kg

length σ 3.405× 10−10 m
energy ε 1.656× 10−21 J

time, t0
√
mσ2/ε 2.155× 10−12 s

temperature, T0 ε/kB 120 K
velocity, v0

√
ε/m 158.03 m/s

density, ρ0 m/σ3 1680.31 kg/m3

force, g0 ε/σ 4.86× 10−12 N
viscosity, µ0

√
mε/σ2 9.0345× 10−5 kg/m/s

conductivity, k0 kB

√
ε/m/σ2 0.0188 W/m/K

heat flux, q0
√
ε3/m/σ3 6.62× 109 W/m2

Table 1: Physical scales, expressions and values used
in the molecular dynamics simulations, with kB is the
Boltzmann constant

The choice of argon as a fluid is justified by the bi-
nary interactions and spherical approximation induced
by the pairwise Lennard-Jones potential choice. This
latter allows a good restitution of the dynamical and
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thermal properties of mono-atomic gases, and to some
extend, of non-spherical molecules for dense cases [1,
6].
Like in continuum mechanics (Sec. 2), the total energy
flux q(m)

tot can be defined from a microscopic descrip-
tion. Using the Irving-Kirkwood formulation [3, 16], it
reads:

q(m)
tot = 1

2V

N∑
i

miṙ2
i ṙi

+ 1
2V

N∑
i

N∑
j 6=i

Uα/β(rij)ṙi

− 1
2V

N∑
i

N∑
j 6=i

rij [fij · ṙi]

(5)

where ṙi is the velocity of particle i, fij = −∇Uα/β(rij)
is the interaction force between particles i and j and
N is the total number of particles in the volume V
where q(m)

tot is evaluated. The first and second terms
of the r.h.s. are related to summations of kinetic and
potential energy carried by a particle i, while the third
term represents the energy transfer by the pressure
work [9]. It can be noticed that no contribution
involving the volume force g exists, simply because
the velocity and position are independent variables.

In order to impose a zero conduction heat flux in
the solid platinum wall ranging from z = H/2 to
z = H/2 + e, the fluid region is replicated at the wall
ending, at z = H/2 + e. That trick also allows keeping
the periodicity of molecular simulations in all space di-
rections. Since the potential interaction between two
particles decreases quickly with their distance, to be-
come negligible in the total amount of energy, the com-
putation cost is highly reduced by introducing a trun-
cation length rc. In practice, the interaction force de-
rived from Eq. (4) is set to zero, if rij > rc. The
truncation radius rc is set to rc = 2.5 σ.
The simulations are carried out on boxes of dimensions
`x × `y × `z. With the fluid zone replica, the length
is finally `z = 2(H + e). The lengths `i, i = x, y,
are multiples of the gaps of the FCC111 solid lattice.
They also fulfil the condition `i ≥ 3 × rc in order to
manage efficiently the neighbourhood of each particle
(Cell and Verlet lists [16]). The height H is such that
H ≥ C ×min(`x, `z) and is adjusted to fit the desired
fluid density ρ in the volume defined by V = `x × `y ×
H. The constant C, initially fixed at C = 10, can
be adapted to change the Kn number. In order the
particles in both fluid regions do not interact between
each other, the wall thickness e is such that e ≥ rc and
e is a multiple of the vertical gap of the solid FCC111
lattice.
The temperature of the left wall is maintained at
T1 using a Langevin thermostat [7], while that of
the opposite wall is left free. The Velocity-Verlet
algorithm [16] is used to perform the time integration
with a time step fixed at ∆t/t0 = 5× 10−3.

To calculate the macroscopic quantities ρ, u, T and
q(m)
tot , time and space averages are performed on nz

uniform sub-domains covering the channel height H
and over time intervals τa. The converged estimate of
the variance of the ensemble average is computed by a
block average technique [4, 5].

4 Results and discussions
The molecular dynamics simulations are based on a
Lennard-Jones potential interactions. Therefore, the
pressure, the temperature and the density are solutions
of a specific equation of state [8]. Likewise, the dy-
namic viscosity µ and the thermal conductivity kf are
estimated through the correlations by Galliéro et al. [6],
and Bugel and Galliéro [1]. The results are then pre-
sented as a function of the physical quantities, namely
the mean density ρ and the volume force gx. The mag-
nitude order of the slip velocity and jump temperature
is controlled by the Knudsen number

Kn = λ

2H (6)

with λ is the mean free path for molecules interacting
through long-range potentials, which is expressed with
the formulation by Cercignani [2]:

λ = µ

ρ

√
πm

2kBT
(7)

where m is the molecular mass, T is the temperature
of the gas, and kB is the Boltzmann constant.

For the sake of simplicity, the physical parameters and
the dynamic and thermal variables, averaged over the
channel height, are gathered in Table 2 as a function of

ρ/ρ0 gx/g0 H/σ ūx/v0 θ̄b/T0 |q̄(m)
tot |/q0

0.6 0.02 19.87 0.882 1.61 0.105
0.6 0.01 19.87 0.452 0.534 0.027
0.6 0.005 19.87 0.225 0.152 0.0067
0.6 0.0025 19.87 0.112 0.042 0.0011
0.6 0.002 96.65 1.171 3.135 0.066
0.1 0.01 28.05 0.719 2.59 0.0097
0.05 0.005 51.28 0.713 2.42 0.0045

Table 2: Normalization parameters for Figs. 3–8. The
Knudsen number is Kn = 0.036, except the simulation
with gx/g0 = 0.002 where Kn = 0.0075

the Knudsen number Kn, the mean fluid density ρ and
the volume force gx. The notation •̄ denotes a spatial
average over the channel height. All molecular dynam-
ics simulations were carried out for a thermostated wall
fixed at T1/T0 = 1.5. The mean free path (Eq. 7), and
therefore the Knudsen number (Eq. 6), is evaluated for
a fluid flow without volume force gx = 0 (ux = 0),
at the temperature equilibrium (T = T1) and with a
density measured in the fluid core, far from the bound-
aries.
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4.1 Total energy flux analysis
The first simulation is carried out for a fluid density
ρ/ρ0 = 0.6 and a volume force gx/g0 = 0.01. Based
on the expression of the mean free path (Eq. 7), the
Knudsen number (6) is Kn = 0.036. According to the
fluid flow regimes, a velocity slip and a temperature
jump are expected at the fluid/solid interface.
In order to compare the total energy flux at the
molecular scale q

(m)
tot (Eq. 5) with its continuous

counterpart q(c)
tot (Eq. 2), the conduction heat flux qk

and the viscous power density qµ have to be evaluated.
To this end, the macroscopic velocity and temperature
are first calculated by averaging the particle velocities
and the local kinetic energy fluctuations (see Fig. 5
and Fig. 6 for the velocity and temperature profiles).
Then, the macroscopic fluxes are approximated using
the second order centred finite difference scheme to get
the z-derivatives, combined with the dynamic viscosity
and thermal conductivity provided by correlations [1,
6]. In Fig. 2 are presented the different fluxes q(m)

tot ,
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Figure 2: Normalized fluxes with respect to |q̄k|/q0 =
2.74× 10−2, the z-average of the conduction heat flux,
for Kn = 0.036, ρ/ρ0 = 0.6 and gx/g0 = 0.01

q
(c)
tot, qk and qµ the viscous contribution to the energy
equation. Each of them is normalized with respect
to the absolute value of the mean conduction heat
flux over the channel height. The error bars take
into account the uncertainties on both, the calculated
macroscopic data, the conductivity and viscosity
correlations and the approximations of the velocity
and temperature derivatives as well. The analysis
of the curves confirms that the total energy flux
computed with the molecular dynamics, q(m)

tot , gets
to zero at the fluid/solid interface z/H = 1/2, which
is consistent with the conduction heat flux transmit-
ted to the adiabatic solid wall. The reconstructed
macroscopic flux q(c)

tot exhibits a very good agreement
with the molecular one q

(m)
tot in the core channel,

and to a lesser extent, near the fluid/solid interfaces.
In this problem, the viscous contribution qµ is far
from being negligible, since it reaches almost half of
the conduction heat flux. Its spatial distribution is
anti-symmetric with respect to z = 0, which results

from the symmetry of the nearly parabolic velocity
profile (Fig. 5). Because the temperature profile is
almost linear (Fig. 6), the conduction heat flux qk
is nearly constant; the variations are mainly due
to the conductivity dependence on the density and
temperature. Finally, the macroscopic energy flux
decomposition (2) is, as expected, accurate in the
fluid core domain. On the other hand, differences are
observed in the vicinity of the walls. At the adiabatic
fluid/solid interface, the reconstructed flux is not as
small as the molecular one, what may suggest that the
macroscopic expression (2) fails to represent the right
total energy flux, at least locally.

In order to examine thoroughly the departures be-
tween the total energy fluxes q(m)

tot and q(c)
tot, calculated

by either the Irving-Kirkwood formulation (Eq. 5) or
deduced from relations of the continuum mechanics
(Eq. 2), their relative difference to q̄(m)

tot is drawn for
different densities, external forces and Knudsen num-
bers (Fig. 3). The reconstructed fluxes q(c)

tot deviate
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Figure 3: Relative difference between the total en-
ergy fluxes q(m)

tot (Eq. 5) and q(c)
tot (Eq. 2) reconstructed

with the molecular data. Filled (empty) symbols
stand for points inside (outside) the Knudsen layer
(|z|/H − 1/2) < 2λ/H = 4Kn. For clarity reason, the
error bars have been omitted. Reference values are
given in Table 2

by less than 10% from the molecular ones q(m)
tot in the

bulk fluid domain. As discussed before, the discrepan-
cies are mainly due to the reconstructed flux q(c)

tot which
relies on, both correlation laws for the thermal conduc-
tivity and dynamic viscosity evaluations, and approxi-
mations of the derivatives by the second order centred
difference scheme. However, in a thickness region of
about two mean free paths, the relative gap increases
substantially, all the more that one gets closer to the
wall. Looking at the density distributions (Fig. 4),
growing oscillations develop towards the solid wall, ap-
proximately over the same length scale. These oscil-
lations result from the clustering of the argon atoms
close to the wall. Since the physical properties are
density dependent, the dynamic viscosity µ and the
thermal conductivity kf fluctuate in this zone as well.
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This atomic patterning breaks the local thermodynam-
ics equilibrium, which is required to get a macroscopic
model for the fluid flow. The aim of the slip/jump rela-
tions is precisely to connect the macroscopic tempera-
ture and velocity variables on both side of the Knudsen
layer, namely between the wall and the outer region of
the Knudsen layer. The use of these boundary condi-
tions, and more specifically the Maslen’s flux condition,
is the motivation of what follows.

4.2 Comparison between the molecular
and continuum models

This section is devoted to the comparisons of the
molecular dynamics results with those derived from
the continuum model with constant physical prop-
erties, an incompressible fluid flow assumption and
suitable boundary conditions. The simulations are car-
ried out for volume force ranging from gx/g0 = 0.0025
to 0.02 and a mean density ρ/ρ0 = 0.6. The Knudsen
number, evaluated at T1, is equal to Kn = 0.036.

The assumption of a constant density is acceptable in
the core flow, where a weak decrease is observed due
to the heating by the viscous friction (Fig. 4). On the
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Figure 4: Density ρ(z)/ρ̄ for different volume forces
gx/g0 and Kn = 0.036 (see Table 2). The number of
bins for the molecular average calculation is nz = 100

other hand, at the vicinity of the boundaries, the den-
sity oscillates and departs up to about 75% of its bulk
value. As already mentioned, this usual behaviour is
related to the clustering of the argon atoms near solid
wall due to the interaction parameters that make the
Lennard-Jones potential attractive [13]. The oscilla-
tions are damped over a length of approximately 2λ
that roughly corresponds to the Knudsen layer.
The normalized velocity profiles, presented in Fig. 5,
exhibit a Poiseuille like flow with slip at walls. Whereas
the magnitude of the velocity and the dynamical slip
depend on the applied volume force gx, they become
quite identical once they are normalized by ūx, the av-
eraged value of ux over the channel height (Table 2).
The superposition of the molecular data are fully con-
sistent with the analytical function derived from the
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Figure 5: Velocity ux(z)/ūx for different volume forces
gx/g0 andKn = 0.036. The average values are provided
in Table 2. The parameters for the analytical function
is σµ = 2.46 and ξ = 36.0. The number of bins for the
molecular average calculation is nz = 25, except the
encapsulated figures which are based on nz = 100

continuum model:
ux(z)
ūx

= 3(1 + 8σµKn)− 12(z/H)2

2 + 24σµKn (8)

with σµ is the viscous slip coefficient classically used in
the expression of the dynamical slip boundary condi-
tion:

uf − uw = σµλ (∇u· nwf )|f (9)
The indexes f and w indicate fluid and wall quantities
evaluated at the fluid/solid interface and nwf its unit
normal vector, directed from the wall to the fluid. In
the present problem, uw = 0.
Since the velocity profile is not constant in the channel
section, the viscous friction leads to mechanical energy
dissipation and a temperature increase by getting away
from the lower wall at T1. This heating and the tem-
perature jump are even more pronounced as the ex-
ternal force gx increases. However, like for the veloc-
ity, the dimensionless reduced temperature θ/θb, with
θ = T − T1 and θb =

∫
ρuxθ dz/

∫
ρux dz the dimen-

sionless bulk temperature (Table 2), turns out to be
independent on the external force gx (Fig. 6). Such a
result is recovered by integrating the energy equation
with the velocity field (8), the temperature jump at the
lower boundary z/H = −1/2

Tf − Tw = ξλ (∇T · nwf )|f (10)

with ξ the thermal jump coefficient, and the Maslen’s
flux condition (3) at the adiabatic wall z/H =
1/2. The analytical reduced temperature θ(z)/θb then
reads:

θ(z)
θb

= A+B
z

H
+ C

( z
H

)4
(11)

with

A = a0 + a1Kn + a2Kn2

D
, B = 96σµKn + 8

D
, C = −16

D
,

D = 2304(d0 + d1Kn + d2Kn2 + d3Kn3)
(12σµKn + 1)
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Figure 6: Same caption as Fig. 5 – Reduced tempera-
ture θ(z)/θb

and

a0 = 5, a1 = 48σµ + 32ξ, a2 = 192σµξ,

d0 = 43
20160 , d1 = ξ

72 + 11σµ
240 ,

d2 = σµ
4 (ξ + σµ), d3 = σ2

µξ

This analytical solution, which is based on the Maslen’s
flux condition, fits perfectly the molecular data. This
observation suggests that the flux boundary condi-
tion (3), which can be interpreted as a jump in the
conduction heat flux, permits to connect correctly the
thermal quantities on both part of the Knudsen layer.
As well as the velocity and temperature profiles, the
total energy flux becomes independent of the volume
force gx, once the suitable normalization q

(m)
tot /|q̄

(m)
tot |

is considered (Fig. 7). An analytical approximation
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Figure 7: Same caption as Fig. 5 – Total energy flux
q

(m)
tot (z)/|q̄(m)

tot |.

q
(a)
tot (z) of the molecular data is developed by substitut-
ing the velocity (8) and temperature (11) functions into
the macroscopic expression of the total energy flux (2):

q
(a)
tot (z)
|q̄(a)
tot |

= (24σµKn + 3)(z/H)− 4(z/H)3

12σµKn + 1 − 1 (12)

Again, the analytical expression provides a very good
approximation of the results coming from the molecu-
lar dynamics simulations. It is worth to noticed that,
as for the density profiles (Fig. 4), flux oscillations are
observed at the molecular scale, over a length of about
2λ.

To point out the robustness of the Maslen’s boundary
conditions, the total heat fluxes q

(m)
tot , achieved by

the molecular simulations and presented in Fig. 3,
are reconsidered and compared to the analytical
solutions q(a)

tot (z) (Fig. 8). Taking into account the
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Figure 8: Relative gap between the total energy fluxes
stemmed from molecular dynamics simulations and the
analytical expression (12). Filled symbols stand for
points inside the Knudsen layer (|z|/H − 1/2) < 2λ,
while empty ones denote measurement points in the
bulk. For clarity reason, the error bars have been omit-
ted. Reference values are given in Table 2

approximation level used to develop the continuum
model, the analytical function q

(a)
tot (z) gives satisfying

results, with relative gaps less than 10%. The accuracy
is much better close to the adiabatic wall z/H = 1/2
(< 2%), where the total energy flux is controlled by
the Maslen’s condition. The slight deviation observed
by moving away from the adiabatic wall is probably
the result of error accumulations induced by the
assumptions used to develop the analytical solution.
Again, the comparisons between the analytical and
molecular total energy fluxes emphasize the robustness
of the Maslen’s flux boundary condition (3) to achieve
a correct approximation.

From the dimensionless writing of the Navier-Stokes
and energy equations with their boundary conditions,
6 dimensionless parameters appear: the heat con-
ductivity ratio ks/kf , the ratio between the volume
and viscous forces measured by the Jeffreys number
Je = gxH

2/(µU), the energy flux ratio between the
viscous friction and the heat conduction, namely
the Brinkman number Br = µU2/(kf∆T ), and
obviously the above introduced Knudsen number Kn
and the slip and jump coefficients σµ and ξ. Setting
Je = 1 leads to define the scale for the velocity:
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U = gxH
2/µ. Likewise, the equilibrium between the

viscous dissipation and the heat conduction allows
to define the scale for the temperature variation:
∆T = µU2/kf = g2

xH
4/µkf . Table 3 summarizes

ρ/ρ0 Kn Je Br σµ ξ

0.6 0.0075 9.6 0.13 2.63 36
0.6 0.036 5.1 0.24 2.46 36
0.1 0.036 5.5 0.21 4.13 37
0.05 0.036 5.2 0.15 5.72 25

Table 3: Dimensionless parameters for simulations
presented in Figs. 3 and 8; σµ and ξ are used in the
analytical functions (8), (11) and (12).

the Jeffreys, Brinkman and Knudsen parameters, and
the slip and jump coefficients as well. For each fixed
Knudsen, the numerical values σµ and ξ result from a
minimization process between the equations (8), (11)
and (12) and the averaged molecular data, using
the non-linear least-squares Marquardt-Levenberg
algorithm. Since the fluid properties results from the
Lennard-Jones interaction potential, the ranges of
variation of the the Jeffreys and Brinkman parameters
are moderate: the ratio between the maximal and
minimal values are close to 2.

The numerical parameters involved in the molecular
dynamics simulations, such as the cut-off radius rc,
the time step ∆t, the lengths `x and `y, the interac-
tion potential of the platinum atoms of the solid wall or
the (σ, ε)-values of the Ar/Pt interaction coefficients do
not alter the analyses presented below. Obviously, the
changes in the Lennard-Jones interaction parameters
may modify slightly the fluid flow and heat transfer,
especially the dynamical slip and temperature jump
magnitudes, but the velocity, temperature, and flux
profiles remain similar; the total energy fluxes com-
puted by the molecular simulation and the analytical
model, using the Maslen’s flux boundary condition (3),
always cancel at the adiabatic solid wall z = H/2.

5 Conclusion
Results of molecular dynamics simulation, obtained for
a Lennard-Jones fluid, have shown that the Maslen’s
boundary condition [10], demonstrated in the frame-
work of the continuum mechanics (see [15]), although
questionable in the Knudsen layer, is proved to be effi-
cient to connect the conduction heat fluxes between the
wall and the fluid domain. Therefore, the total energy
flux conservation at the fluid/solid interface introduces
effectively a jump in the conduction heat flux which is
equal to the energy flux produced by the viscous fric-
tion.
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